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SUMMARY 

In the face of the profound challenges posed by the 21st century, sustainable development 

stands as an imperative, reflecting our shared responsibility to address environmental, 

social, and economic concerns, ensuring a better quality of life for present and future 

generations. 

This doctoral dissertation offers a pathway to a safer and more sustainable future, seeking 

novel solutions that address both the immediate need for healthier indoor spaces and the 

long-term goal of achieving a carbon-neutral landscape. It is divided into three main parts, 

each consisting of self-contained chapters. Part I and II use experimental and 

Computational Fluid Dynamics (CFD) approaches to study indoor air quality and thermal 

comfort (the first two pillars of indoor environmental quality) in both large and micro 

indoor environments. 

Specifically, in Part I, the focus is initially on a car cabin micro-environment: the risk of 

infection from SARS-CoV-2 Delta variant of passengers sharing a car cabin with an 

infected subject for a 30-min journey is estimated through an integrated approach 

combining a predictive emission-to-risk approach and a validated CFD numerical model. 

The findings demonstrate that CFD approaches are essential for properly assessing 

individual risk in such confined spaces, and that simple zero-dimensional models produce 

misleading results. One limitation of this study is the simplified geometry adopted for the 

numerical analyses, which is addressed in Part II of this thesis. Later, the attention shifts 

to a large indoor environment: a university lecture room. A CFD tool is developed and 

validated to study the dynamics of droplets emitted by an infected subject speaking in 

front of the class for 2 h, replicating a 2-h lesson. The influence of three different air supply 

rates (3.75 ACH, 7.5 ACH and 15 ACH) on particles age, distribution throughout the room 

and concentration within selected control volumes surrounding the rows of benches is 

analysed. The main finding is that better control of local airflow patterns is needed in 

indoor environments, as increasing the airflow rate provided by Heating, Ventilation and 

Air Conditioning (HVAC) systems might have adverse local effects. Consequently, the last 

chapter of this section introduces the design of a portable personal air cleaner intended to 

control local airflow patterns in large indoor spaces and reduce the airborne transmission 

of respiratory pathogens. CFD analyses revealed that the effectiveness of the device is 96% 

in close proximity scenarios and 99.5% in large indoor environments. 

Part II, relying on the results presented in the preceding section, presents a comprehensive 

benchmark with Particle Image Velocimetry measurements and CFD simulations of a real 

car cabin. A comparison is made between unsteady Reynolds-averaged Navier-Stokes 

(URANS) and large eddy simulation approaches, evidencing that the URANS produces 

satisfactory results and is suitable for studying the thermal-fluid dynamics fields inside 

real car cabins. The URANS model is then applied to characterize the mean thermal-fluid 

dynamics fields in winter and summer conditions, and to perform a thermal comfort 

analysis. This analysis leads to the conclusion that passengers sharing the same car may 
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have contrasting comfort perceptions. This point must be considered in the design and 

operation of the HVAC systems, since the environment must meet the minimum comfort 

requirements for all the occupants. In this regard, validated CFD tools become essential 

as they allow to faithfully predict the airflow patterns in this and other indoor 

environments. 

Part III differs from the first two sections and addresses sustainability from an 

environmental and energy perspective, investigating solutions to promote the diffusion of 

renewable energy sources and the replacement of fossil fuels. This is achieved by 

evaluating the feasibility of small-scale Power-to-Hydrogen (PtH2) systems distributed 

across the national natural gas transmission network (NGTN), in correspondence of the 

several regulating and measuring stations present there. The idea is to use the surplus 

electricity produced by photovoltaic power systems to produce green hydrogen, which is 

then injected into the natural gas pipelines. This solution, known as line-pack storage, 

could provide the storage capacity needed to manage the future large energy production 

from renewables. A mathematical model has been developed to study the hourly 

operation of the proposed PtH2 system and to determine the optimal sizing for each 

subsystem comprising the plant. Findings reveal the need for a hydrogen buffer to balance 

its production (dependent on the intermittent electricity production from renewables) 

with its injection in the NGTN (dependent on the natural gas consumption by end-users). 

The results also show that in the best-case scenario, the cost of hydrogen production is 

5.10 EUR kg−1 and the PtH2 plant allows to save about 32 tonnes of CO2 emissions per year. 
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1 1.1 RESEARCH BACKGROUND, MOTIVATION AND SCOPE 

One of the most important matters of our century is sustainable development1 [1]. This 
concept reflects our collective responsibility to address environmental, social, and 
economic concerns, ensuring a better quality of life for both present and future 
generations. With the global population expected to rise from the current 8 billion to over 
10 billion by the end of the century [2], and the corresponding increase in energy demand, 
we face unprecedented challenges. These challenges demand a multidisciplinary 
approach, converging science, engineering, and innovation. To drive this transformative 
change and provide a roadmap to a more sustainable and equitable future, in 2015 the 
United Nations have defined the Sustainable Development Goals (SDGs). These goals 
consist of seventeen interlinked objectives, each comprising several targets, some to be 
achieved by 2030 and others with no end date [3]. 
The present dissertation aims to contribute in tackling some of these goals: SDG 3 (good 
health and well-being: ensure healthy lives and promote well-being for all at all ages), 
SDG 7 (affordable and clean energy: ensure access to affordable, reliable, sustainable and 
modern energy for all), SDG 11 (sustainable cities and communities: make cities and 
human settlements inclusive, safe, resilient, and sustainable), SDG 13 (climate action: take 
urgent action to combat climate change and its impacts), SDG 15 (life on land: protect, 
restore and promote sustainable use of terrestrial ecosystems, sustainably manage forests, 
combat desertification, and halt and reverse land degradation and halt biodiversity loss). 
SDGs 3 and 11 place a paramount emphasis on the well-being and security of individuals 
in our global society, underscoring the importance of ensuring clean and safe 
environments. Considering that we, as a society, spend most of our time indoors [4,5], the 
assessment of indoor environmental quality (IEQ) assumes a central role. This involves 
the evaluation of indoor air quality (IAQ), thermal comfort, lighting comfort, and acoustic 
comfort as the four primary factors impacting the quality of life of individuals [5–7]. Part I 
and II of this booklet give a contribution in this field, focusing on the first two IEQ pillars 
(i.e., IAQ and thermal comfort), both in micro and large indoor environments. 
SDGs 7, 13, 15 are instead devoted to environmental sustainability, conservation, and 
climate action. In this sense, green hydrogen is a game changer, enabling the diffusion of 
renewable energy sources (RESs) and the replacement of fossil fuels to achieve a carbon-
neutral energy landscape [8,9]. The adoption of green hydrogen also contributes to 
achieving SDGs 3 and 11, since replacing fossil fuels means reducing the emissions of 
pollutants improving the air quality. These aspects are addressed in Part III of the 
dissertation, where the feasibility of green hydrogen production (via photovoltaic-
powered electrolysers) and its blending with natural gas is assessed. This solution is 
particularly promising since it allows to store the excess renewable electricity produced, 
and to decarbonize the industrial processes (SDG 9 - industry, innovation and 
infrastructure) and the building sector (SDG 11), among others. 

All parts are introduced in more detail and with literature background later in this booklet. 
In the next section, the outline of the dissertation is provided. 

 
1 The concept of sustainable development, as eloquently expressed in the Brundtland Report in 1987, emphasizes 
the duty to satisfy the needs of the present without compromising the ability of future generations to meet their own 
needs. 
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1 1.2 DISSERTATION OUTLINE 

This doctoral thesis consists of three parts, each addressing a specific topic and composed 
of self-contained chapters. Below, a description of each part is given, linking it to the 
general context provided in the preceding section and guiding readers through the 
document. Concluding remarks and future perspective are provided in Chapter 9. 

I. INDOOR ENVIRONMENTAL QUALITY: APPLICATIONS 

This section presents case studies in the field of indoor air quality, which is the first pillar 
of the indoor environmental quality. The focus is on the analysis, conducted through both 
experiments and Computational Fluid Dynamics (CFD) simulations, of the spread and 
distribution of virus-laden droplets emitted by a subject sharing an indoor space with 
other individuals. 
Chapter 2 introduces the topic and explains the common methodology used in the 
analyses carried out in Chapters 3, 4 and 5. This methodology is based on resolving the 
flow field within a Eulerian framework and tracking the exhaled airborne droplets using a 
Lagrangian approach. 
Chapter 3 investigates particles dispersion and inhalation inside a car cabin, assessing the 
risk of SARS-CoV-2 infection for passengers sharing the car with an infected individual 
during a 30-min journey. The effects of various geometrical, emission and thermo-fluid 
dynamics influence parameters have been evaluated. Findings evidence the need for CFD 
approaches to assess the risk for the occupants and the potential of numerical analyses in 
designing the Heating, Ventilation and Air Conditioning (HVAC) systems and airflow 
patterns, especially for environments characterized by fixed seating arrangements. 
Chapter 4 shifts the attention to a large indoor environment: a university lecture room. 
The study explores the effects of changing the airflow rate provided by the ventilation 
system on the distribution of airborne droplets emitted by a teacher speaking in front of 
the class during a 2-h lesson. Results show that increasing the air flow rate from the HVAC 
system is not always an effective solution to improve indoor air quality and reduce 
occupant exposure. 
This prompted the design a portable personal air cleaner, allowing a better control over 
local airflow patterns and providing effective protection for susceptible subjects. 
Chapter 5 presents this concept and describes the tests carried out to assess the 
effectiveness of the device in both close proximity (typical face-to-face configuration at a 
conversational distance between two subjects) and shared indoor environments (the 
university classroom discussed in Chapter 4). 

II. INDOOR ENVIRONMENTAL QUALITY: BENCHMARK FOR CFD VALIDATION 

The second part of this dissertation (Chapters 6 and 7) leverages the findings of Chapter 3, 
which emphasizes the value of CFD in studying and designing the airflow patterns within 
indoor microenvironments like car cabins. However, the reliability and credibility of 
numerical results strongly depend on the simplifications made (both in terms of geometry 
and mathematical modelling). The absence of such studies in the existing scientific 
literature, as far as the author’s knowledge at the time of writing, prompted the 
development of an extended and comprehensive benchmark study to provide insights 
into the ventilation flow in real car cabins, and produce an experimental database for the 
validation of numerical simulations. 
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1 
Chapters 6 describes the experimental campaign, carried out on a commercial car in the 
Aerodynamics Laboratories at Delft University of Technology. Firstly, the flow velocity at 
the exit of the vents was characterised by means of 5-hole pressure probe measurements. 
Then, the flow velocity fields were measured by Particle Image Velocimetry (PIV) at three 
longitudinal sections inside the car cabin. The time-averaged air velocity fields are 
presented and discussed, as well as the velocity fluctuations in terms of quadrant analysis, 
Reynolds stresses and turbulent kinetic energy. Moreover, a detailed uncertainty analysis 
of the experimental results is presented. 
Experimental measurements are employed in Chapter 7 to develop and validate a CFD 
tool, capable of modelling the fluid dynamics in real car cabins. Here, the performance of 
both unsteady Reynolds-averaged Navier-Stokes (URANS) and large eddy simulation 
(LES) approaches is assessed considering both the accuracy and the computational 
resources required. The validate URANS model, owing to the very good agreement with 
experimental data and the lower CPU times, is then applied to characterize the airflow 
patterns in winter and summer conditions and perform a thermal comfort analysis. 

III. ENERGY CONVERSION SYSTEMS AND DECARBONIZATION 

The last part of this booklet has a different tenor with respect to the previous ones. It delves 
into the complex current energy landscape in search of a solution to contribute to the 
diffusion of renewable energy sources and the replacement of fossil fuels. Green hydrogen 
has been identified as one of the key energy carriers in the transition to RESs due to its 
versatility and integrability with other clean technologies for energy production and 
consumption. It has the potential to flexibly transfer energy across sectors, both in terms 
of time and space. In particular, green hydrogen can be used to address the storage 
requirements necessary to efficiently handle the future large energy production from RES 
through the Power to Hydrogen (PtH2) technology. Essentially, surplus electrical energy 
from renewables can be used to produce green hydrogen, which can then be injected in 
the natural gas transmission network NGTN that offers huge line-pack storage 
capabilities. This solution is examined by Chapter 8, where a mathematical model has 
been developed to assess the dynamic operation of an integrated PtH2 system for green 
hydrogen production using photovoltaic-powered electrolysers and its injection into the 
NGTN, upstream of a Regulating and Measuring Station (RMS) located in central Italy. The 
underlying idea is to produce green hydrogen in small plants connected to the RMSs 
distributed across the country. 
 
 
 
 
 



 

7 
 

I 
I INDOOR ENVIRONMENTAL QUALITY: 

APPLICATIONS 

 
 
 



 

 
 

 
 
 
 
 
 
 



 

9 
 

2 
2 AEROSOL DISPERSION IN INDOOR ENVIRONMENTS 

This chapter serves as an introduction to the subjects addressed in Part I of this dissertation. First, 
Section 2.1 underscores the significance of investigating the impact of mechanical ventilation on indoor 
air quality and aerosol transport. Section 2.2 defines the indoor environments investigated and outlines 
the research objectives. Lastly, Section 2.3 illustrates the adopted methodology, with a particular focus 
on the Eulerian-Lagrangian based CFD model here developed, and the droplet emission model 
implemented in the code. 
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2.1 INTRODUCTION 

The transmission of respiratory viruses may occur through three basic routes [10,11]. 
Spray transmission, traditionally known as large-droplet transmission, involves virus-
laden drops (i.e., particles larger than 100 μm in diameter) emitted by an infected person 
and deposited on the mucosal surfaces of a susceptible subject. Inhalation transmission 
refers to respiratory droplets suspended in the air (particles below 100 μm in diameter, 
also known as aerosol or airborne droplets) that are exhaled by an infected person and 
inhaled by a susceptible subject. Finally, touch transmission refers to animate or 
inanimate surfaces contaminated by virus-laden drops and/or droplets, being touched by 
a person then touching their mucosa. The airborne droplet route has been recognized as 
the primary pathway of infection transmission in indoor environments [10,12,13]. Ballistic 
drops owe their movement to the momentum gained when they are released [14] and 
rapidly settle in a range lower than 0.6 m from the source [11], therefore they are a source 
of contagion only for the subject in close proximity to the source (or by touch transmission 
in the long range). Conversely, particles with a diameter lower than 100 μm can remain 
suspended in the air for a prolonged time and travel from a long distance in an indoor 
environment [14–16], likely infecting multiple individuals sharing the same space of the 
infected. For these reasons, the commonly recommended safe distance of 1-2 m, widely 
adopted in most countries to reduce the spread of SARS-CoV-2, can be useful outdoors but 
is insufficient in indoor environments [14,17]; rather, it is crucial to study the effects of 
ventilation and air flow patterns, as they strongly influence particles transport and 
distribution [18]. Natural ventilation effectively reduces air contaminants and improves 
indoor air quality [19]. However, during the coldest and hottest months of the year, it is 
avoided due to the disparity between outdoor climatic conditions and the desired thermo-
hygrometric comfort [20,21]. Therefore, it is essential to investigate the effect of Heating, 
Ventilation and Air Conditioning systems on indoor air quality and aerosol transport. 

2.2 CASE STUDIES AND RESEARCH OBJECTIVES 

In the upcoming chapters, our attention will be directed towards exploring three distinct 
indoor environments, to provide insights into the diverse situations that individuals may 
experience every day. Both micro and large environments are investigated, as the 
dynamics of particles can vary significantly, affecting the exposure and risks for 
susceptible subjects. 
Chapter 3 investigates particles dispersion and inhalation inside a car cabin, assessing the 
risk of SARS-CoV-2 infection for passengers sharing the car with an infected individual 
during a 30-min journey. Car cabins are indeed environments of concerns in terms of the 
diffusion of respiratory pathogens due to their extensive worldwide usage and the 
potential for non-household individuals to share this space, as is likely to occur with car-
sharing and carpooling solutions in large cities. The effects of various geometrical, 
emission and thermo-fluid dynamics influence parameters have been evaluated, 
evidencing the need for CFD approaches to design HVAC systems. Findings also revealed 
that in indoor environments characterized by fixed seating arrangements, the risk of 
infection can, in principle, be controlled by properly designing the flow patterns of the 
environment, i.e., moving towards personalized ventilation solutions. 
A large shared indoor environment is, instead, explored in Chapter 4. Here, the focus is on 
the distribution of airborne droplets emitted by a teacher positioned inside a university 
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lecture room during a two-hour speaking activity (so replicating a two-hour lesson), as a 
function of different air supply rates from the HVAC system. Lecture rooms are worth of 
investigation as they are one of the most susceptible indoor environments for infection 
transmission, with high occupant concentration, long occupation time and the presence 
of at least 1 person always speaking. Findings revealed that increasing the air flow rate 
from the HVAC system is not always an effective solution to improve the indoor air quality 
and reduce occupant exposure. Even for these environments, an interesting solution for 
better control over local airflow patterns and providing effective protection could be the 
adoption of personalized ventilation, acting on several sub-volumes within a wider indoor 
environment. This aspect is addressed in Chapter 5, where the effectiveness of a newly 
designed portable personal air cleaner in reducing the airborne transmission of 
respiratory pathogens is assessed, in both close proximity (typical face-to-face 
configuration at a conversational distance between two subjects) and shared indoor 
environments (the university classroom discussed in Chapter 4). 

The scenarios mentioned above have been analysed by means of CFD simulations and 
experimental measurements following a consistent approach, as detailed in the following 
section. 

2.3 METHODOLOGY 

The methodology adopted in this part (Part II) of the present dissertation relies on an 
integrated approach summarized by the following main steps: 
- development of a three-dimensional, non-isothermal Eulerian-Lagrangian numerical 

model to describe the dispersion and distribution of airborne droplets in indoor 
environments. These droplets are emitted by a person speaking or simply breathing 
over a specific time interval. The numerical model is based on a Eulerian-Lagrangian 
approach, wherein the continuum equations are solved for the air flow (continuous 
phase) and Newton’s equation of motion is solved for each droplet (discrete phase). 

- experimental measurements are conducted to define the boundary conditions and 
validate the numerical results. 

- adoption of a droplet emission model based on experimental data, as a function of 
the expiratory activity (i.e., speaking and breathing). Thermo-fluid dynamics fields 
predicted in close proximity to the emitter subject were validated by Cortellessa et al., 
against Particle Image Velocimetry measurements carried out in the laboratories of 
the Delft University of Technology [11]. 

- assessment of aerosol distribution within the indoor environments under 
investigation. 

Numerical investigations have been performed using the open-source OpenFOAM code, 
which is based on the finite volume method (FVM). An introductory description of the 
FVM is provided in Appendix A. 
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2.3.1 EULERIAN-LAGRANGIAN BASED MODEL TO SIMULATE AIRBORNE PARTICLES 

DISPERSION 

The droplet-laden flow evolving in the investigated indoor environments can be regarded 
as a dispersed dilute two-phase flow, since the spacing between droplets is sufficiently 
large and the particle volume fraction sufficiently low (<10−3) [22,11]. Fluid-particle 
interaction is here solved by using a Eulerian-Lagrangian approach, modelling the air (i.e., 
the continuous phase) with a Eulerian approach and tracking the particles (i.e., the 
discrete phase) individually by solving a force balance equation (Lagrangian Particle 
Tracking, LPT). 
Particles are assumed to be spherical. The trajectory of a single particle in a shear flow can 
be expressed by the Newton Second Law [23–25]: 

𝑚𝑑
𝑑𝒖𝑑
𝑑𝑡

= 𝑭𝑏𝑜𝑑𝑦 + 𝑭𝑠𝑢𝑟𝑓𝑎𝑐𝑒 + 𝑭𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 (2.1) 

where 𝑭𝑏𝑜𝑑𝑦 is the body force, 𝑭𝑠𝑢𝑟𝑓𝑎𝑐𝑒  is the surface force and 𝑭𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛  is the interaction 

force. Body force is given by the sum of gravity and virtual mass forces: 

𝑭𝑏𝑜𝑑𝑦 = 𝑭𝐺 + 𝑭𝑉𝑀  (2.2) 

The virtual mass force 𝑭𝑉𝑀 in equation (2.2) arises due to the acceleration of the fluid 
surrounding the accelerating particle. This force can be neglected when the relative 
acceleration is small. 
Surface force is the sum of drag, pressure, Basset, Saffman and Magnus forces, as 
described by the following equation: 

𝑭𝑠𝑢𝑟𝑓𝑎𝑐𝑒 = 𝑭𝐷 + 𝑭𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 + 𝑭𝐵𝑎𝑠𝑠𝑒𝑡 + 𝑭𝑆𝑎𝑓𝑓𝑚𝑎𝑛 + 𝑭𝑀𝑎𝑔𝑛𝑢𝑠 (2.3) 

For particles with a small diameter, pressure, Safmann and Magnus forces can be safely 
neglected compared to drag forces. In addition, when the fluid density is much smaller 
than the particle density, the Basset force can also be considered negligible [25]. 
Finally, interaction force is the sum of Brownian motion force (𝑭𝐵𝑀), particle-particle 
interaction force (𝑭𝑝𝑝), and particle-wall interaction force (𝑭𝑝𝑤): 

𝑭𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 = 𝑭𝐵𝑀 + 𝑭𝑝𝑝 + 𝑭𝑝𝑤 (2.4) 

Brownian motion force can be neglected, since the particles considered are of the order of 
microns in size. Particle-particle interaction forces must be considered for dense particle 
suspensions [25]; particle-wall interaction forces are important in dense flows, as well as 
in wall-dominated dilute flows [22]. These forces are assumed to be negligible in the 
proposed investigations. 

According to the above discussion, the droplet motion inside the airflow is described by 
solving the LPT equations below: 

𝑚𝑑
𝑑𝒖𝑑
𝑑𝑡

= 𝑭𝐷 + 𝑭𝐺  (2.5) 
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𝑑𝒙𝑑
𝑑𝑡

= 𝒖𝑑  (2.6) 

The drag force is given by Crowe et al. [22]: 

𝑭𝐷 = 𝑚𝑑
18

𝜌𝑑 ∙ 𝑑𝑑
2 𝐶𝐷  

𝑅𝑒𝑑(𝒖 − 𝒖𝑑)

24
 (2.7) 

The droplet density has been considered constant and equal to 1200 kg m−3 as 
representative of the density of non-volatile components carried by respiratory droplets 
[26–28]. The 𝑅𝑒𝑑 is calculated as: 

𝑅𝑒𝑑 =
𝜌(|𝒖 − 𝒖𝑑|)𝑑𝑑

𝜇
 (2.8) 

whereas the drag coefficient, 𝐶𝐷, in equation (2.7) is evaluated as a function of the droplet 
Reynolds number: 

𝐶𝐷 =

{
 
 

 
 

24

𝑅𝑒𝑑
                             if 𝑅𝑒𝑑 < 1

24

𝑅𝑒𝑑
(1 + 0.15 ∙ 𝑅𝑒𝑑

0.687)         if 1 ≤ 𝑅𝑒𝑑 ≤ 1000

0.44                                      if 𝑅𝑒𝑑 > 1000

 (2.9) 

Droplet collisions are considered to be elastic and the equations of motion for the droplets 
are solved assuming a one-way coupling: the flow field affects the droplet motion whereas 
the effect of the particles on the airflow is negligible. 

2.3.2 DROPLET EMISSION MODEL 

Particle emission from the infected subject was modelled as a function of the expiratory 
activity, i.e., speaking and breathing. In particular, the particle number emission rate (ERN, 
particle s−1), i.e., the size dependent number of particles exhaled by the infected subject 
per unit time, was estimated for speaking and breathing on the basis of the experimental 
analyses carried out by Johnson et al. [29] and Morawska et al. [30]. They measured the 
number distribution of particles from 0.5 μm to about 1000 μm in close proximity of the 
mouth of an adult person while breathing and speaking, in order to consider the droplet 
evaporation phenomenon negligible. This measurement was extremely complex due to 
the quick evaporation phenomenon typical of the respiratory particles as soon as they are 
emitted. The experimental analysis was performed in a purpose-built wind tunnel (named 
the Expired Droplet Investigation System, EDIS) applying two separate measurement 
techniques to cover the whole size range: an aerodynamic particle sizer (up to 20 μm) and 

a droplet deposition analysis (20−1000 μm). For further details on the experimental 
apparatus and the methodology adopted, the readers are kindly suggested referring to the 
above-mentioned papers [29,30]. 
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Here, for the sake of brevity, just the simplified particle number distributions considered 
to make the simulations affordable are shown. Indeed, the original distributions [29,30] 
have been fitted through simplified distributions made up of five size ranges. Due to the 
negligible contribution to the infection risk of spray borne respiratory particles [11,31,32], 
the five size ranges here considered are limited to the airborne respiratory particle range 
(<90 µm). Volume distributions and emission rates (ERV, µl s−1) were calculated 
considering the particles as spheres. Since the evaporation phenomenon occurs quickly 
as soon as the particles are emitted [33,34], in the CFD model the post-evaporation 
number and volume distributions were considered. To this end, the volume particle 
distribution before evaporation (i.e., as emitted) was reduced to that resulting from the 
quick evaporation considering a volume fraction of non-volatiles in the initial particle of 
1% [33]. This particle evaporation phenomenon reduces the particle diameter to about 
20% of the initial emitted size. The particle number and volume distributions pre- and 
post-evaporation (fitted by five size ranges) adopted in the simulations and the 
corresponding number and volume emission rates are summarized in Table 2.1 for both 
the expiratory activities investigated. 
As concerns the thermo-fluid dynamics fields in close proximity of the emitter subject, 
numerical values were validated by Cortellessa et al. [11] against the fields measured with 
the PIV technique. 
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3 
3 AEROSOL DISPERSION AND SARS-COV-2 RISK 

ASSESSMENT IN A CAR CABIN 

In this chapter, the risk of infection from SARS-CoV-2 Delta variant of passengers sharing a car cabin 
with an infected subject for a 30-min journey is estimated through an integrated approach combining 
a recently developed predictive emission-to-risk approach and a validated CFD numerical model. 
Different scenarios are investigated to evaluate the effect of the infected subject position within the car 
cabin, the airflow rate of the HVAC system, the HVAC ventilation mode, and the expiratory activity 
(breathing vs. speaking). The numerical simulations here performed reveal that the risk of infection is 
strongly influenced by several key parameters; as an example, under the same ventilation mode and 
emitting scenario, the risk of infection ranges from zero to roughly 50% as a function of the HVAC flow 
rate. The results obtained also demonstrate that (i) simplified zero-dimensional approaches limit 
proper evaluation of the risk in such confined spaces, conversely, (ii) CFD approaches are needed to 
investigate the complex fluid dynamics in similar indoor environments, and, thus, (iii) the risk of 
infection in indoor environments characterized by fixed seats can be in principle controlled by properly 
designing the flow patterns of the environment. 
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Keywords: car cabin, CFD analysis, respiratory particles, risk of infection, SARS-CoV-
2, virus transmission 

3.1 INTRODUCTION 

Transport microenvironments are confined spaces of concern in terms of SARS-CoV-2 risk 
of infection due to the high crowding indexes (number of people relative to the size of the 
confined space) and the possible inadequate clean (pathogen-free) air supply. Indeed, a 
number of outbreaks occurred worldwide in buses, airplanes, and ships [35–42]. These 
outbreaks are mainly due to the airborne transmission of inhalable virus-laden airborne 
respiratory particles (i.e., particles below 100 μm in diameter) which are capable of 
remaining suspended in the air then likely infecting simultaneously numerous susceptible 
subjects that share the same confined space of the infected subject. This route of 
transmission was accepted as the main pathway of infection transmission only in the 
spring 2021 when, faced with the accumulating scientific evidence [13,43–48], both US 
CDC and WHO released updated guidelines reporting the negligible role of the spray borne 
particles (larger particles >100 μm quickly settling due to their inertia) and fomites (i.e., 
contaminated surfaces) with respect to the airborne respiratory particles (WHO, April 30th, 
2021; US CDC, May 7th, 2021). Indeed, SARS-CoV-2 virus has been detected in airborne 
samples collected in indoor environments such as hospital microenvironments [45–47,49] 
(where certain presence of infected subjects allows simpler particle samplings) but also in 
transport microenvironments [50,51], including passenger cars [52]. Thus, despite the 
implementation of spray borne and surface touch mitigation strategies (i.e., wearing cloth 
or surgical masks, and washing hands), whose effectiveness on airborne respiratory 
particles is questionable, reducing the airborne SARS-CoV-2 concentration in such 
environments is essential in view of reducing the risk of infection of susceptible people 
exposed. To this end, providing appropriate pathogen-free air supply rates (i.e., air 
exchange rates) represents a key approach in view of reducing the airborne SARS-CoV-2 
concentration in those environments [43,53–55]. Beyond increased dilution, improved 
ventilation strategies (e.g., personal and displacement) are also needed that can more 
effectively remove airborne contaminants from the breathing zone, instead of simply 
dispersing particles across the room. Although public transport microenvironments 
(trains, airplanes, and buses) could provide, at least in principle, air exchange rates defined 
by technical standards (e.g., as a function of the occupancy), the ventilation rates in private 
cars are set by the passengers according to their air quality/thermal comfort perception 
rather than contaminant removal concerns. Indeed, an epidemiological study, carried out 
in Singapore in 2020 to explore the transmission risk factors for COVID-19, recognized a 
significant risk of transmission among non-household contacts sharing a vehicle with an 
infected subject [56]. 
A priori estimates of the risk of infection in cars can be carried out adopting prospective 
assessments based on a known/estimated emission of virus-laden particles and then 
diluting them in the indoor environment through either simplified zero-dimensional 
approaches or complex 3D transient approaches [11,54,55,57–60]. Zero-dimensional 
approaches are based on the simplified hypothesis of complete and instantaneous mixing 
of the emission to achieve a uniform spatial concentration within the environment; they 
represent a practical solution to easily obtain rough estimates of concentrations and risks 
when site-specific information regarding the ventilation, geometry, position of the source, 
etc. are not available [59,61]. Nonetheless, perfectly mixed conditions (hereinafter referred 
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to as “well-mixed”) are unlikely in spaces with high ventilation rates [62,63], thus, such 
hypothesis is even less accurate for large indoor environments characterized by reduced 
mixing [64] or small confined spaces, as car cabins, where the position of inlet air vents of 
the HVAC system, the air flow rate entering the car cabin, the air recirculation and its 
filtration can significantly affect the airflow in the cabin, and then the exposure and risk of 
passengers [65]. Indeed, even if the average air exchange rate in car cabins can be quite 
high (e.g., >100 h−1 when high fan speeds are set or windows are kept open [65,66]), 
stagnation regions can occur as a result of the specific airflow patterns across the cabin 
itself. Therefore, for these environments the average risk evaluated through well-mixed 
models could overestimate or underestimate the actual risk of some of the passengers in 
the car. 
For these reasons, Computational Fluid Dynamics represents an essential approach to 
investigate the risk of infection in car cabins as it provides detailed information about 
spatial and temporal virus-laden particle distribution, as a function of specific boundary 
conditions and ventilation scenarios, by solving the well-known mass, momentum, and 
energy conservation equations alongside with a proper turbulence model [67–73]. 
In this study, an integrated approach is developed and applied with the aim of estimating 
the risk of infection from SARS-CoV-2 Delta variant of susceptible individuals sharing the 
car cabin with an infected person under the outside air intake conditions (i.e., HVAC 
system in operation, no recirculation, windows closed). The approach here presented 
integrates a predictive emission-to-risk approach, able to determine the risk of infection 
from the viral load emitted by the infected subject [53,74], with a Eulerian-Lagrangian 
model numerically solved using the open-source OpenFOAM software. The CFD model 
was experimentally validated against Particle Image Velocimetry measurements available 
in the scientific literature [75,76] then providing a validated and suitable approach which 
can be applied to numerically investigate particle dispersion problems in similar 
environments. 
The integrated approach was then applied to different scenarios to evaluate the effect of 
the following influence parameters: (i) position of the infected subject within the car cabin, 
(ii) air flow rate of the HVAC system, (iii) HVAC ventilation mode and (iv) expiratory 
activity (i.e., breathing vs. speaking). A further aim of this study is demonstrating that the 
risk of infection in indoor environments characterized by fixed seats can be in principle 
controlled by properly designing the flow patterns of the environment. 

PRACTICAL IMPLICATIONS 

The study investigated the risk of infection in car cabins combing a predictive emission-
to-risk approach and a validated CFD approach. The findings illustrate a methodology for 
designing proper ventilation systems for car cabin in view of reducing and controlling the 
risk of infection of passengers. 

3.2 MATERIALS AND METHODS 

The integrated approach proposed is based on the following steps: 
- application of a transient non-isothermal 3D Eulerian-Lagrangian numerical 

model, validated against PIV measurements, to describe particle spread once 
emitted by an infected speaking/breathing passenger located in a car cabin 
compartment (Section 2.3.1). 
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- description of the emission scenario, i.e., definition of the airborne respiratory 
particle emission rate of an adult while breathing/speaking [11,60] 
(Section 2.3.2). 

- calculation of the dose inhaled by the susceptible car occupants for a 30-min 
journey through the CFD simulations and estimate of the corresponding SARS-
CoV-2 infection risk and number of secondary cases on the basis of a predictive 
emission-to-risk approach [53,74] based on the viral load emitted by the infected 
subject, the dose of viral load received by the exposed subject, and a dose-
response model (Section 3.2.3). 

Among the possible scenarios that could be considered, the present study investigates the 
effects of (i) position of the infected subject within the car cabin, (ii) air flow rate of the 
HVAC system, (iii) HVAC ventilation mode and (iv) expiratory activity. On the other hand, 
parameters such as journey duration, car occupancy, and side car windows temperature 
and opening were considered fixed in the simulations. In particular, as hereinafter 
detailed, the simulations were performed considering a journey duration of 30 min (as 
representative of the average duration of business trips by car in Europe [77]), an 
occupation of four passengers (i.e., representative of four workers adopting car-
sharing/carpooling solutions), and windows completely closed during the whole journey 
(as likely occurring when driving on trafficked and polluted roads). 

3.2.1 EULERIAN-LAGRANGIAN BASED MODEL TO SIMULATE THE AIRBORNE PARTICLE SPREAD 

WITHIN THE CAR CABIN 

The mathematical-numerical model was developed using the open-source finite volume 
based OpenFOAM software, to have a fully open and flexible tool with complete control of 
the variables employed for particle dispersion assessment. It is based on a Eulerian-
Lagrangian approach, in which the continuum equations are solved for the air flow 
(continuous phase) and Newton’s equation of motion is solved for each particle (discrete 
phase). Velocity, pressure and temperature fields in the car cabin were numerically 
predicted by solving the mass, momentum and energy conservation equations under the 
assumption of three-dimensional, unsteady, turbulent and compressible flow with ideal 
gas behaviour. Turbulence was modelled using the URANS approach, and specifically the 
Shear Stress Transport (SST) k–ω model [78] since it turned out to be the most suitable one 
to predict airflow patterns within the car cabin under investigation (see Section 3.3). 
Transient computations were performed employing the PIMPLE algorithm, which is a 
combination of PISO (Pressure-Implicit with Splitting of Operators) and SIMPLE (Semi-
Implicit Method for Pressure-Linked Equations) algorithms. Details about the governing 
partial differential equations and the adopted algorithms are provided in Appendix A. The 
overall transient phenomenon is simulated as consecutive steady-state time steps; when 
the number of iterations (for a specific time step) reaches the convergence, the algorithm 
moves on to the next time step until the solution of the investigated phenomenon is 
complete. A time step of 0.1 s was adopted and as criterion for time step convergence was 
considered the absolute tolerance of the solver <10−5. 
The computed numerical fields were averaged over a selected time interval to reach a 
quasi-steady state condition: once the quasi-steady state condition is achieved, the flow 
field is frozen and is used to transport the particles injected by the emitter (i.e., the infected 
subject) over time during speaking and breathing activities. The particle number and 
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volume distributions adopted in the simulations, and the corresponding number and 
volume emission rates, have already been discussed in Section 2.3.2. 

3.2.2 COMPUTATIONAL DOMAIN, BOUNDARY CONDITIONS AND INVESTIGATED SCENARIOS 

The Eulerian-Lagrangian based model is applied to the analysis of particle dispersion and 
inhalation in a car cabin evaluating the effects of different geometrical, emission and 
thermo-fluid dynamics influence parameters. 
The car cabin sizes are 2.47 m × 1.53 m × 1.19 m, corresponding to a total internal volume 
of 3.46 m3, which is representative of a “large car” according to the United States 
Environmental Protection Agency (EPA) Fuel Economy Regulations for 1977 and Later 
Model Year. Four occupants were considered in the car cabin: the driver sitting in the left 
front seat and three passengers sitting in the right front seat, right rear seat, and left rear 
seat, respectively, whereas there was no occupant in the rear middle seat. Three HVAC 
system ventilation modes were investigated: front ventilation mode (air entering the cabin 
through four front vents; the sizes of each vent are 10.2 cm × 8.5 cm), windshield defrosting 
mode (air entering through one vent located under the windshield; the sizes of the vent 
are 133 cm × 1.5 cm) and mixed ventilation (all the five vents enabled). All the ventilation 
modes were tested considering outside air intake provided by a HVAC system, which is 
with no air recirculation; the windows were considered closed for the entire duration of 
the journey. Different HVAC flow rates (from 10% to 100% of the maximum flow rate), Q 
(m3 h−1), were investigated: in particular, the intermediate air flow rate (flow rate at the 
50% of the maximum fan capacity, hereinafter referred to as Q50%) is set at 216 m3 h−1 on 
the basis of the value adopted by Pirouz et al. in their study [79]; this value is consistent 
with the intermediate fan capacity reported by Ullrich et al. [80] for a real car whose 
internal volume is comparable to that of the cabin model employed for the scenarios 
under study. 
It is noted that the flow rate also affects the velocity at the inlet sections and then the 
velocity field in the car cabin; moreover, in the simulations here performed a single angle 
of inlet airflow rate was adopted. The position of the outlet sections also has an effect on 
the velocity field in the car cabin. In this case, two outlet sections (each measuring 
17.0 cm × 8.5 cm) are placed behind the rear seats in the lower-left and lower-right corners, 
as reported in the experimental case-study adopted to validate the CFD approach here 
proposed [75,76] (Section 3.3). The computational domains employed for numerical 
simulations are available in Figure 3.1. 
In the case of front and mixed ventilation mode, the computational domain is the one in 
the lower right corner of Figure 3.1: a rectangular duct is connected to each of the front 
supply openings, allowing the development of the flow velocity profile before entering the 
cabin through the air vents; when only front ventilation is enabled, the same 
computational domain is employed but the patch defining the windshield defrosting inlet 
is modelled as an adiabatic wall (i.e., the vent is closed). On the other hand, for simulation 
of scenarios where only windshield defrosting vent is enabled, the computational domain 
is the one in the lower left corner in Figure 3.1. Boundaries not specified in Figure 3.1 have 
been modelled as adiabatic walls. 
In Table 3.1 the boundary conditions imposed for numerical simulations are detailed for 
the different ventilation modes considered in the present study. 
Assuming winter climatic conditions, a temperature of 283.15 K was applied to the car 
windows and inlet air temperature was set to 293.15 K. Passenger face temperatures were 
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set to 306.15 K [81]. Since a relatively high-velocity fluid flow was numerically simulated 
and people in the car cabin were supposed to wear winter clothes with a superficial 
temperature roughly equal to surrounding air, body temperature plume was neglected. 
When both front and windshield defrosting inlets are enabled, the air flow rate is split as 
follows: each front vent introduces the 12.5% of the prescribed flow rate and the 
windshield vent the 50% remaining. For turbulent quantities, the turbulence intensity I 
(%) and the turbulent mixing length ℓ (m) were specified. The latter was calculated as 7% 
of the characteristic length L (m), assumed to be equal to the jet width. The emitter 
(infected subject) and receiver (susceptible subject) mouths were modelled as circular 
surfaces with a radius of 2 cm. A temperature of 308.15 K was imposed at the mouths of 
both the emitter and the receiver. As boundary condition for air velocity at the mouths of 
the emitter and the receiver, fixed velocities equal to 1.11 m s−1 and 0.32 m s−1 in 
magnitude were imposed for speaking and breathing activities, respectively; these values 
were taken as the mean values of the sinusoids during exhalation and inhalation reported 
by Abkarian et al. [82] and Cortellessa et al. [11]. In particular, in Cortellessa et al. [11] face-
to-face interactions between two subjects in close contact were simulated, thus the air 
flow and particle dynamics were only affected by the breathing/speaking dynamics of the 
emitter and the receiver. In the present study, the air flow and particle dynamics are mostly 
affected by the air flow rates entering (and exiting) the car cabin through the vents; 
moreover, the position, orientation and distance among the passengers allow to neglect 
the mutual influence of their breathing/speaking dynamics. Thus, adopting constant 
(mean) expiration and inhalation rates, instead of the sinusoidal dynamics, can be 
considered an appropriate simplification. All subjects were assumed to be mouth-

 
Figure 3.1. Computational domains with boundary patches. 
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breathers, thus airborne particles were expired and inhaled through the mouth. For 
particle injection, a random velocity direction from the emitter’s mouth was evaluated as 
Abkarian et al. [82], considering a conical jet flow with an angle of 22 deg. As concerns the 
velocity vector direction from the emitter's mouth, a conical jet flow was considered, 
adopting a cone angle of 22 deg with random velocity directions at intervals of 0.1 s. This 
adopted angle was calculated by Abkarian et al. [82] to enclose 90% of the particles in a 
cone passing through the mouth exit and was verified to remain stable over time after the 
initial cycles. 
Finally, regarding the boundary conditions of the particles, the LPT was solved applying 
an escape boundary condition to all the surfaces of the computational domain, except for 
the entry sections (where a rebound boundary condition was adopted). In other words, the 
particles touching the external surfaces (of the domain and of the subjects) disappear and 
cannot re-enter the computational domain, thus avoiding accumulation of viral load in 
the environment. 
Simulations were performed employing hexahedral-based unstructured computational 
grids, realized with the open-source snappyHexMesh algorithm. The adopted grids are 
composed by 7,899,968 cells (mixed and front ventilation scenarios) and 7,737,311 cells 
(windshield defrosting ventilation scenario) and are properly refined in correspondence 
of solid walls and in the jet region, where significant velocity gradients are expected. Grid 
sensitivity analysis was conducted for the validation configuration, whereby predicted 
velocity values were compared to PIV measurements carried out on a scaled-down cabin 
model (see Section 3.3). For the case study, in order to reproduce reality-based scenarios, 
the computational domain was scaled up by a factor equal to 1.7, according to the 
dimensions of the model used by Chang et al. in their study [83], and the seats tilt was 
slightly reduced. The computational grids were constructed preserving the mesh topology, 
maximum and minimum size. 
By way of illustration, the grid employed for mixed ventilation and front ventilation 
scenarios is depicted in Figure 3.2. 

 
Figure 3.2. Computational grid employed for mixed ventilation and front ventilation scenarios. 
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The risk of infection was evaluated for different exposure scenarios aimed at evaluating 
the effect of the influence parameters under investigation. In particular, the following 
influence parameters were analysed: (i) influence of the position of the infected subject in 
the car cabin (i.e., driver vs. passenger sitting in the right rear seat); (ii) influence of the 
HVAC system flow rate (i.e., from 10% to 100% of the maximum flow rate, hereinafter also 
referred to as airflow ratio); (iii) influence of the HVAC ventilation mode (i.e., mixed, front, 
and windshield defrosting); (iv) influence of the expiratory activity (i.e., breathing vs. 
speaking). The scenarios and the corresponding parameters adopted in the simulations 
are summarized in Table 3.2. Please note that the exposed susceptible subjects were 
considered breathing through the mouth while sitting. 

Table 3.2. Scenarios investigated through CFD analyses: definition of the parameters adopted to 
evaluate the effect of the influence parameters. 

Scenarios 

investigated 

Position of the 

infected subject 

HVAC 

system flow 
rate 

HVAC 

ventilation 
mode 

Expiratory 

activity of the 
infected subject 

influence of the 
position of the 

infected subject 

driver, passenger 
sitting in the right 

rear seat (passenger 3 
of Figure 3.1) 

Q50% mixed speaking 

influence of the 
HVAC system 

flow rate 
driver 

Q10%, Q25%, 
Q50%, Q75%, 

Q100% 
mixed speaking 

influence of the 
HVAC ventilation 

mode 
driver Q50% 

mixed, front, 
windshield 
defrosting 

speaking 

influence of the 
expiratory 

activity 
driver Q50% 

windshield 
defrosting 

speaking, 
breathing 

3.2.3 ESTIMATION OF THE DOSE RECEIVED BY SUSCEPTIBLE SUBJECTS AND INFECTIOUS RISK 

ASSESSMENT 

The risk of infection of the exposed subjects can be calculated based on the dose of viral 
load (RNA copies considering the viable/infectious fraction) received by susceptible 
subjects as they inhale virus-laden respiratory particles emitted by the infected subject. 
Then, a dose-response model is adopted to convert the dose of viral load into a risk of 
infection. 
The dose of viral load is the product of the respiratory particle dose received by the 
susceptible subjects during the exposure event and the viral load carried by the airborne 
respiratory droplets emitted by the infected subject. The viral load (cv) carried by the 
particles was retrieved from data available in the scientific literature. Here the viral load of 
the Delta variant (B.1.617.2 SARS-CoV-2) was adopted, which was dominant across much 
of the world when the present study was carried out. In particular, the cv distribution data 
provided by Teyssou et al. [84] (median value of 7.83 log10 RNA copies ml−1) were fitted 
with a quartile simulation approach. In other words, a Monte Carlo simulation was 
performed by proportionally selecting random values within each quartile (1st quartile 
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range 4.3-6.3 log10 RNA copies ml−1, 2nd quartile range 6.3-7.8 log10 RNA copies ml−1, 3rd 
quartile range 7.8-8.8 log10 RNA copies ml−1, 4th quartile range 8.8-9.4 log10 RNA copies 
ml−1) to obtain 20,000 cv values. The respiratory particle dose received by each susceptible 
subject in the car cabin is evaluated through both CFD analyses and well-mixed approach. 

CFD ANALYSES 

The dose of RNA copies carried by respiratory airborne particles and then inhaled by the 
susceptible subject for each cv value (D(cv)) was calculated as 

𝐷(𝑐𝑣) = 𝑐𝑣 ∫ 𝑉𝑝−𝑝𝑟𝑒(𝑡) 𝑑𝑡
𝑇𝑡𝑜𝑡
0

                 (RNA copies) (3.1) 

where Vp-pre(t) is the dose of airborne particles inhaled as a function of the exposure time 
(t), and Ttot is the total exposure time (30 min). The viral load carried by the respiratory 
particle is related to the initial particle volume (i.e., before evaporation) since the 
evaporation leads to a reduction in the particle volume (the RNA copies do not evaporate); 
thus, the Vp-pre term has been adopted as the dose of airborne particles calculated with the 
initial (pre-evaporation) volume. On the contrary, the actual dose in terms of volume of 
respiratory particles inhaled by the susceptible occupants is referred to the actual volume 
at the time of inhalation (i.e., post-evaporation; hereinafter referred to as Vp-post). Indeed, 
the respiratory particles dynamics is driven by the post-evaporation particle size, whereas 
the viral load they carry is a function of the pre-evaporation particle size. 
From the dose of viral load (i.e., the dose of RNA copies), the probability of infection of the 
exposed subject for each cv ((PI(cv)) was calculated adopting a well-known exponential 
dose-response model [61,85]: 

𝑃𝐼(𝑐𝑣) = 1 − 𝑒
−
𝐷(𝑐𝑣)

𝐻𝐼𝐷63                 (%) (3.2) 

where HID63 represents the human infectious dose for 63% of susceptible subjects (i.e., the 
number of RNA copies needed to initiate the infection with a probability of 63%). For 
SARS-CoV-2, a HID63 value of 7×102 RNA copies was applied as recently estimated by Gale 
[86]. It is observed that in subsequent work, Gale [87] increased the RNA copy-to-plaque-
forming unit (pfu) ratio used in the thermodynamic dose-response model from 3.6×102 
(based on Vicenzi et al. [88]) to 104 RNA copies:pfu, which improves agreement with the 
dose-response estimates of Zhang and Wang [89]. This adjustment increases the HID63 
value approximately thirtyfold to 2×104 RNA copies [87]. However, using the golden Syrian 
hamster model, Hawks et al. [90] found RNA levels in air samples to be ~200 times higher 
than pfu levels one and two days post inoculation, with infectious virus non-detect 
afterwards despite the persistence of RNA detections. This indicates a kinetic aspect to the 
RNA:pfu ratio likely associated with the immune response that affects the infectious virus 
fraction [91]. As the focus here is on modelling the early time period of infection for an 
infected host previously naïve to SARS-CoV-2, use of the HID63 value of 7×102 RNA copies 
is maintained. This is also generally consistent with the predictions of a novel dose-
response approach developed by Henriques et al. [91]. Furthermore, variants of concern 
such as Delta and Omicron may have greater infectiousness with a lower HID63, providing 
another reason to continue with the original model of Gale [86] given the great uncertainty 
in the dose-response model for humans. 
In order to consider the range of possible viral load values, the individual risk of infection 
(R) of each exposed passenger was calculated through a Monte Carlo simulation with 
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20,000 realizations, in which the viral load (cv) was sampled randomly from the previously 
defined distribution and then assigned as the RNA concentration of the exhaled particle 
volume to calculate the inhaled dose of RNA copies (D) and the resulting probability of 
infection (PI) for each realization. The mean of the 20,000 PI values is calculated as the 
individual risk (R) for each passenger based on their respective inhaled doses. 

WELL-MIXED APPROACH 

To compare the risks of infection obtained through the detailed CFD analyses proposed 
here with those that would have been calculated adopting the well-mixed hypothesis, the 
risk of infection of the susceptible subjects was also assessed adopting the simplified zero-
dimensional model assuming complete and instantaneous mixing of the viral emissions. 
In this case, the dose of RNA copies received by the susceptible individuals was estimated 
on the basis of the average well-mixed viral load concentration in the car cabin Cvl,avg (RNA 
copies m−3) over the course of the 30-min journey, based on the analytical solution of 
Miller et al. [58]: 

𝐶𝑣𝑙,𝑎𝑣𝑔(𝑐𝑣, 𝑡) =
𝐸𝑣𝑙(𝑐𝑣)

𝑉𝑐𝑎𝑏𝑖𝑛∙𝐼𝑉𝑅𝑅
[1 −

1

𝐼𝑉𝑅𝑅∙𝑡
(1 − e−𝐼𝑉𝑅𝑅∙𝑡)]                 (RNA copies m−3) (3.3) 

where Vcabin (m3) is the volume of the car cabin under investigation, IVRR (h−1) represents 
the infectious virus removal rate in the space investigated, and Evl is the viral load emission 
rate (RNA copies h−1). IVRR is the sum of three contributions [92]: the particle deposition 
on surfaces (here assumed equal to 0.24 h−1 [93]), the viral inactivation (here assumed 
equal to 0.63 h−1 [48]), and the average air exchange rate via ventilation (AER, h−1). The 
latter was calculated as the ratio between the airflow rate provided by the HVAC systems 
and the cabin volume: AERs were equal to 12.5, 31.2, 62.4, 93.6, and 124.9 h−1 at Q10%, Q25%, 
Q50%, Q75%, and Q100% flow rates, respectively. Evl was calculated as the product of the viral 
load (cv, obtained from simulation as described previously) and the cumulative, pre-
evaporation airborne volume emission rate (ERV) obtained from Table 2.1 (i.e., 7.71×10−4 
and 8.65×10−7 µl s−1 for speaking and breathing, respectively). 
The dose of RNA copies inhaled by the exposed subject was then estimated as: 

𝐷(𝑐𝑣 , 𝑡) = 𝐼𝑅 ∙ 𝐶𝑣𝑙,𝑎𝑣𝑔(𝑐𝑣 , 𝑡) ∙ 𝑡                 (RNA copies) (3.4) 

with IR being the inhalation rate and equal to 0.54 m3 h−1 for an adult just breathing while 
sitting [94,95]. 
As with the analysis based on the CFD results, a Monte Carlo simulation was performed to 
estimate the individual risk (R) of each susceptible passenger based on the viral load of the 
emitting host. For speaking, a simulation to calculate R using Equation (3.2) was 
performed for each of the three ERv values presented earlier. The distribution of secondary 
cases and Revent were calculated using the Bernoulli trial approach (Equation (3.5)) for the 
most representative well-mixed scenarios as further described in Section 3.4. 
In terms of the emission rate in units of infectious doses of Delta SARS-CoV-2, or “quanta” 
when considering the HID63, the equivalent values modelled herein for the 25th, 50th, and 
75th percentile viral loads for speaking are 8.0, 252, and 2524 quanta h−1 for the pre-
evaporation volume up to 90 µm in diameter. There are no literature values for 
comparison for the Delta or Omicron variants, but a recent Omicron outbreak at a party 
in a restaurant in Norway [96] suggests high emission rates are likely. For example, using 

Equations (3.2)−(3.4) for a ca. 145 m2 room with 3 m ceilings and a 74% probability of 
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infection for a 4.5-hour exposure leads to emission rate estimates of 470 and 1650 
quanta h−1 for IVRR values of 1.5 and 6.0 h−1, respectively, using an IR of ~0.5 m3 h−1. Thus, 
the emission rates evaluated herein appear plausible also considering the rapid spread of 
both Delta and Omicron variants. 

PROBABILITY OF SECONDARY TRANSMISSION 

Beyond the individual risk, which is the mean of an overdispersed distribution and thus 
masks substantial variability in outcomes, it is of interest to calculate the probability of 
secondary transmission from the car journey, which is a function of the number of 
susceptible occupants of the car (S). Specifically, the probability of discrete numbers of 
secondary cases (C) arising can be estimated using a Bernoulli trial approach, which is an 
improvement over past works [54,60] using the percentile values of a continuous 
distribution of C obtained from the simple product of R and S for each realization. 
Similarly to the methodology of Goyal et al. [97], successful transmission for each 
passenger (assuming all passengers are fully susceptible) is modelled by drawing a random 
uniform variable U(0,1) and comparing it with the PI value for that passenger, with 
successful transmission occurring when U(0,1) < PI.  This was performed for each of the 
three susceptible passengers for each realization, and the number of secondary cases (C) 
for an individual realization was calculated by summing up the successful trials as follows: 

𝐶 = ∑ 𝐵𝑒𝑟(𝑃𝐼)𝑆
𝑆=3
𝑆=1                  (secondary cases) (3.5) 

The end result of the simulation is a discrete probability distribution of secondary cases 
(C), with the mean value representing the event reproduction number (Revent) of the 30-
min car journey in accordance with the definition of Tupper et al. [98]. 

3.3 NUMERICAL MODEL VALIDATION BY PIV DATA 

The car cabin micro-environment considered for the validation of the numerical model is 
the one described by Y. Ozeki et al. in [76]. They presented an experimental campaign on 
the glass-made scaled-down car cabin model available in Figure 3.3a, by employing the 
PIV technique [99]. 

 
 

(a) scale car model for PIV measurements [76] (b) computational domain 

Figure 3.3. Scale car model and computational domain. 
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The car cabin model is a scale model 1450 mm long, 700 mm high and 900 mm wide. The 
air is fed inside the cabin through four openings located on the dashboard, with a total 
flow rate equal to 100 m3 h–1. 
PIV measurements were taken along the longitudinal plane (measurement plane) of the 
model passing through the centre of the air vent in front of the driver seat; with reference 
to the coordinates system in Figure 3.3b, the measurement plane corresponds to the x-y 
plane at z=0.3945 m. In order to validate the proposed numerical model, experiments 
conducted by Y. Ozeki et al. [76] were faithfully reproduced numerically. The 
computational domain employed for numerical model validation is available in Figure 
3.3b, where inlet and outlet sections are highlighted in green and red colour, respectively; 
surfaces with a no slip boundary condition are coloured grey. Boundary conditions 
imposed for numerical simulations are detailed in Table 3.3. 

Table 3.3. Boundary conditions set for numerical model validation (SST k–ω model). 

Surface BC for velocity 
BC for 

pressure 

BC for 

temperature 
BC for k BC for ω 

inlet 
sections 

𝑄 = 100 𝑚3 ℎ−1 
𝜕𝑝

𝜕𝒏
= 0 𝑇 = 300 𝐾 𝐼 = 5% ℓ = 0.07L 

outlet 
sections 

𝜕𝒖

𝜕𝒏
= 0 𝑝 = 101325 𝑃𝑎 𝑇 = 300 𝐾 𝑘 = 0.1 𝑚2 𝑠−2 

𝜕𝜔

𝜕𝒏
= 0 

walls 𝒖 = 0 
𝜕𝑝

𝜕𝒏
= 0 

𝜕𝑇

𝜕𝒏
= 0 standard wall functions 

The adopted computational grid, of which an x-y clipping at z=0.3945 m is available in 
Figure 3.4, is composed of 2,905,807 cells. 

 
Figure 3.4. Computational grid employed (Mesh 3, 2905807 cells) for velocity field validation. 

It was determined with a proper sensitivity analysis, carried out considering three grids 
whose main parameters are reported in Table 3.4. From coarse (Mesh 1) to fine (Mesh 3) 
grid, meshes are uniformly refined, equally reducing the cell size in the whole domain and 
roughly doubling the number of cells at each refinement step. Moreover, all grids are 



 

 

30  

3 

properly refined in correspondence of solid walls and in the jet region, where significant 
velocity gradients are expected. 
Comparisons were made in terms of velocity profiles on a selected x-y plane at z=0.3945 m 
(measuring plane), in four different sections (x=0.45 m, x=0.65 m, x=0.85 m and x=1.05 m), 
calculating the deviation with respect to the finest mesh (Mesh 3). 

Table 3.4. Details of the computational meshes. 

Mesh # Number of Cells Skewness max Non orthogonality max 

1 747,321 3.45 50 

2 1,559,007 2.19 50 

3 2,905,807 3.79 50 

Results from mesh sensitivity analysis are shown in Figure 3.5a evidencing, as expected, a 
progressive reduction of the velocity average percentage deviation with respect to Mesh 3 
as the number of cells increases. It may also be noticed that the average percent deviation 
between Mesh 2 and Mesh 3 is less than 5%: 1,559,007 cells would be thus sufficient to 
guarantee a solution independent of the grid size, but Mesh 3 has been selected to ensure 
greater accuracy. The minimum, maximum and average y+ values obtained using Mesh 3 
are equal to 0.083, 87.921 and 4.207, respectively. 
For the selected mesh with 2,905,807 cells, time step sensitivity analysis was performed in 
terms of the maximum Courant number [100], which for simplicity is here reported for a 
mono-dimensional case: 

𝐶𝑜 =
𝑢 ∙ ∆𝜗

∆ℎ
 (3.6) 

where 𝑢 (𝑚 𝑠–1) is the flow velocity, ∆𝜗 (𝑠) is the time step and ∆ℎ (𝑚) is the characteristic 
size of the mesh cell. Once the spatial grid is selected (and hence ∆ℎ is fixed), varying the 
Courant number means varying the time step. Three values of maximum Courant number 
were investigated (Co=1, 2, 5) and the deviation among the velocity profiles was calculated 
with respect to the Co=1 (smallest time step) case. In Figure 3.5b, results of time step 
independence analysis are shown in terms of average percentage velocity deviation with 
respect to the Co=1 case as a function of the maximum Courant number. Based on such 
results, a maximum Co=2 was selected since the average deviation with respect to the Co=1 
case is lower than 1% in almost all sections. 
Since the flow field periodically oscillates over time in the jet region, mesh sensitivity 
analysis and numerical model validation were conducted in terms of time-averaged 
velocity fields, consistent with the PIV measurements. Further analyses were then 
conducted to establish the proper averaging time interval. Four numerical probes were 
placed on the measurement plane at the locations indicated in Figure 3.6, monitoring the 
time-evolution of quantities of interest. In Figure 3.7, Figure 3.8 and Figure 3.9 the 
progressive time-average of air velocity is shown for Mesh 1, 2 and 3 respectively, together 
with the percentage deviation of the progressive average up to a given time level with 
respect to the average calculated up to the previous time level. Analysis of the charts in 
Figure 3.9 reveals that, for Mesh 3, a minimum averaging time interval of 180 seconds is 
necessary to ensure that the deviation among calculated progressive averages remains 
below 1% for all probes. The averaged velocity field numerically obtained in 

correspondence of the measurement plane, employing the SST k−ω turbulence model, is 
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available in Figure 3.10. A jet region is clearly visible in correspondence of the air vent, with 

a maximum air velocity of about 3 m s−1, while the bottom zone of the domain is 

characterized by a much lower air velocity, of about 0.5 m s−1, confirming that the adopted 
mesh refinement strategy is optimal. Comparisons between PIV measurements and 
numerical results are illustrated in Figure 3.11 in terms of velocity profiles on the 
measuring plane, in four different sections: x=0.45 m, x=0.65 m, x=0.85 m and x=1.05 m. 
The performances of the following turbulence models were analysed: Standard k–ω 
[101,102], SST k–ω [78], Standard k–ε [103], Realizable k–ε [104] and Re-Normalisation 
Group (RNG) k–ε [105]. As no proper convergence was obtained when using the Standard 
k–ω model, results for such model are not presented. 

 

 

 
(a) Spatial grid sensitivity analysis  (b) Time step sensitivity analysis 

Figure 3.5. Spatial and temporal sensitivity analyses. 

 
 
 

 
Figure 3.6. Location of the probes inside the computational domain, with coordinates specified in 

mm. 
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(a) (b) 

Figure 3.7. (a) progressive time-average and (b) percentage deviation of progressive average up to 
a given time level with respect to the average calculated up to previous time level evaluated 

employing Mesh 1. 

 

 

  
(a) (b) 

Figure 3.8. (a) progressive time-average and (b) percentage deviation of progressive average up to 
a given time level with respect to the average calculated up to previous time level evaluated 

employing Mesh 2. 
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(a) (b) 

Figure 3.9. (a) progressive time-average and (b) percentage deviation of progressive average up to 
a given time level with respect to the average calculated up to previous time level evaluated 

employing Mesh 3. 

 

 

 

 

Figure 3.10. x-y velocity contours on the slice at z=0.3945 m (measuring plane) with SST k−ω 
turbulence model. 
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Figure 3.11. Experimental and numerical velocity profiles comparison within a selected x-y plane at 
z=0.3945 m obtained in four different sections: x=0.45 m, x=0.65 m, x=0.85 m and x=1.05 m. 

To quantitatively compare the ability of different turbulence models to reproduce 
experiments, the Root Mean Square Error (RMSE) between the predicted and measured 
data was calculated according to the following equation: 

RMSE = √
∑ (𝜓𝑒𝑥𝑝,𝑖 − 𝜓𝑚𝑜𝑑𝑒𝑙,𝑖)

2𝑛𝑝
𝑖=1

𝑛𝑝
 (3.7) 

where 𝜓𝑒𝑥𝑝,𝑖 is a data point from the experimental data, 𝜓𝑚𝑜𝑑𝑒𝑙,𝑖  is the corresponding data 

point from the modelling results and 𝑛𝑝 is the number of points. 

The calculated RMSEs between the predicted and measured velocity profiles for all 
considered sections are listed in Table 3.5. An analysis of this table reveals that the RMSEs 

for the SST k–ω and Standard k−ε models are significantly lower than those obtained with 

the other turbulence models, and they are very close to each other. The Realizable k−ε 
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model produced the largest RMSEs, while the RMSE associated with the RNG k−ε model is 

comparable to that of Standard k−ε and SST k–ω models only for x=0.45 m and x=1.05 m. 

It follows that Standard k−ε and SST k–ω models returned the best results with comparable 
RMSEs values. Between these two models, SST k–ω has been selected for the present 

numerical investigations due to its lower required CPU time compared to the Standard k−ε 
model. 

Table 3.5. RMSE between the numerically predicted air velocity and the data measured by PIV. 

 RMSE (m s–1) 

Section 
SST k–ω 

model 

Standard k−ε 

model 

Realizable k−ε 

model 

RNG k−ε 

model 

x=0.45 m 0.178 0.166 0.257 0.178 

x=0.65 m 0.300 0.274 0.562 0.373 

x=0.85 m 0.208 0.228 0.388 0.324 

x=1.05 m 0.120 0.119 0.205 0.199 

Global values 0.210 0.203 0.373 0.276 

3.4 RESULTS AND DISCUSSION 

3.4.1 INFLUENCE OF THE POSITION OF THE INFECTED SUBJECT IN THE CAR CABIN 

Table 3.6 presents the results of doses in terms of volume of airborne respiratory particles 
inhaled (Vp-post) by the susceptible occupants of the car cabin and their individual 
infection risk for different position of the infected subject (driver vs. passenger #3) in case 
of mixed ventilation at 50% of the maximum HVAC flow rate (Q50%), speaking activity and 
30-min exposure scenario. Individual risks evaluated through the analytical, zero-
dimensional well-mixed approach are also reported. 

Table 3.6. Doses in terms of volume of airborne respiratory particles (Vp-post) inhaled by the 
susceptible occupants of the car cabin and their individual infection risk for different position of the 
infected subject (driver vs. passenger #3) in case of mixed ventilation at Q50%, speaking activity, and 

30-min exposure scenario. Infection risks evaluated through the well-mixed approach are also 
reported. 

Driver infected Passenger #3 infected 

Susceptible 

subject 

Inhaled 

volume 

(ml) 

Individual infection 

risk (%) Susceptible 

subject 

Inhaled 

volume 

(ml) 

Individual infection 

risk (%) 

CFD Well-mixed CFD 
Well-

mixed 

Driver emitter Driver 5.17×10−11 0.30% 
42% Passenger #1 1.89×10−9 9.2% 

42% 
Passenger #1 1.42×10−9 7.2% 

Passenger #2 8.68×10−9 26% Passenger #2 1.59×10−11 0.09% 
Passenger #3 4.49×10−9 18% Passenger #3 emitter 

Results show that, in the case of the driver infected, the highest dose (8.68×10−9 ml) and 
individual risk (26%) are received by the passenger #2 (left rear seat, i.e., just behind the 
driver), whereas the passenger #1 (front right seat, i.e., just on the right side of the driver) 
receives the lowest dose (1.89×10−9 ml) and risk (9.2%). Lower doses and risks are received 
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when the infected individual is passenger #3: the highest dose (1.42×10−9 ml) and 
individual risk (7.2%) are received by the passenger #1, whereas risks lower than 1% are 
received by the driver and the passenger #2. 
The reason for such different exposure and risk conditions of the susceptible occupants, 
occurring as a function of the position of the infected subject, is strictly related to the 
specific airflow patterns in the car cabin. This is graphically reported in Figure 3.12, Figure 
3.13 and Figure 3.14 where streamlines (both from the HVAC vents and the infected driver 
while speaking) and mean velocity contours as well as the spatial distributions of the 
airborne respiratory particles after 30 min are reported for the driver infected scenario. 
Figure 3.12 clearly shows that the streamlines of the airflows entering the domain from the 
HVAC system move from the vents, likely carrying the respiratory particles emitted by the 
driver (slightly moving upwards due to the warm buoyant air exhaled) and conveying them 
towards the passenger just sitting behind him (passenger #2). In fact, Figure 3.13 
demonstrates that the airflow emitted by the driver is conveyed to the back seats by the 
airflow coming from the front and windshield vents; as a consequence, higher exposure to 
respiratory particles of the passenger #2 occurs, as also shown by the spatial distributions 
of the airborne respiratory particles (Figure 3.14). 
A completely different airborne particle distribution can be observed in Figure 3.15 when 
the passenger #3 is the infected. This is clearly shown in Figure 3.16 where the airflows 
exiting the mouth of the infected passenger #3 are graphed. In fact, the airflow emitted by 
the passenger #3 almost reaches the passenger #1 and then is immediately redirected 
towards the outlet sections by the HVAC system airflow. In such condition, the airborne 
particles are mainly confined in the rear seats. Anyway, due to the large inertia typical of 
super-micrometric particles, the respiratory particles emitted by the passenger #3 are 
likely not able to follow the airflow then leading to a larger exposure (and consequently 
dose and risk) of the passenger #1, that is, the passenger sitting just ahead of the infected 
subject, with respect to the other occupants as represented in Figure 3.15. 
For the well-mixed analytical solution, the individual risk is 42% for all passengers 
regardless of position. This value overestimates the risks received by susceptible subjects 
in the case of driver infected estimated through the CFD (maximum values 26%) and, even 
more, the one they receive for the case of passenger #3 being infected (maximum risk 
7.2%). The overestimation resulting from the well-mixed approach demonstrates the 
effectiveness of the HVAC system in reducing the exposure of passengers to virus-laden 
particles through flow patterns allowing cleaner air in their breathing zones. 
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Figure 3.12. Streamlines of the airflows entering the domain from the inlet vents and mean velocity 
contours on x-y slices at z=-0.38 m and z=0.38 m in case of mixed ventilation mode at 50% (Q50%), 

speaking activity, driver infected. 

 

 
Figure 3.13. Streamlines of the airflows (coloured by velocity) exiting the mouth of the infected 

driver in case of mixed ventilation mode at 50% (Q50%) and speaking activity. 
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Figure 3.14. Spatial particle distribution after 30 min in case of mixed ventilation mode at 50%, 

speaking activity, driver infected. 

 

 
Figure 3.15. Spatial particle distribution after 30 min in case of mixed ventilation mode at 50%, 

speaking activity, passenger #3 infected. 
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Figure 3.16. Streamlines of the airflows (coloured by velocity) exiting the mouth of the infected 

passenger #3 in case of mixed ventilation mode at 50% and speaking activity. 

3.4.2 INFLUENCE OF THE HVAC SYSTEM FLOW RATE 

In Table 3.7 results of doses in terms of volume of airborne respiratory particles (Vp-post) 
inhaled by the susceptible occupants of the car cabin and their individual infection risk for 
different HVAC flow rates (expressed as airflow ratio with respect to the maximum flow 
rate) in case of mixed ventilation, driver infected, speaking activity, and 30-min exposure 
scenario are reported. 
When the driver is the infected subject, as already shown in the previous section, the 
highest doses and risks are (in most of the cases) received by the passenger just sitting 
behind them (passenger #2). As expected, the dose and risk values are strongly influenced 
by the flow rate provided. As an example, for passenger #2, the risk is <1% for very high 
flow rates (i.e., ≥ Q75%) but it strongly increases with air flow ratios ≤ Q50% reaching an 
individual risk of ~50% for Q10%. Similar trends were found for the other passengers with 
maximum infection risks equal to 32% and 51%, at Q10%, for passengers #1 and #3, 
respectively. Nonetheless, despite a general decreasing trend of the risk as the HVAC flow 
rate increases, it is important to note that the risk for passengers seated in the back does 
not constantly reduce (for instance, the risks at Q25% and Q75% are lower than at Q50% and 
Q100%, respectively). This is due to the specific air flow patterns occurring at those flow 
rates which likely undermine the effectiveness of the particle removal towards the exit 
sections. In case of low air exchange rate (Q10%) the lowest difference among the 
passengers in terms of risk of infection was detected. This is likely related to the lowest 
efficiency of the HVAC system in conveying the virus-laden respiratory particles towards 
the outlet sections, then letting them disperse within the car cabin: indeed, the ratio 
between the maximum and minimum risk values decreases with the HVAC flow rate then 
demonstrating a more homogenous concentration. In this respect, it is not surprising that 
the closest match of the well-mixed results to the average passenger risk calculated 
through the CFD approach occurs with Q10% (~12.5 air changes per hour). In this case the 
CFD-based passenger risks for passengers #1 and #2 are >50% and in good agreement with 
the well-mixed approach (55%). Conversely, when the air flow ratio is > Q50%, as shown in 
the previous section, the risk is significantly overestimated using the well-mixed approach. 
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It should be noted that all the scenarios here presented consider the HVAC system in 
operation under outside air intake conditions. When the HVAC system is not in operation 
or is operated under recirculation ventilation conditions, the actual air exchange rate is 
clearly lower. Indeed, it is mainly due to the car cabin and ducts leakages, and for this 
reason, it is strongly affected by the vehicle velocity: previous papers have shown that the 
air exchange rate can be lower than 5 h−1 [66,106], which is well below that obtained under 
the outside air intake condition at the Q10% flow rate here investigated. For such lower AER 
values, based on what shown above, the well-mixed approach can be considered a useful 
tool to roughly estimate the risk of the exposed subjects: as an example, for a ventilation 
condition with air recirculation characterized by an AER equal to 2 h−1, the estimate of the 
risk of infection for the passengers provided by the well-mixed approach is >60%. 

Table 3.7. Doses in terms of volume of airborne respiratory particles (Vp-post) inhaled by the 
susceptible occupants of the car cabin and their individual infection risk for different HVAC flow 
rates (Q10% to Q100%) in case of mixed ventilation, driver infected, speaking activity, and 30-min 

exposure scenario. Infection risks evaluated through the well-mixed approach are also reported. 

HVAC air 

flow ratio 

Inhaled volume (ml) Individual infection risk (%) 

Passenger 

#1 

Passenger 

#2 

Passenger 

#3 

Passenger #1 
Passenger 

#2 

Passenger 

#3 
All Passengers 

CFD CFD CFD Well-mixed 

Q100% 0 1.32×10−10 5.22×10−10 0 0.76% 2.9% 35% 

Q75% 4.59×10−12 7.97×10−11 3.62×10−10 0.03% 0.46% 2.0% 38% 

Q50% 1.89×10−9 8.68×10−9 4.49×10−9 9.2% 26% 18% 42% 

Q25% 1.87×10−8 1.67×10−9 1.42×10−9 36% 8.3% 7.2% 48% 

Q10% 8.30×10−8 1.02×10−7 1.37×10−8 51% 53% 32% 55% 

3.4.3 INFLUENCE OF THE HVAC VENTILATION MODE 

In Table 3.8 the doses in terms of volume of airborne respiratory particles (Vp-post) inhaled 
by the susceptible occupants of the car cabin and their individual infection risk for 
different HVAC ventilation modes in case of Q50% flow rate, driver infected, speaking 
activity, and 30-min exposure scenario are reported. 
Data clearly highlight that the ventilation mode strongly affects the risk of the passengers. 
For mixed ventilation mode (air entering the cabin through four front vents and one 
windshield vent), as shown in previous sections, the highest dose is received by the 
passenger #2 (individual risk of 26% at Q50%). Nonetheless, the worst exposure condition 
experienced by the passengers is in case of windshield defrosting mode (air entering 
through one vent located under the windshield), since their risk ranges from 22% 
(passenger #3) to 59% (passenger #2). When the front ventilation mode is adopted, the 
risks for passengers sitting in the rear seats are almost negligible, whereas the risk for 
passenger #1 is extremely high (53%). These data can be better explained by referring to 
the streamlines, main velocity contours and spatial particle distributions. Flow patterns 
for mixed ventilation mode have been already discussed in Section 3.4.1, where, for the 
driver infected scenario, the accumulation of respiratory particles in the breathing zone of 
the passenger #2 has been demonstrated. In case of front ventilation mode, the airflow 
entering the cabin impacts the front seats and passengers, changes its direction, and forms 
a recirculation area (Figure 3.17). As a result, higher concentrations of respiratory particles 
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occur in the front compartment, preventing their spread towards the rear seats (Figure 
3.18) throughout the entire journey. 
On the contrary, in the case of windshield defrosting mode, the respiratory particles 
emitted by the driver and moving upwards due to the buoyancy forces are transported to 
the rear region of the car cabin by the airflow injected through the windshield vent, not 
encountering any obstacles. This is graphically represented by both the streamlines of the 
airflows from the inlet vents (Figure 3.19) and those exiting the mouth of the infected 
driver (Figure 3.20). As a direct consequence of both the airflow patterns and the infected 
subject position, the airborne particles are mainly confined in the left region of the car 
(Figure 3.21) then explaining the reason why the passenger #2 is the most exposed. 
Having shown these differences in terms of risk of infection among the ventilation modes, 
the well-mixed solution provides a reasonable approximation of the results for the 
windshield defrosting mode, whereas the front ventilation mode is clearly the least well 
mixed within the car cabin, and therefore the zero-dimensional model significantly 
overestimates the risk for the back seat passengers by over two orders of magnitude. 

Table 3.8. Doses in terms of volume of airborne respiratory particles (Vp-post) inhaled by the 
susceptible occupants of the car cabin and their individual infection risk for different HVAC 

ventilation modes in case of Q50% flow rate, driver infected, speaking activity, and 30-min exposure 
scenario. Infection risks evaluated through the well-mixed approach are also reported. 

HVAC 

ventilation  

mode 

Inhaled volume (ml) Individual infection risk (%) 

Passenger 

#1 

Passenger 

#2 

Passenger 

#3 

Passenger #1 Passenger #2 Passenger #3 
All 

Passengers 

CFD CFD CFD Well-mixed 

front mode 1.13×10−7 2.99×10−11 9.74×10−12 53% 0.17% 0.06% 

42% 
windshield 
defrosting 

mode 
1.36×10−8 2.29×10−7 6.31×10−9 32% 59% 22% 

mixed mode 1.89×10−9 8.68×10−9 4.49×10−9 9.2% 26% 18% 

 

 
Figure 3.17. Streamlines and mean velocity contours on x-y slices at z=-0.38 m and z=0.38 m in case 

of front ventilation mode at 50% (Q50%), speaking activity, driver infected. 
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Figure 3.18. Spatial particle distribution after 30 min in case of front ventilation mode at 50% (Q50%), 

speaking activity, driver infected. 

 

 
Figure 3.19. Streamlines of the airflows entering the domain from the inlet vents and mean velocity 
contours on x-y slices at z=-0.38 m and z=0.38 m in case of windshield defrosting ventilation mode 

at 50% (Q50%), speaking activity, driver infected. 
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Figure 3.20. Streamlines of the airflows (coloured by velocity) exiting the mouth of the infected 

driver in case of windshield defrosting ventilation mode at 50% (Q50%), speaking activity. 

 

 
Figure 3.21. Spatial particle distribution after 30 min in case of windshield defrosting ventilation 

mode at 50% (Q50%), speaking activity, driver infected. 

3.4.4 INFLUENCE OF THE EXPIRATORY ACTIVITY: BREATHING VS. SPEAKING 

In Table 3.9 the doses in terms of volume of airborne respiratory particles (Vp-post) inhaled 
by the susceptible occupants of the car cabin and their individual infection risk are 
compared for two expiratory activities (breathing and speaking) in the case of Q50% flow 
rate, windshield defrosting ventilation mode, driver infected, and 30-min exposure 
scenario (which represents the worst exposure condition among those reported in 
previous sections). In the case of breathing, very low airborne particle volumes are inhaled 
by all the passengers leading to negligible risks of infection (well below 1%): this is due to 
the low number of particles emitted and their reduced velocity at the exit of the infected 
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subject’s mouth (please see the emission rate discussed in Section 2.3.2). In the case of 
breathing activity of the infected subject, the most exposed susceptible is passenger #3 
(not passenger #2 as resulting from speaking activity), and their risk (although negligible) 
is tenfold the one received by the other two passengers. The difference between speaking 
and breathing activities can also be visually observed comparing the spatial particle 
distributions of Figure 3.21 (speaking activity) and Figure 3.22 (breathing activity), where 
the latter clearly shows a much lower particle concentration in the car cabin. For the case 
of breathing, as already reported for speaking, the well-mixed analytical solution provides 
a rough estimate of the average passenger risk (~0.2% versus ~0.07%). 

Table 3.9. Doses in terms of volume of airborne respiratory particles (Vp-post) inhaled by the 
susceptible occupants of the car cabin and their individual infection risk for different expiratory 

activities (breathing and speaking) in case of Q50% flow rate, windshield defrosting ventilation mode, 
driver infected, and 30-min exposure scenario. Infection risks evaluated through the well-mixed 

approach are also reported. 

Expiratory 

activity 

Inhaled volume (ml) Individual infection risk (%) 

Passenger 

#1 

Passenger 

#2 

Passenger 

#3 

Passenger #1 
Passenger 

#2 
Passenger #3 All Passengers 

CFD CFD CFD Well-mixed 

breathing 2.53×10−12 2.18×10−12 3.06×10−11 0.01% 0.01% 0.18% 0.21% 

speaking 1.36×10−8 2.29×10−7 6.31×10−9 32% 59% 22% 42% 

 

 
Figure 3.22. Spatial particle distribution after 30 min in case of windshield defrosting ventilation 

mode at 50% (Q50%), breathing activity, driver infected. 

3.4.5 DISTRIBUTION OF SECONDARY CASES 

Results of the Bernoulli trial calculations reporting the probability of discrete numbers of 
secondary cases and the Revent are summarized in Figure 3.23 for different scenarios. All 
the scenarios tested through the CFD approach are reported as well as the two scenarios 
presenting well-mixed results comparable to the CFD ones, that is, mixed mode 
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ventilation at Q10% flow rate for speaking and mixed mode ventilation at Q50% flow rate for 
breathing. 
The Bernoulli trial data show that there are three model scenarios where the average 
number of secondary cases (Revent) exceeds 1 (the Q10% flow rate condition for both well-
mixed and CFD models, and the windshield defrosting mode at the Q50% flow rate). 
Supporting the use of the well-mixed approach for Q10% flow rate, the distribution of 
secondary cases (C) is also very similar to that obtained from CFD, with the probability of 
zero cases being ~40% and thus the probability of at least one transmission occurring 
being ~60%. There are three speaking scenarios for which there is over a 90% probability 
of nobody being infected (C = 0) (mixed mode with driver infected at Q75% and Q100%, and 
mixed mode with passenger infected at Q50%). For the front mode scenario, there is a high 
risk for the front seat passenger, but the probability that none of the backseat passengers 
gets infected is over 99%. Thus, the front mode is a viable ventilation strategy when the 
driver is infected and no passenger sits in the front seat, as there is effective aerodynamic 
containment between the front and back of the car. For the breathing emission rates 
evaluated herein, there is a very low probability of a secondary transmission (~0.2%) for 
the 30-min journey. 

 
Figure 3.23. Results of Bernoulli trial calculations for Revent and the probability distribution of 

secondary cases (C) for the scenarios under investigation. 
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3.4.6 STRENGTHS AND WEAKNESSES 

The results shown in the previous sections highlight the strengths of the CFD approach for 
a proper evaluation of the risk of infection in small, confined spaces affected by a 
particular fluid dynamic due to high flow rates entering the cabin, or ventilation systems 
not designed for mixing (e.g., front). Simplified analytical approaches, such as zero-
dimensional models, may inaccurately estimate the risk of the exposed subjects by a large 
amount. However, for the 10% flow condition and mixed-mode ventilation, the zero-
dimensional well-mixed approach produces quite similar results in terms of both the 
average risk (and thus Revent) and the probability distribution of secondary cases. The 
parameters under which well-mixed approaches are most defensible requires further 
evaluation, using CFD and possibly field investigations (e.g., tracer tests) to inform such 
generalizations; nonetheless, it is clear that well-mixed models can perform very well in 
scenarios characterized by low air exchange rates where the flow patterns are not able to 
provide a proper particle removal from the breathing zone of the exposed subjects: this is 
also typical of other larger indoor environments, such as naturally-ventilated buildings 
[64], where well-mixed models were shown to predict the attack rates of documented 
SARS-CoV-2 outbreaks [54,59]. 
It is noted that the solutions here reported are very specific of the car cabin under 
investigation and of the boundary conditions set. As an example, considerations have not 
been given to: (i) the effect of mitigation solutions, such as vaccination and face masks 
[59], that could reduce the individual risk of infection of passengers; (ii) the presence of a 
possible fifth passenger sitting in the middle of the rear row, typical of five-seater cars 
(please consider that their exposure could be different from the other passengers sitting in 
the rear seats due to limited shielding effect of the front seats); (iii) the influence of side 
window opening; (iv) the impact of journey duration. Nonetheless, some practical 
suggestions can be argued from the scenarios investigated; in particular, it was clearly 
shown that the common-sense norm suggesting that the occupants should sit as far apart 
as possible in the car (i.e., single passenger sitting in the back seats) can be misleading. 
Indeed, apart from the front ventilation mode, the passenger sitting in the front seat (close 
to the driver) presents risks of infection lower than those sitting in the back seats. Thus, 
since the use of the front window defrosting is mostly required (e.g., to avoid that the 
humidity in the air condensates on the glass), a mixed ventilation mode (i.e., simultaneous 
use of front and windshield inlet sections) should be adopted and the passenger should sit 
close to the driver to receive a lower risk. Besides, mixed ventilation mode is preferred 
when more than two occupants are sitting in the car, as the windscreen ventilation 
increases the exposure (and so the dose and the risk) of back seats occupants. Despite 
these general suggestions, it is important to highlight that generalizing the obtained CFD 
results to other passenger vehicles could lead to mistakes. Indeed, car cabins comparable 
in terms of volume and emission rates could present different infection risks for the 
susceptible occupants as a function of the position of the inlet vents (some cars also have 
ducts to the rear-seat area), the adjustable angle of inlet airflow rate, the air flow rate split 
amongst the different vents, and the position of the outlet sections (considering that in 
actual cars the particle exfiltration just relies upon leakages of the cabin): these aspects are 
here not considered and could be involved in future developments of the study. 
Regardless, the results show that CFD is necessary to evaluate the fate of these particles 
more accurately and that a proper design of the HVAC system (e.g., in terms of positioning 
of the inlet and outlet vents, etc.), in view of significantly reducing the risk of infection, is 
suitable. This is a key finding since it demonstrates that in indoor environments 



 

 
 

3. AEROSOL DISPERSION AND SARS-COV-2 RISK ASSESSMENT IN A CAR CABIN 47 

3 

characterized by fixed seats, the risk of infection can, in principle, be controlled by 
properly designing the flow patterns of the environment, i.e., moving towards an ad-hoc 
personalized ventilation [107,108]. 

3.5 CONCLUSIONS 

This study proposed and applied an integrated approach combining a validated CFD 
transient model and a recently developed predictive emission-to-risk approach to 
estimate the SARS-CoV-2 Delta variant risk of infection in a car cabin under different 
conditions in terms of ventilation (ventilation mode and airflow rate of the HVAC system) 
and emission scenarios (expiratory activity, that is, breathing vs. speaking, and position of 
the infected subject within the car cabin). 
The results of the study clearly showed that the risk of infection, and consequently the 
probability of secondary cases, is strongly influenced by the ventilation mode, the HVAC 
flow rate, the position of the infected subject, and the expiratory activity. As an example, 
in the case of the driver infected and speaking for the entire journey, a reduced ventilation 
(low flow rate) or a less effective ventilation (e.g., windshield defrosting mode) can cause 
a high risk of infection (>50% for at least one of the passengers) then leading to a high 
probability (~60%) of at least one secondary case in only 30-min of exposure. The risk of 
infection is clearly reduced when (i) higher flow rates are adopted, as they dilute the virus-
laden respiratory droplets emitted by the infected subject, or (ii) the infected subject just 
breathes instead of speaking (for those scenarios, the probability that none of the 
passengers gets infected is >90%).  
Furthermore, the front ventilation mode evaluated herein provides effective aerodynamic 
containment between the front and back of the vehicle, meaning passengers sitting in the 
back seats are better protected from an infected driver relative to mixing ventilation. On 
the contrary, the windshield defrosting leads to the highest average risk among the 
passengers; anyway, since the use of front window defrosting is sometimes needed, 
according to the findings of the CFD analyses, a practical suggestion could be adopting a 
mixed ventilation mode. 
Findings of the study demonstrated that CFD approaches are needed to properly address 
the individual risk in such confined spaces as the fluid-dynamic conditions significantly 
affect the airflow patterns and, consequently, the spatial distribution of the virus-laden 
respiratory particles within the cabin. Thus, simplified zero-dimensional approaches 
assessing the average risk of the susceptible (not accounting for the specific flow patterns 
in the confined space) can lead to miscalculation of the risk of the exposed subjects, 
particularly for ventilation modes not designed for mixing. Indeed, the well-mixed 
solutions for a speaking infected subject shown here are roughly comparable with the CFD 
ones only in case of very low flow rates (10% of the maximum flow rate), that is, when the 
reduced airflow rates do not effectively clean the breathing zone of the exposed subjects 
and the virus-laden concentrations are likely homogenous within the car cabin. 
Summarizing, CFD modelling is a valuable tool to produce such recommendations for 
specific applications, which are not possible with simple zero-dimensional models. Even 
if the CFD results here provided are not directly transferable to other cars (due to the case-
specific geometry, vent positions, etc.), the finding here indicates that ad-hoc designing of 
the airflow of closed environments in view of reducing and controlling the risk of infection 
is achievable, especially when the spatial locations of the occupants are fixed. 
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supply rate influence on the aerosol dispersion in a university lecture room. Building and Environment, 235, 110257. 

4 
4 AEROSOL DISPERSION IN A UNIVERSITY LECTURE 

ROOM 

The airborne droplet route has been recognized as the main pathway of infection transmission in indoor 
environments, drawing the attention to a proper design of HVAC systems. This is particularly relevant 
for gathering spaces such as schools and universities, due to the high crowding levels and the long 
exposure times. Using 3D CFD numerical simulations based on a Eulerian-Lagrangian approach and 
validated against velocity measurements, the present chapter investigates the distribution over time of 
airborne droplets (aerosol) emitted in correspondence of the teacher position inside a lecture room, 
during a two-hour speaking activity (so reproducing a two-hour lesson), as a function of different air 
supply rates from the HVAC system. 
Results show that increasing the air supply rate is not always an effective solution to reduce the aerosol 
concentration in correspondence of the positions occupied by the students attending the lesson. In fact, 
for the specific case under investigation, the aerosol concentration around the classroom seats does not 
always decrease when increasing the supply rate, even though the overall number of particles in the 
room decreases. This behaviour is mainly due to the asymmetric disposition of the seats with respect to 
the diffusers and the extraction grilles and underlines the importance of CFD approaches in 
investigating the fluid dynamics in indoor environments.
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Keywords: airborne transmission, CFD analysis, Eulerian-Lagrangian model, 
classroom, ventilation, Air Changes per Hour (ACH) 

4.1 INTRODUCTION 

Lecture rooms, such as school or university classrooms, are one of the most susceptible 
indoor environments for infection transmission. The reasons are that there is a high 
occupant concentration, the occupation time is likely higher than 1 hour and there is at 
least 1 person always speaking. Even though assessing the contagion risk in lecture rooms 
is of critical importance, it is not an easy task because these environments are not 
standardized, differ for layout, number of occupants, HVAC layout (position of inlet and 
outlet sections), natural or mechanical ventilation, volumetric inflow rate and velocity, 
and many other factors. In this sense, CFD is a valid support for mass transport and airflow 
investigations because it allows to numerically simulate different scenarios in a relatively 
low time [109]. Looking at the scientific literature, there are several studies employing the 
CFD technique to better understand aerosol transport in indoor environments. Among 
others, Abuhegazy et al. [16] numerically investigated aerosol transport and surface 
deposition in a realistic classroom environment, analysing the effects of droplets size, 
position of the particle source, presence of barriers and opening windows. The authors 
found that the HVAC system layout and the droplet source position have a fundamental 
role in droplet distribution in the classroom. Mirzaie et al. [110] carried out 3D simulations 
to study the dispersion of virus-laden droplets emitted by a person coughing in front of a 
classroom with and without partitions around the seats, for different airflow velocities 
induced by the ventilation system; they found that when the classroom is equipped with 
partitions, seats are exposed to a lower average droplet concentration and that the number 
of droplet suspended in the air decreases as the ventilation system inlet velocity increases. 
Foster and Kinzel [111] compared the airborne transmission and probability of infection 
predicted with mathematical (Wells-Riley) and CFD methods, comparing the effects of the 
absence and presence of mechanical ventilation; they evidenced that the risk of exposure 
to airborne virus-laden droplets seems to be not strongly related to the distance between 
the source and the receiver, highlighting the importance of properly designing HVAC 
systems. He et al. [112] used a Eulerian drift-flux method to examine the transmission of 
exhaled droplets between two seated subjects breathing in a typical office room, under 
three different total volume ventilation strategies. Numerical simulations evidenced that 
different ventilation strategies lead to different zones of higher risk in the room and 
different values of particle concentration. Arjmandi et al. [113] evaluated the impact of five 
different HVAC systems on the dispersion of airborne particles in a classroom and on 
thermal comfort. The authors found that the position of the inlets and outlets influences 
the contagion risk and the thermal comfort. Rencken et al. [17] employed the species 
transport model to predict the aerosol concentration distribution in a typical classroom, 
comparing the results to those obtained under the well-mixed assumption, concluding 
that natural ventilation could carry droplets from an infected person near the window to 
other occupants. Despite the presence of these and other studies [19,114–120], the effect 
of different ventilation regimes on local airflow patterns and particle dispersion in indoor 
environments still requires more investigation [121]. In fact, very few of the above-
mentioned works explores the effects of different flow rates on particles distributions and 
several limitations can be highlighted in the models employed. First, many models do not 
provide a Lagrangian description for particles motion; secondly, simplified number and 
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size distributions are adopted for droplets expelled by the infected subject, not relying on 
experimental data; lastly a proper validation of numerical models is not always available. 
To fill this gap, in the present study a three-dimensional, non-isothermal Eulerian-
Lagrangian numerical model, properly validated in terms of velocity fields, is applied to 
investigate the motion and distribution of airborne droplets inside a real university lecture 
room, evaluating the effects of different air supply rates from the ventilation system. 
Droplets are emitted by a source reproducing an infected subject speaking in front of the 
class (e.g., a professor) during a two-hour lesson, as a function of different air supply rates 
from the HVAC system. The aim of the study is to assess the effectiveness of validated CFD 
tools in providing useful information: (i) for a proper design of HVAC systems; (ii) to 
optimize the system capability in evacuating pollutants and pathogens from the room 
efficiently; (iii) for the management of the HVAC system, by analysing the aerosol 
distribution in the room as a function of the ACH. In order to analyse the aerosol 
distribution as a function of HVAC system design and operation, the room has been 
assumed to be empty and the thermal plume of possible occupants has then been 
neglected. The numerical model relies on experimental measurements performed in the 
empty room to define the boundary conditions for CFD simulations and to validate the 
model itself. The effectiveness of the HVAC system at different ACH, while the droplets 
source is fixed, has been investigated considering both the age of particles suspended in 
the domain and their concentration in selected control volumes enclosing the possible 
breathing area of seated room occupants. By looking at the age of particles, it is possible 
to determine if they are evacuated in a short period of time or if they persist suspended in 
the air. On the other hand, the control volumes approach allows to calculate the mean 
exposure to aerosol droplets in different zones, while the HVAC system is operating, 
because, as reported in the cited literature, the contagion risk can vary in the room. The 
windows have been considered closed to analyse only the effect of the HVAC system and 
the ACH. 
The chapter is organized as follows: Section 4.2 describes the methodology adopted, the 
case study and the experimental measurements; detailed validation of numerical results 
and performances of different turbulence models are available in Section 4.3; in 
Section 4.4 the aerosol distribution obtained numerically for the three investigated ACH is 
presented and discussed, while conclusions are drawn in Section 4.5. 

4.2 MATERIALS AND METHODS 

The numerical tool developed in the present study is based on an integrated approach, 
summarized by the following main steps: 
- development of a three-dimensional, non-isothermal Eulerian-Lagrangian numerical 

model to describe airborne droplet dispersion and distribution inside a lecture room 
emitted by a person continuously speaking for two hours in transient conditions; this 
is based on a Eulerian-Lagrangian approach, in which the continuum equations are 
solved for the air flow (continuous phase) and Newton’s equation of motion is solved 
for each droplet (discrete phase). 

- experimental measurements to define the boundary conditions and to validate the 
numerical results. 

- adoption of a droplet emission model based on the measured number distribution of 
particles emitted by an adult person while speaking (Section 2.3.2). 
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Thermo-fluid dynamics fields predicted in close proximity of the emitter subject were 
validated by Cortellessa et al. [11] against Particle Image Velocimetry measurements 
carried out in the laboratories of the Delft University of Technology. 

- assessment of the aerosol distribution within the lecture room under investigation. 

4.2.1 MATHEMATICAL MODEL 

The droplet-laden flow evolving in the lecture room can be regarded as a dispersed dilute 
two-phase flow [11]. Fluid-particle interaction is solved by using the Eulerian-Lagrangian 
approach described in Section 2.3.1. Numerical investigations were performed employing 
the finite volume method based open-source OpenFOAM code, under the assumption of 
three-dimensional, unsteady, non-isothermal and turbulent flow. The Boussinesq 
approximation was adopted to describe buoyancy forces, assuming that the air density 
varies linearly with temperature [122]. Turbulence was modelled using the URANS 

approach, analysing the performances of SST k–ω [78] and RNG k−ε models [105]. SST k–
ω showed better agreement with experimental results and required less CPU time with 

respect to RNG k−ε (see Section 4.3). The computed numerical fields were averaged over a 
selected time interval to reach a quasi-steady state condition. The quasi-steady state flow 
condition is then employed to transport the airborne particles injected by the emitter (i.e., 
the infected subject) over time during speaking activity. Details about the particle number 
and volume distributions adopted in the simulations, and the corresponding number and 
volume emission rates, are given in Section 2.3.2. Details about the governing partial 
differential equations are instead reported in Appendix A. 

4.2.2 SCENARIO ANALYSED 

Mass transport in the air is strongly influenced by the convective air flow; in indoor 
environments the convective flow depends on the natural ventilation, through windows 
and doors, and on the mechanical ventilation induced by HVAC systems. This work 
investigates the transport and distribution of droplets emitted by a source reproducing an 
infected subject continuously speaking for two hours (e.g., a professor in front of the class 
during a two-hour lesson), evaluating the effects of different air supply rates: 3.75 ACH, 7.5 
ACH (i.e., the nominal operating conditions) and 15 ACH. Analyses were performed on a 
lecture room located in the Department of Engineering of the University of Naples 
“Parthenope”, whose picture is shown in Figure 4.1a. 
The 3D reproduction of the room (i.e., the computational domain employed for numerical 
model validation) is depicted in Figure 4.1b; its overall dimensions are 
8.78 m × 7.23 m × 2.88 m in the x, y, and z directions respectively; there are four rows of 
seats and one teacher’s desk. The air flow rate is supplied by a Turbulent Mixing Airflow 
(TMA) system, through 8 helical swirl diffusers arranged in two parallel rows at a distance 
of 2.40 m, 5.43 m from the south wall (i.e., the wall at y=0) and spaced 2.02 m in the x 
direction. Three exhaust grilles (with dimensions of 0.65 m × 0.28 m) are located on the 
east wall at a height of 2.50 m, with a spacing of 1.60 m. The numerical model was validated 
comparing predicted and measured velocity fields under the nominal operating 
conditions of the HVAC (i.e., ACH=7.5), and was then applied to assess the droplet 
dispersion within the room under different ventilation regimes. 
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(a) (b) 
Figure 4.1. Picture (a) and 3D model (b) of the lecture room under study. 

4.2.3 EXPERIMENTAL CAMPAIGN 

Experiments were conducted to determine the inlet velocity boundary conditions 
employed for CFD simulations (i.e., velocity values at the diffusers) and the magnitude 
velocity in different points of the room to provide experimental data for the validation of 
the numerical model. While taking measurements, the door and the windows were kept 
closed to avoid disturbances and ensure the repeatability of the experimental conditions, 
and no occupants were present in the room; numerical simulations were carried under the 
same conditions, thus simulating the effect of the mechanical ventilation only. The total 
volumetric airflow from the centralized HVAC system was maintained constant and at the 
nominal operating conditions. Uncertainties associated with the measurements have 
been evaluated considering both type A and type B contributions [123]; the expanded 
uncertainty U, obtained multiplying the combined standard uncertainty by a coverage 
factor kc, has been evaluated selecting kc=2 for a confidence level of 95%. 
The metrological characteristics of the instruments employed in the experimental 
campaign are reported in Table 4.1. 

Table 4.1. Metrological characteristics declared by the manufacturers of the adopted instruments. 

Instrument Measured quantity Range Accuracy Resolution 

volume flow 
hood 

volumetric flow 
(m3 h−1) 

40 to 4000 m3 
h−1 

± (3% read value + 12 
m3 h−1) 

1 m3 h−1 

temperature (°C) −20 to +70 °C ±0.5 °C (0 to +70 °C) 0.1 °C 

hot wire 
probe 

velocity magnitude 
(m s−1) 

0 to 30 m s−1 
± (0.03 m s−1 + 4% 

read value)  
0.01 m s−1 

temperature (°C) −20 to +70 °C ±0.5 °C (0 to +70 °C) 0.1 °C 

MEASUREMENTS FOR THE DEFINITION OF BOUNDARY CONDITIONS 

The HVAC system serves several rooms and the air supplied to a specific classroom may 
not be known a priori. For this reason, as well as to mediate the statistical oscillations, the 
volumetric air inflow was measured at each diffuser using a volume flow hood. The 
measured flow rates are listed in Table 4.2, together with the expanded uncertainties; the 
AER under nominal operating conditions has been calculated from the measured 
volumetric flow rates and is equal to 7.5 h−1. 

outlet sections

diffuser #4

diffuser #3
diffuser #2

diffuser #1

diffuser #8

diffuser #7

diffuser #6

diffuser #5

x

z

y



 

 

54  

4 

Table 4.2. Inlet flow measurements for boundary conditions definition. 

 Experimental results (m3 s−1) 

Diffuser Flow rate Expanded uncertainty U 

1 0.0481 0.0100 

2 0.0388 0.0094 

3 0.0439 0.0097 

4 0.0448 0.0099 

5 0.0451 0.0098 

6 0.0436 0.0096 

7 0.0347 0.0092 

8 0.0444 0.0098 

AER (h−1) 7.5 

In addition to velocity, temperature values were also measured. Registered values differ by 
1 K at most; therefore, temperature at the inlet can be assumed constant and was set to 
295.15 K in the numerical simulations. 

MEASUREMENTS FOR THE VALIDATION OF THE NUMERICAL MODEL 

To validate the velocity field predicted with CFD simulations, velocity magnitudes were 
measured with a hot-wire anemometer probe at 8 points of the room (highlighted with red 
spheres in Figure 4.2). Such type of velocity probe is able to measure the module of the 
velocity with no information about the three velocity components. The employed 
measuring instrument was calibrated and so reliable information about measurement 
uncertainty was available. In fact, uncertainty quantification is crucial for any numerical 
tool validation. Points coordinates and measured velocity values with expanded 
uncertainties are listed in Table 4.3. The location of the probes was chosen with reference 
to the diffusers position within the classroom. In particular, the eight probes were placed 
within the diffusers air cone jet, arranged in a uniform x-y grid, with the aim to minimize 
the placement uncertainty, and at a height z=1.70 m, as this value represents the average 
height of a person standing in the room. 

 
Figure 4.2. Velocity measurement point locations inside the lecture room. 

 

point A point B point C point D

point E point F point G point H
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Table 4.3. Velocity measurements at specific points for numerical model validation. 

 Coordinates (m)  Experimental results (m s−1) 

Point x y z  Mean velocity Expanded uncertainty U 

A 1.63 2.55 1.70  0.06 0.02 

B 3.53 2.55 1.70  0.09 0.03 

C 5.43 2.55 1.70  0.07 0.03 

D 7.33 2.55 1.70  0.08 0.03 

E 1.63 5.25 1.70  0.06 0.02 

F 3.53 5.25 1.70  0.04 0.02 

G 5.43 5.25 1.70  0.06 0.03 

H 7.33 5.25 1.70  0.04 0.02 

4.3 NUMERICAL MODEL VALIDATION 

The numerical model was validated by comparing predicted and measured velocity values 

at the points shown in Figure 4.2, adopting SST k−ω and RNG k−ε turbulence models. The 
computational domain considered for validation is depicted in Figure 4.1b. The inlet 
sections are highlighted in green, while the outlet sections are coloured red; the unlabelled 
boundary patches are modelled as walls. A hexahedral-based unstructured grid was used, 
as shown in the clipped view in Figure 4.3, realized by employing the open source 
snappyHexMesh algorithm. The proper mesh size was determined by a sensitivity analysis 
considering three different grids, whose main characteristics are listed in Table 4.4. The 
average percent deviation amongst velocity profiles obtained with Mesh 2 and 3 is less 
than 1%, therefore 1,558,632 cells are sufficient to provide a solution independent from 
the mesh size. The minimum, maximum and average y+ values obtained using Mesh 2 are 
equal to 0.058, 84.437 and 7.795 respectively. At the diffuser patches, the cell size is of 
0.01m. 

 
Figure 4.3. Computational grid employed in numerical simulations (Mesh 2, 1558632 cells). 
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Table 4.4. Details of the computational grids used for the sensitivity analysis. 

Mesh # Number of Cells Skewness max Non orthogonality max 

1 781,194 2.66 50 

2 1,558,632 3.14 50 

3 3,149,724 2.63 50 

Numerical simulations were conducted using the PISO algorithm (see Appendix A), setting 
to 2 the maximum value allowed for the Courant number. The boundary conditions 
employed for numerical model validation are detailed in Table 4.5. 

Table 4.5. Boundary conditions set for numerical model validation. 

Surface 
BC for 

velocity 

BC for 

pressure 

BC for 

temperature 
BC for k BC for ω BC for ε 

inlet 
sections 

(diffusers) 

see Table 
4.2 

𝜕𝑝

𝜕𝒏
= 0 𝑇 = 295.15 𝐾 𝐼 = 10% ℓ = 0.07L ℓ = 0.07L 

outlet 
sections 

𝜕𝒖

𝜕𝒏
= 0 𝑝 = 101325 𝑃𝑎 

𝜕𝑇

𝜕𝒏
= 0 

𝜕𝑘

𝜕𝒏
= 0 

𝜕𝜔

𝜕𝒏
= 0 

𝜕휀

𝜕𝒏
= 0 

walls 𝒖 = 0 
𝜕𝑝

𝜕𝒏
= 0 

𝜕𝑇

𝜕𝒏
= 0 standard wall functions 

A swirling behaviour was prescribed for the velocity at the inlet sections, adopting 
experimentally measured flow rates (Table 4.2) and a constant rotation value of 128 rpm. 
As to the turbulent quantities, the turbulence intensity I(%) and the turbulent mixing 
length ℓ(𝑚) were specified; the latter was calculated as the 7% of the characteristic length 
𝐿(𝑚), set equal to the radial length of the diffusers. Mesh sensitivity analysis and numerical 
model validation were conducted in terms of time-averaged velocity fields. To establish 
the proper averaging time interval, eight numerical probes were placed in correspondence 
of the physical measurements points represented in Figure 4.2, monitoring the time-
evolution of the quantities of interest and calculating the percentage deviation of the 
progressive average up to a given time level with respect to the average calculated up to 
the previous time level. Investigations have shown that an averaging time-interval size of 
1800 s is sufficient to ensure a deviation among calculated progressive averages of less 
than 1% for all probes. The first 180 s are not included in the averaging interval since 
fluctuations of the probes are not stable. In Figure 4.4 the velocity progressive average 
obtained with Mesh 2 is presented for the virtual probes placed in the domain, for both 
the turbulence models adopted; a flattening in the curves can be noticed as the time-
averaging interval increases, thus justifying the adopted approach. 
Numerical versus experimental comparison is shown in Figure 4.5 for the measuring 
points at y=2.55 m and in Figure 4.6 for the measuring points at y=5.25 m. 
The experimental velocity measurements were carried out at z=1.70 m. Since the flow field 
develops mainly in the z direction (normal to the ceiling) the experimental measurements 
were carried out by orienting the sensor in that direction while the velocity values in the 
other directions are negligible. The numerical simulations confirm what observed during 
the experimental campaign. The plots show a good agreement between predicted and 
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measured data, with the numerical values contained within the uncertainty bars for most 
of the experimental points. 

  
(a) (b) 

Figure 4.4. Velocity progressive averages obtained with Mesh 2 at points A−H, for (a) RNG k−ε model 

and (b) SST k−ω model. 

 

 
Figure 4.5. Comparison between numerical results and measurement data for probes placed at 

y=2.55 m. 

 

 
Figure 4.6. Comparison between numerical results and measurement data for probes placed at 

y=5.25 m. 
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The RMSE between the predicted and measured data was also calculated for both tested 
turbulence models, using the expression (3.7) presented in the preceding chapter. The 
calculated RMSEs are listed in Table 4.6, together with numerical results and the CPU 
times. 

Table 4.6. Computed velocities, RMSEs and CPU times for the two investigated turbulence models. 

 Mean velocity (m s−1) 

Point SST k−ω RNG k−ε 

A 0.061 0.077 

B 0.074 0.048 

C 0.083 0.046 

D 0.089 0.085 

E 0.109 0.069 

F 0.066 0.073 

G 0.082 0.100 

H 0.049 0.049 

RMSE (m s−1) 0.023 0.026 

CPU time (s) 455770 513548 

The SST k−ω model showed better agreement with experimental data and required a lower 

CPU time than the RNG k−ε model, being thus selected for further numerical simulations. 
Validation of the numerical model has been made for the eulerian velocity field. However, 
it can be proven that the proposed validation is also effective for the lagrangian field, by 
introducing the particle Stokes number [124]: 

Stk =
𝜏𝑑
𝜏𝑓

 (4.1) 

where the droplet response time, 𝜏𝑑(𝑠), is given by: 

𝜏𝑑 = 𝑑𝑒𝑞
2
𝜌𝑑
18𝜇

 (4.2) 

and the characteristic time scale in the flow, 𝜏𝑓(𝑠), is assumed equal to 1/ω [125]; deq is the 

weighted mean diameter of droplets, where the weights are the post-evaporated 
dN/dlog(dd), as reported in Table 2.1 (Section 2.3.2). 
The calculated Stokes number is not larger than 0.1 everywhere, therefore particles 
faithfully follow the fluid flow. As the largest values of the Stokes number are observed in 
correspondence of the emitter, in Figure 4.7 the calculated Stk on the y-z slice at x= 4.39 m 
(vertical plane crossing the emitter’s mouth in its middle) is depicted, showing that its 
value is well below 0.1 everywhere. 
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Figure 4.7. y-z slice at x= 4.39 m showing the Stokes number spatial distribution. 

4.4 RESULTS AND DISCUSSIONS 

To evaluate the spread and distribution of particles within the lecture room during the 
two-hour speaking activity of an infected subject, a single droplet source was modelled. 
A cylinder has been placed in the domain at a height of 1.60 m, with its basis having a 
radius of 0.021 m and representing the mouth of the speaking subject. The computational 
domain employed is shown in Figure 4.8, while boundary conditions adopted for droplet 
spread simulations are detailed in Figure 4.7 and Figure 4.8. 
The mesh adopted is composed of 1,591,198 cells and has the same topology of the grid 
employed for numerical model validation; the increased number of cells with respect to 
Mesh 2 is due to the presence of the cylinder, where the grid size is equal to 0.0025m.  
As already outlined in Section 4.2.1, three air flow rates were investigated: 3.75 ACH, 7.5 
ACH and 15 ACH. The base case is represented by 7.5 ACH, that is the rated capacity of the 
HVAC system. When halving and doubling the ACH, flow rates and rpm of each diffuser 
have been halved and doubled respectively. Knowing the area of each diffuser, that is 0.1 
m2, mean velocities at the inlet patches can be calculated dividing the adopted flow rates 
by the area; the air speed at the diffusers ranges from a minimum of 0.174 m s−1 (diffuser 
7, 3.75 ACH) to a maximum of 0.962 m s−1 (diffuser 1, 15 ACH). 
The velocity set as boundary condition for the injector is the mean value of sinusoids 
during exhalation and inhalation reported by Abkarian et al. [82] and Cortellessa et al. [11] 
for the speaking activity. A constant average velocity was applied to the patch of the 
cylinder having its normal along the positive y direction (highlighted in green in Figure 
4.8), representing the average velocity of air exhalation in a respiratory act during 
speaking. This BC was also validated in Ref. [11] by PIV experimental analysis. 
For particle injection, random velocity directions at intervals of 0.1s are imposed from the 
emitter’s mouth, considering a conical jet flow with an angle of 22 deg. In fact, as indicated 
by Abkarian et al. [82], the fluid flow coming out of the mouth during speaking activity 
diffuses with a conical direction with an opening angle of 22 deg; a “conical injection” 
lagrangian BC was thus applied to the patch, on the surface of the cylinder having its 
normal along the positive y direction, with the same angle, allowing the particles to be 
injected with the same directions of the fluid dynamics field. Buoyancy effects of the 

Stk
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injected particles have been taken into account by assuming a temperature of 308.15K for 
the exhaled air. 
Finally, as concerns the boundary conditions for the particles, the Lagrangian Particle 
Tracking model was solved by applying an escape boundary condition over all the surfaces 
of the computational domain except for entry sections (for which a rebound boundary 
condition was adopted). With such conditions the adhesion of droplets to the walls is also 
modelled, since the particles touching the external surfaces of the domain are assumed to 
disappear and cannot re-enter the computational domain. 

 
Figure 4.8. Inlet and outlet boundaries considered for the numerical description of droplets spread 

inside the room. 

 

Table 4.7. Boundary conditions adopted for numerical predictions. 

Surface BC for velocity BC for pressure 
BC for 

temperature 
BC for k BC for ω Lagrangian 

diffusers see Table 4.8 
𝜕𝑝

𝜕𝒏
= 0 𝑇 = 295.15 𝐾 𝐼 = 10% ℓ = 0.07L rebound 

outlet 
sections 

𝜕𝒖

𝜕𝒏
= 0 𝑝 = 101325 𝑃𝑎 

𝜕𝑇

𝜕𝒏
= 0 

𝜕𝑘

𝜕𝒏
= 0 

𝜕𝜔

𝜕𝒏
= 0 escape 

walls 𝒖 = 0 
𝜕𝑝

𝜕𝒏
= 0 

𝜕𝑇

𝜕𝒏
= 0 standard wall functions escape 

injector |𝒖| = 1.38 𝑚 𝑠−1 
𝜕𝑝

𝜕𝒏
= 0 𝑇 = 308.15 𝐾 𝑘 = 0.1 𝑚2 𝑠−2 

𝜕𝜔

𝜕𝒏
= 0 rebound 
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Table 4.8. Detailed boundary conditions for the velocity at the inlet sections. 

 ACH=3.75 ACH=7.5 ACH=15 

Diffuser Flow rate (m3 s−1) rpm Flow rate (m3 s−1) rpm Flow rate (m3 s−1) rpm 
1 0.0241 

64 

0.0481 

128 

0.0962 

256 

2 0.0194 0.0388 0.0776 
3 0.0220 0.0439 0.0878 
4 0.0224 0.0448 0.0896 
5 0.0226 0.0451 0.0902 
6 0.0218 0.0436 0.0872 
7 0.0174 0.0347 0.0694 
8 0.0222 0.0444 0.0888 

4.4.1 ANALYSIS OF DROPLET BEHAVIOUR, AGE AND DISTRIBUTION 

The quantity and relative percentage of droplets suspended in the air, settled on surfaces 
and evacuated through the extraction grilles by the HVAC system after two hours are 
reported in Table 4.9 for the three ventilation regimes analysed. 

Table 4.9. Number, percentage, and volume of droplets suspended in the air, settled, and evacuated 
after two hours, for the three analysed AERs. 

AER 

(h−1) 

Droplets suspended in 

the air, %, ml 
Droplets settled, %, ml 

Droplets evacuated, %, 

ml 

3.75 222987, 12.59%, 8.38×10−5 1436850, 81.15%, 5.40×10−4 110700, 6.25%, 4.16×10−5 

7.5 62169, 3.51%, 2.34×10−5 1092781, 61.72%, 4.11×10−4 615587, 34.77%, 2.31×10−4 

15 42495, 2.40%, 1.60×10−5 1372273, 77.51%, 5.16×10−4 355769, 20.09%, 1.34×10−4 

With the ventilation system at the minimum load (i.e., with 3.75 ACH), there is a higher 
number of droplets suspended in the air and settled, due to the lower velocity values. The 
air flow at a low speed cannot reach the bottom of the classroom and consequently is not 
able to effectively convey the droplets towards the extraction grilles resulting in a higher 
number of droplets still suspended in the air, while most of the droplets settle on surfaces. 
Droplets deposited on desks can pose a hazard to the susceptible subjects in the room, 
since they can be inhaled after contact between the desk and the skin. Doubling the ACH 
(from 3.75 to 7.5) reduces the droplets suspended in the air by 73%, further doubling the 
ACH (from 7.5 to 15) reduces the droplets only by 32%. The case with 15 ACH has a higher 
percentage of droplets settled than the 7.5 ACH case; a reason can be the higher inlet 
velocity that pushes down the droplets, enhancing their settling. As a result, the 7.5 ACH 
has the best performance in terms of droplets evacuated and requires a lower energy 
consumption than 15 ACH, while the 3.75 ACH is not recommended due to the poor 
performance. The above findings highlight the importance of considering the droplets 
that deposit on surfaces and not only those suspended in the air. CFD analyses can be a 
valuable tool to assess both the deposited and suspended droplets. 
To assess the effectiveness of the ventilation system, it is also important to evaluate the 
age of droplets suspended in air (i.e., their residence time inside the classroom). Depicted 
in Figure 4.9 is the particles repartition as a function of the age after two hours, expressed 
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as a percentage of the total (i.e., particles with an age within a specified range/total 
particles) and grouped in ranges of 300 s. 

 
Figure 4.9. Particles repartition by age, after two hours. 

For the case with 15 ACH the percentage of droplets with an age higher than 900 s is very 
low (~ 3%), while for the case with 7.5 ACH is ~8% and, in both cases, there are no droplets 
with an age higher than 2100 s. Even though there is an improvement when passing from 
7.5 to 15 ACH, it is not significant, also considering the increase in energy consumption. 
For the case with 3.75 ACH there are droplets that are suspended in the air since the 
beginning (age of 7200 s), resulting in a very poor evacuation efficiency, evidencing that 
the air flow provided by the HVAC system is not enough to guarantee a good indoor air 
quality in terms of aerosol removal effectiveness. In Figure 4.10 the particle distribution in 
the room after two hours is shown for the case of 3.75 ACH, with droplets coloured by their 
diameter (Figure 4.10a, top view) and their residence time (Figure 4.10b, side view). The 
side view unveils the presence of several particles with an age exceeding 3000 s, mainly 
concentrated in the immediate surroundings of the emitter, confirming the poor 
efficiency of the HVAC system under this ventilation regime. When increasing the AER to 
7.5 h−1 and 15 h−1, distributions shown in Figure 4.11 and Figure 4.12 are obtained, 
respectively. It is possible to observe that not only the number of droplets suspended in 
the air decreases, but also their age, when enhancing the ventilation (see Figure 4.11b and 
Figure 4.12b). Moreover, a similar aerosol distribution is observed for all investigated flow 
rates: particles are mainly concentrated in the area before the rows of seats (where the 
emitter is standing); this may be due also to the position of the extraction grilles, with one 
located before the first row of seats and two after. Therefore, one solution could be having 
the extraction grilles distributed on both the side walls (i.e., those with surface normal 
along the x direction) so as to enhance the removal of particles and have two grilles close 
to the emitter. As regards the particles diameter, by looking at Figure 4.10a, Figure 4.11a 
and Figure 4.12a it can be concluded that the air supply rate has no noticeable effect on 
the dimensions of the airborne droplets emitted; in fact, in all three cases the smallest 
particles (i.e., with a diameter of 1 μm) prevail. 
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(a) top view, particles coloured by diameter (b) side view, particles coloured by age 

Figure 4.10. Particles spatial distribution after two hours, for 3.75 ACH. 

 

 

 

(a) top view, particles coloured by diameter (b) side view, particles coloured by age 

Figure 4.11. Particles spatial distribution after two hours, for 7.5 ACH. 

 

 

 

(a) top view, particles coloured by diameter (b) side view, particles coloured by age 

Figure 4.12. Particles spatial distribution after two hours, for 15 ACH. 
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The spatial distribution shown in Figure 4.10, Figure 4.11 and Figure 4.12 can be better 
explained looking at the streamlines exiting the mouth of the emitter and the velocity fields 
on the x-y plane at z=1.60m and the x-z planes at y=2.55m and y=5.25m, depicted in Figure 
4.13, Figure 4.14 and Figure 4.15 for 3.75 h−1, 7.5 h−1 and 15 h−1 respectively. 
In the case of 3.75 h−1 (Figure 4.10 and Figure 4.13) velocities are quite low away from the 
diffusers. The air exhaled by the emitter rises because of buoyancy and then interacts with 
the air coming from the inlet vents, as emphasized by the streamlines. As a consequence, 
the expiratory particles are carried upwards and then spread in the room, explaining the 
reason why they are more concentrated in the upper part of the room and on the right side 
of the injector. When increasing the air supply rate to 7.5 h−1 (Figure 4.11 and Figure 4.14), 
particles are still more present in the upper area of the room, but evenly distributed; in 
fact, as well represented by the streamlines, the higher velocities cause more disturbance 
to the warm breath exhaled by the speaker, that, however, is still sufficient to lift the 
particles. When the air supply rate is increased further (15 h−1, Figure 4.12 and Figure 4.15), 
the air speed increases and strongly affects the air coming out of the emitter mouth; in this 
case, streamlines are braided and directed towards the left of the speaker, where the 
particles are mostly located. 

 

 
Figure 4.13. Mean velocity fields on the x-y plane at z=1.60m and the x-z planes at y=2.55m and 

y=5.25m, together with the streamlines exiting the mouth of the emitter (coloured by mean 
velocity), for 3.75 ACH. 
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Figure 4.14. Mean velocity fields on the x-y plane at z=1.60m and the x-z planes at y=2.55m and 

y=5.25m, together with the streamlines exiting the mouth of the emitter (coloured by mean 
velocity), for 7.5 ACH. 

 
 

 

 
Figure 4.15. Mean velocity fields on the x-y plane at z=1.60m and the x-z planes at y=2.55m and 

y=5.25m, together with the streamlines exiting the mouth of the emitter (coloured by mean 
velocity), for 15 ACH. 

4.4.2 ASSESSMENT OF THE MEAN DROPLET CONCENTRATION IN THE SEATS AREA 

Another relevant aspect to consider is the evaluation of the average dose of particles to 
which possible occupants are exposed while following a two-hour lesson, when the 
teacher represents the infected subject. To this extent, twelve control volumes have been 
selected as depicted in Figure 4.16, where the position of injector, diffusers and exhaust 
grilles is also highlighted, and the average amount of airborne respiratory droplets 
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(expressed in ml) in each volume has been calculated, for the investigated AERs (i.e., 
3.75 h−1, 7.5 h−1 and 15 h−1). 

 
Figure 4.16. Control volumes selected for the analysis. 

Each control volume is 1.97 m wide, 0.88 m deep and 0.72 m high; it extends from the 
benches up to a height of 1.5 m, enclosing the breathing zone of the occupants and 
allowing to estimate their exposure to the particles emitted by the infected subject while 
speaking in front of the class. Results are summarized in Table 4.10 and displayed in a 
graphical form in Figure 4.17. 

Table 4.10. List of the airborne respiratory particles (expressed in ml) inside the selected control 
volumes, for the different air change rates. 

 Volume of airborne respiratory particles (ml) 

Box 3.75 ACH 7.5 ACH 15 ACH 

R1C1 2.58×10−5 6.05×10−5 1.66×10−5 

R1C2 2.19×10−5 3.60×10−5 3.09×10−5 

R1C3 2.71×10−5 5.69×10−6 4.07×10−6 

R2C1 3.19×10−5 3.37×10−5 1.53×10−5 

R2C2 1.09×10−5 4.38×10−5 4.57×10−5 

R2C3 4.63×10−5 1.71×10−5 2.68×10−5 

R3C1 1.65×10−5 1.84×10−5 9.91×10−6 

R3C2 4.90×10−5 4.37×10−5 1.68×10−5 

R3C3 1.59×10−5 1.19×10−5 5.59×10−6 

R4C1 2.10×10−5 2.55×10−5 7.26×10−6 

R4C2 4.52×10−6 3.05×10−5 3.63×10−5 

R4C3 7.36×10−6 5.32×10−6 8.71×10−6 
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(a) 3.75 ACH (b) 7.5 ACH 

 
(c) 15 ACH 

Figure 4.17. Colormaps of the airborne respiratory particles (expressed in ml) inside the selected 
control volumes, for the different AERs. 

Based on the results obtained, two main considerations can be made: 
- the most critical control volume (i.e., with the highest parcels concentration) changes 

with the air supply rate. 
- even though the overall number of droplets suspended in the air decreases when 

increasing the ACH (look at Table 4.9 and Figure 4.10, Figure 4.11, Figure 4.12), at a 
local level there is not always an improvement; conversely, in multiple control 
volumes the particle concentration increases. 

This behaviour may be attributed to the asymmetric disposition of the seats with respect 
to diffusers and to the extraction grilles, proving that increasing the AER is not always an 
effective solution to remove particles. Similar findings are highlighted by the study of 
Pantelic and Tham [114], and in Chapter 3 of the present dissertation where the risk of 
SARS‐CoV‐2 inside car cabins has been assessed; in fact, two of the messages conveyed are 
that local air flow patterns must be taken into account when considering the risk of 
exposure to airborne diseases in indoor environments and that the sole air change rate is 
not sufficient to assess the effectiveness of air distribution systems. An interesting solution 
to have a better control on local airflow patterns and provide effective protection could be 
the adoption of a personalized ventilation, acting on several sub-volumes within a wider 
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indoor environment. This aspect is addressed in Chapter 5, where the effectiveness of a 
newly designed portable personal air cleaner in reducing the airborne transmission of 
respiratory pathogens is assessed, in both close proximity and shared indoor 
environments scenarios. 

4.5 CONCLUSIONS 

In the present study, 3D CFD simulations have been performed to investigate the motion 
and distribution of droplets emitted by a particles source that reproduces an infected 
subject speaking (e.g., a professor) for 2 h inside a university lecture room. The aim of the 
study is to assess the effectiveness of validated CFD tools in providing useful information: 
(i) for a proper design of HVAC systems; (ii) to optimize the system capability in evacuating 
pollutants and pathogens from the room efficiently; (iii) for the management of the HVAC 
system, by analysing the aerosol distribution in the room as a function of the AER. In order 
to analyse the aerosol distribution as a function of HVAC system design and operation, the 
room has been assumed to be empty and the thermal plume of possible occupants has 
then been neglected. Numerical results have been validated against measurement data 
collected inside a lecture room located in the Department of Engineering of the University 
of Naples “Parthenope”, in the absence of occupants. 
As the objective of the present work is the analysis of droplet distribution as a function of 
HVAC design and operation, excluding any other influential parameter, the main 
limitation of the study is represented by the absence of occupants in the room. The 
presence of occupants in the room will be considered in future studies. 
The employed numerical model is based on a Eulerian-Lagrangian approach, solving the 
mass, momentum and energy conservation equations for the air flow (continuous phase) 
and Newton’s equation of motion for each droplet (discrete phase). It has been validated 
under the nominal operating conditions of the HVAC system (i.e., 7.5 ACH) against velocity 

measurements acquired at specific points of the room, testing the SST k−ω and RNG k−ε 

turbulence models. SST k−ω has shown better performance in terms of RMSE and has 
required less computational resources. For these reasons, it has been selected for the 
numerical simulations. The validated numerical tool has been employed to evaluate the 
influence of three different air supply rates (3.75 ACH, 7.5 ACH and 15 ACH) on particles 
age, distribution in the whole room and concentration inside selected control volumes 
surrounding the rows of benches. 
Obtained results show that increasing the air supply rate is not always an effective solution 
to improve the indoor air quality (assuming that it is related to the droplet concentration). 
In fact, even though the overall number of droplets in the room decreases, at a local level 
the increased air flow produces negative effects, raising the risk of exposure in many of the 
selected control volumes. These phenomena suggest that: (i) local air flow patterns must 
be considered when designing ventilation systems and when assessing the risk of exposure 
to airborne diseases; (ii) CFD is essential to investigate the complex thermo-fluid 
dynamics of indoor environments and (iii) the AER is not enough to assess the 
effectiveness of HVAC systems. 
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5 
5 EFFECTIVENESS OF A PORTABLE PERSONAL AIR 

CLEANER IN REDUCING THE AIRBORNE 

TRANSMISSION OF RESPIRATORY PATHOGENS 

The airborne transmission in indoor environments represents the main pathway of respiratory 
pathogens, and most of the indoor environments do not have adequate ventilation to contain the risk 
of infection. This is particularly relevant for gathering spaces such as restaurants, schools, offices, etc. 
due to the long exposure times and high crowding levels. This chapter investigates the effectiveness of a 
novel patented personal air cleaner in reducing the airborne transmission of respiratory pathogens both 
in close proximity (considering a typical face-to-face configuration at a conversational distance) and in 
shared indoor environments despite maintaining distancing (lecture room). The effectiveness of the 
portable protection device was investigated using transient 3D CFD numerical simulations. The 
mathematical model employed, validated through experimental measurements, is based on a 
Eulerian-Lagrangian approach, describing the air flow as the continuous phase and infectious 
respiratory particles as the discrete phase. The CFD analyses revealed that the air cleaner could strongly 
reduce the inhalation of respiratory pathogens in both the investigated scenarios. The air cleaner 
effectiveness in the case of a close proximity scenario, expressed as relative reduction of volume of 
infectious respiratory particles inhaled by the exposed subject, resulted >92%. In the case of use in a 
shared indoor environment, instead, during a 2-h lesson, the relative reduction of volume 
concentration of infectious particles in the breathing zone of the exposed subject was >99%. 
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Keywords: portable personal air cleaner; close proximity; SARS-CoV-2; virus 
transmission; CFD analyses; infectious respiratory particles 

5.1 INTRODUCTION 

5.1.1 ROUTES OF TRANSMISSION AND ROLE OF THE VENTILATION 

COVID-19 pandemic unveiled the critical role of indoor environments in terms of 
respiratory virus spread [14,126]. This is due to the effect of the principal transmission 
route of many respiratory infectious diseases, i.e., the airborne transmission [10,12,13]. 
Indeed, virus-laden respiratory particles emitted by infected subjects remain suspended 
in the air likely reaching high concentrations causing secondary infections within 
susceptible subjects sharing the same confined space (even when non in close proximity 
to the infected subject) [12,14,127]. This route of transmission was recognized very late by 
public health authorities (i.e., WHO and CDC) despite researchers suddenly advised about 
the main role of such transmission route [12,43,44,128]. Consequently, public health 
authorities supported mitigation measures mostly facing routes of transmission not 
occurring via airborne, such as social distancing and disinfecting surfaces to limit the 
fomite transmission. However, studies on the effectiveness of non-pharmaceutical 
interventions against COVID-19 spread introduced by government worldwide clearly 
showed that environmental measures to disinfect and clean surfaces and objects in public 
and semi-public places did not produce significant reduction of the COVID-19 spread 
[129]. On the contrary, small gathering cancellations and closure of educational 
institutions, i.e., activity characterized by high crowding indexes in indoor environments 
with inadequate ventilation, significantly affected the COVID-19 spread [129]. 
Nonetheless, after the early stage of the pandemics, characterized by emergency response 
to the COVID, drastic solutions as closing indoor environments (like schools) could no 
longer represent feasible solutions [130]. 
A valuable support to reduce the SARS-CoV-2 airborne transmission in indoor 
environments, is represented by the building ventilation. In fact, Buonanno et al. [131] 
recently reported the very first proof of the effect of the ventilation against COVID-19 
airborne transmission on a largescale experiment as they compared outbreaks occurring 
in classrooms with and without mechanical ventilation systems in Italian schools: a >70% 
lower risk of infection in classrooms with mechanical ventilation systems was detected 
with respect to natural ventilation ones. 
Although the ventilation rates have been raised over the years by various standards 
worldwide for highly occupied indoor microenvironments [132,133], these standards 
mostly aimed at guaranteeing good indoor air quality and thermal comfort without a 
proper consideration to control airborne infection [134]. Therefore, zeroing the risk of 
infection in indoor environments is practically unfeasible for many respiratory viruses 
since particularly high ventilation rates (not usually achievable even by the most advanced 
ventilation standards) would have needed in case of highly emitting infected subjects, i.e., 
due to extremely contagious viruses and variants (e.g., Omicron) [135], intense expiratory 
[59,74] and/or high physical activities [136]. Thus, other non-pharmaceutical measures 
should be adopted simultaneously in view of a further reduction of the risk of infection. 
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5.1.2 AIR CLEANERS AND PERSONALIZED VENTILATION 

A valuable support could be provided by adopting, along with general ventilation systems, 
(i) air cleaners, i.e., portable devices able to pull the indoor air through filters removing 
airborne particles and then making the particle-free air circulate back into the indoor 
environment, or (ii) personalized ventilation solutions providing pathogen-free air (either 
with local air extraction or injection) in the breathing zone of the susceptible subjects in 
order to reduce their risk of infection [107,108,137–144]. 
The air cleaners represent an easy-to-use, commercially available, solution. Their 
effectiveness in reducing the airborne transmission of respiratory pathogens is related to 
the filtration efficiency of the filter and to the flow rate of the device: higher filtration 
efficiencies and flow rates lead to higher clean (pathogen-free) air delivered to the room 
and then higher removal rates of the respiratory particles emitted by infected subjects in 
the environments [145,146]. Several studies demonstrated the support of the air cleaners 
in reducing the exposure to airborne respiratory pathogens in indoor environments 
(including hospitals) [147–150], nonetheless, such support can be limited in case of 
abovementioned superspreading events [59]. 
Personalized ventilation, differently from air cleaners, doesn’t aim just at increasing the 
respiratory particle removal rate in the indoor environment but it aims, indeed, at 
reducing the exposure in the breathing zone of exposed subjects through ad-hoc designed 
air flow patterns. Such solution represents an energy efficient approach with respect to 
general ventilation alone since, in the latter case, the entire space is ventilated (including 
the unoccupied volume) supplying huge amount of conditioned air [138,151], whereas 
personalized ventilation requires lower (but properly designed) flow rates. Personalized 
ventilation is in principle a basic approach but, in order to perform efficiently in practice, 
its design has to be carefully considered since the airflow interaction in the vicinity of the 
human body is complex and also affects the thermal comfort of people [152,153]. Indeed, 
the type and geometry of the air supply terminal devices represent a topic needed for 
further studies [151,154–157]. 
Most of the experimental and numerical studies currently reported in the scientific 
literature deals with personalized ventilation systems relying upon fixed ducts injecting 
and extracting air at a fixed location (e.g., a fixed workplace, an office desk, a bus seat, a 
theatre seat, etc.) [137,143,151,158]. Thus, slightly different orientations, positioning, 
height of the person could affect the effectiveness of the personalized ventilation. 
Moreover, despite personalized ventilation systems could guarantee a more efficient 
energy use, supply and extraction air flows need to be channelled (and, in case, connected 
to the HVAC system), consequently, the installation of personalized ventilation systems is 
not cheap and, once installed, they are not significantly adaptable [107,159]. 
Summarizing, in order to reduce the airborne transmission of respiratory pathogens, 
technical solutions condensing the advantages of air cleaners (i.e., portability, cheapness, 
and ease of use) and personalized ventilation (i.e., fluid dynamic performances) could be 
successful. 

5.1.3 AIMS OF THE WORK 

The aim of the present study is to evaluate the effectiveness of a newly designed portable 
personal air cleaner (recently patented; patent n. 102022000010346) in reducing the 
airborne transmission of respiratory pathogens as well as airborne particles. The device 
was conceived as a ductless apparatus capable of reducing the concentration of infectious 
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respiratory particles (IRPs) in the breathing region of the exposed person. This is achieved 
by supplying filtered air through an ad-hoc flow pattern that is properly designed to avoid 
thermal discomfort and/or prevent respiratory particles from entering the particle-free 
area. CFD analyses are here performed to test the portable personal air cleaner both in 
close proximity and for people sharing the same indoor environment but not in close 
proximity when the infected subject is speaking. Close proximity simulations were 
performed considering a typical face-to-face configuration at a conversational distance 
between emitter and receiver, whereas indoor environment simulations were performed 
considering the university lecture room experimentally and numerically characterized in 
the preceding chapter of this dissertation. 

5.2 MATERIALS AND METHODS 

The patented portable personal air cleaner (patent n. 102022000010346) is able to provide 
clean air in the breathing zone of exposed subjects as it creates a protected volume in 
which users can breathe clean air with pollutant and respiratory pathogen concentrations 
considerably lower than those in the room environment. The device is based on the 
concept of personalized ventilation and presents small dimensions to guarantee its 
portability. In Figure 5.1 the schematic of the proposed device is available, and the main 
dimensions (affecting the functionality of the device) are highlighted. 

 
Figure 5.1. Schematic of the portable personal air cleaner. 

The device, designed to be powered by a battery, receives air from the environment 
through an inlet section. Then, the sampled air passes through a filtration section designed 
to remove airborne and respiratory particles from the flow with a 100% filtration efficiency. 
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Such a high efficiency can be achieved, for the typical respiratory particle size ranges, by 
commercial filters (e.g., HEPA or electrostatic filters). 
The cleaned air is reintroduced into the environment through four distinct sections: three 
high-velocity sections (positioned vertically on the sides and horizontally at the top of the 
device) and a low-velocity section characterized by high swirl motion (rotational motion 
of the air through the axis of the nozzle). The device was conceived as a rectangular 
parallelepiped with dimensions of 10 cm × 10 cm × 30 cm. The main geometrical and 
operational characteristics of the portable personal protection device are summarized in 
Table 5.1. The three high-velocity sections provide a total flow rate of 35.6 m3 h−1, whereas 
the low-velocity section flow rate is equal to 2.0 m3 h−1. Thus, the average air velocities are 
equal to 3.0 m s−1 and 1.8 m s−1, respectively. 

Table 5.1. Main geometric characteristics of the portable personal air cleaner. 

Geometrical parameter Size (cm) 

length of the air cleaner, L 10 

depth of the air cleaner, P 10 

height of the air cleaner, H 30 

diameter of the low velocity outlet section, d 2 

height of the high velocity side outlet sections, h 25 

width of the high velocity side outlet sections, s’ 0.5 

length of the high velocity upper outlet section, s 8 

width of the high velocity upper outlet section, h’ 1 

length of the inlet section, s’’ 8 

width of the inlet section, h’’ 1 

The air cleaner was designed to ensure the maximum protection effectiveness when 
placed on table, desk etc. at a recommended distance of about 40 cm from the susceptible 
individual. To this purpose, the functionality of the device is based on the sophisticated 
fluid-dynamic field generated by the specific outlet sections. In particular, the clean air 
jets exiting the high-velocity sections produce a fluid-dynamic shield which encloses a 
sheltered microenvironment capable of protecting a susceptible from airborne and 
respiratory particles. At the same time, through the low-velocity section, clean air is 
injected into this microenvironment, enhancing individual protection as it prevents 
particles from re-entering from the highly concentrated room environment. Such low-
velocity air flow rate was specifically designed to prevent thermal discomfort for users. In 
fact, the lower velocity at the outlet section and the swirl motion result in a very low final 
velocity of the air flow that reaches the user. Analogously, the high-velocity air flow rates 
were designed with release angles not directly reaching the user. In Figure 5.2 a qualitative 
representation of the release angles and fluid flow directions is given, whereas in Table 5.2 
the values of the release angles of the jets at the air cleaner outlet sections are summarized: 
here α represents the upper jet direction with respect to a horizontal plane while β1 and β2 
represent the side jet directions with respect to a vertical plane. 
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Figure 5.2. Release angles and directions of the air flows exiting the high-velocity sections. 

 

Table 5.2. Release angles of the jets at the air cleaner outlet sections. 

Outlet sections α β1 β2 

upper jet release 50 deg - - 

side jet 1 release 30 deg 45 deg - 

side jet 2 release 30 deg - 45 deg 

5.2.1 NUMERICAL MODEL 

The particle-laden flow evolving in the scenarios here outlined can be regarded as a 
dispersed dilute two-phase flow [11] and fluid-particle interaction is solved with the 
Eulerian-Lagrangian approach, as already discussed in Section 2.3.1. The emission model 
considered for the IRPs exhaled by the infected subject, instead, is discussed in 
Section 2.3.2, where the particle number and volume distributions adopted in the 
simulations, and the corresponding number emission rates, are also reported. Numerical 
investigations were performed employing the open-source OpenFOAM code, based on 
the finite volume formulation. 

EULERIAN APPROACH IN CLOSE PROXIMITY SCENARIO 

The numerical model adopted for the resolution of velocity, pressure and temperature 
fields in close proximity scenario was recently developed by Cortellessa et al. [11] and it is 
employed here for the evaluation of the effectiveness of the personal air cleaner. 
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The CFD technique was adopted for the numerical description of velocity, pressure, and 
temperature fields, along with the motion and interaction of the particles with the fluid. 
The substantial complexity of the adopted approach has paid off by allowing a detailed 
description in space and time of the thermo-fluid dynamics coupled fields and the 
associated particles motion. Turbulence was modelled using the URANS approach, 

closing continuum equations with the Realizable k−ε model, since previous analyses 
performed by Refs. [116,160] revealed that it is the best one to predict fluid flow for close 
proximity scenarios. A time step equal to 0.1 s was adopted for all the performed numerical 
analyses. Finally, numerical simulations were performed adopting the following 
thermophysical properties of air: specific heat Cp=1004.5 J kg−1 K−1, dynamic viscosity 
μ=1.8×10−5 Pa s, and Prandtl number Pr=0.71. 

EULERIAN APPROACH IN SHARED INDOOR ENVIRONMENTS 

The investigated shared indoor environment is the university lecture room characterized 
in Chapter 4; the same assumptions are thus made in the numerical modelling (the reader 
is referred to Section 4.2.1 for further details). Here it is simply reminded that: (i) the SST 
k–ω model [78] was adopted to close the continuum equations, since the validation 
performed in Section 4.3 revealed that it is the best one to predict the fluid flow behaviour 
inside the lecture room under investigation; (ii) the computed numerical fields were 
averaged over a proper time interval to reach a quasi-steady state condition. The quasi-
steady state flow condition was then employed to transport the IRPs injected by the 
infected subject over time during speaking activity. 

5.2.2 PERSONAL AIR CLEANER IN A CLOSE PROXIMITY SCENARIO 

The effectiveness of the portable personal protection device was studied in detail by using 
the CFD numerical model, described in the previous section and developed by Cortellessa 
et al. [11], capable of reproducing the velocity, temperature, and pressure fields in a close 
proximity scenario with high accuracy, in addition to the emission, distribution and 
inhalation of pathogens received by a susceptible individual. 
Figure 5.3 shows the computational domain selected to analyse the performance of the 
portable personal air cleaner in close proximity scenarios. 
The computational domain reproduces an indoor environment in which two subjects are 
seated, facing each other, at the same table. One of the two subjects is considered infected 
(the emitter, or speaking subject, in Figure 5.3), while the other (the receiver subject in 
Figure 5.3) is protected by the device. 
The study was conducted in a time-varying regime by faithfully reproducing the 
respiratory act (inhalation/exhalation of IRPs) and assuming that the infected subject is 
speaking loudly in the direction of the susceptible subject (which represents the most 
critical situation). Face-to-face interactions between two subjects (the infected emitter 
and the susceptible receiver) of the same height, located at a distance of 80 cm, were 
studied. The susceptible subject was considered as a mouth-breather, thus the IRPs were 
inhaled through the mouth. 
The effectiveness of the personal air cleaner was evaluated by comparing the volume of 
IRPs inhaled by the susceptible, while the infected is speaking, and expressed as relative 
reduction among the results obtained from simulations performed with the device turned 
on and off. In both simulations, the inhalation of IRPs by the receiver through their mouth 
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was recorded for an exposure time of 900 s. CFD analyses were conducted adopting the 
boundary conditions available in Table 5.3. The mouths of emitter and receiver were 
modelled as circular surfaces with a radius of 2 cm [11]. In Figure 5.3, the BC set for the air 
velocity at the mouths of the emitter and receiver are also illustrated; in particular, a 
sinusoidal function was adopted at both the emitter and receiver mouths to simulate a real 
interaction between two subjects [11]. Volumetric flow rates equal to 1 l s−1 for speaking 
and 0.45 l s−1 for mouth breathing were imposed as BC [82]. A frequency f=0.2 s−1 and an 
amplitude a=1 m s−1 were selected for the sinusoidal velocity profile applied to the receiver 
mouth, assuming a temporal range of 5 s for a full breath [11]. For the speaking emitter 
subject, velocity peaks of 5 m s−1 were mounted on the sinusoidal velocity profile [11,82]. 

 
Figure 5.3. Computational domain considered for close proximity simulations: emitter, receiver, air 

cleaner, and external surfaces are highlighted. 

 

Table 5.3. Boundary conditions adopted for the external surfaces of the computational domain and 
for the subjects. 

Surface BC for velocity BC for pressure BC for temperature 

ABEF u = 0 ∂p/∂n = 0 ∂T/∂n = 0 

CDGH u = 0 ∂p/∂n = 0 ∂T/∂n = 0 

BDFH u = 0 ∂p/∂n = 0 ∂T/∂n = 0 

ACEG u = 0 ∂p/∂n = 0 ∂T/∂n = 0 

ABCD ∂u/∂n = 0 p = 101325 Pa T = 293.15 K 

emitter mouth see Figure 5.3 ∂p/∂n = 0 T = 308.15 K 

receiver mouth |u| = a·sin(2π f t) ∂p/∂n = 0 T = 308.15 K 
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The boundary condition set for the mouth breathing receiver was verified by Cortellessa 
et al. [11] comparing numerical results with PIV data in terms of velocity profiles obtained 
at two different distances from the mouth of the emitter. Here four distances are selected 
for comparison, to provide a more detailed analysis: 10, 15, 20 and 30 cm. This comparison 
also provided a rough confirmation of the numerical velocity field. Figure 5.4 displays the 
four validation sections along with the CFD velocity contours obtained within the sagittal 
plane, by selecting the instant of time for breathing at which the maximum velocity values 
are reached (peak of the sinusoidal function). 

 
Figure 5.4. CFD velocity contours obtained within the sagittal plane by selecting the instant of time 
for breathing when the maximum velocity value is reached (peak of the sinusoidal function). The 
validation sections placed at different distances from the emitter mouth (10, 15, 20 and 30 cm) are 

also indicated. 

Comparison between CFD and PIV vertical velocity profiles is plotted in Figure 5.5: a good 
agreement was found between the numerical and experimental average and peak 
velocities, thus validating the numerical solutions obtained through the CFD analyses. 
The velocity peak of 5 m s−1 adopted for the emitter was confirmed as well, by experimental 
analyses related to the speaking expiratory activity [11]. 
The IRPs are injected from the emitter’s mouth using a conical injection with an angle of 
22 deg. This angle, calculated by Abkarian et al. [82], encloses 90% of the IRPs in a cone 
passing through the mouth exit and was verified to remain stable over time after the initial 
cycles. The LPT was solved by applying an escape boundary condition for IRPs over all the 
surfaces of the computational domain, including the protection device and the subjects. 
In that way, the accumulation of viral load in the environment can be avoided. Once again, 
it is emphasized that in close proximity scenario, the focus of the study is on determining 
whether the air cleaner can protect the exposed subject from the IRPs directly emitted by 
the infected subject. Protection from the IRPs accumulated in the indoor environment is 
investigated separately, as described in Section 5.2.3. 
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(a) (b) 

  
(c) (d) 

Figure 5.5. Experimental (PIV, dotted lines) and CFD (solid lines) velocity profiles obtained in a 
sagittal plane at different distances from the emitter’s mouth: (a) 0.10 m, (b) 0.15 m, (c) 0.20 m, and 

(d) 0.30 m. 

The computational grids were obtained employing hexahedral-based unstructured 
elements, by using the opensource snappyHexMesh algorithm. Three meshes were tested: 
Mesh 1 composed of 927,156 elements, Mesh 2 composed of 2,904,623 elements, and Mesh 
3 composed of 4,415,668 elements (Figure 5.6). The grids exhibit a maximum non-
orthogonality value of about 50 and are refined in correspondence with the solid surfaces, 
where a boundary layer region is added to better capture the gradients in the viscous 
region. Spatial and temporal mesh sensitivity analyses were performed to define the 
optimal grid able to reproduce reliable results for the investigated close proximity 
scenario. In particular, the spatial sensitivity analysis was performed by selecting the two 
vertical sections identified in Figure 5.6, located at y=2.1 m and y=2.5 m along the y-z plane 
crossing the emitter’s mouth at its midpoint along the x-direction. This choice was 
adopted in order to capture the fluid dynamics phenomena affecting the outgoing air jets 
from the emitter’s mouth and from the outlet surfaces of the personal cleaner. Figure 5.7 
shows the comparison of the y-velocity profiles obtained with Mesh 1, 2 and 3 at the two 
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selected vertical sections (y=2.1 m and y=2.5 m). The average percent deviation among the 
velocity fields obtained comparing Mesh 1 and Mesh 2 was equal to 6.5%, while it resulted 
equal to 2.8% when comparing Mesh 2 and Mesh 3. 

 
Figure 5.6. Sections and probes selected for the mesh sensitivity analysis (left); computational grids 

employed to simulate the spread of IRPs in close proximity (right). 

 

  
(a) (b) 

Figure 5.7. y-velocity profiles obtained with Mesh 1, 2 and 3 at two vertical sections located at 
(a) y=2.1 m and (b) y= 2.5 m along the y-z plane crossing the emitter’s mouth at its midpoint along 

the x-direction. 

Additionally, a temporal sensitivity analysis was conducted by collecting the y-velocity 
trends (every 0.1 seconds over a temporal interval of 100 s) at six evenly spaced probes (as 
indicated in Figure 5.6). These probes were positioned at 5 cm intervals in the y-direction, 
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starting from the emitting subject’s mouth. Table 5.4 summarizes the average y-velocity 
percent deviations between Mesh 1 and Mesh 2, and between Mesh 2 and Mesh 3, with 
total averaged deviations of 4.1% and 2.5%, respectively. Since the percent deviations 
between Mesh 2 and Mesh 3 were lower than 5% for both the sensitivity analyses 
performed (i.e., spatial and temporal), simulations were carried out adopting Mesh 2. 

Table 5.4. Average y-velocity percent deviations between Mesh 1 and Mesh 2, and between Mesh 2 
and Mesh 3, calculated for six evenly spaced probes positioned at 5 cm intervals in y-direction 

starting from the emitting subject’s mouth. 

Probe 
number 

Probe coordinates 
(x, y, z) 

Average y-velocity percent 

deviation between Mesh 1 
and Mesh 2 (%) 

Average y-velocity percent 

deviation between Mesh 2 
and Mesh 3 (%) 

1 (2.50, 2.05, 1.06) 4.0 4.0 

2 (2.50, 2.10, 1.06) 3.2 1.7 

3 (2.50, 2.15, 1.06) 3.1 1.8 

4 (2.50, 2.20, 1.06) 3.9 2.1 

5 (2.50, 2.25, 1.06) 4.8 2.5 

6 (2.50, 2.30, 1.06) 5.6 2.9 

Total averaged values (%) 4.1 2.5 

5.2.3 PERSONAL AIR CLEANER IN A SHARED INDOOR ENVIRONMENT 

The personal air cleaner effectiveness was evaluated, in the case of shared indoor 
environments, by numerical simulations aimed at investigating the effects of the personal 
air cleaner on reducing the concentration of IRPs in the breathing area of the air cleaner 
user during a 2-h lesson delivered by an infected subject (i.e., the teacher). Since the indoor 
mass transport of IRPs is strongly influenced by natural and mechanical ventilation, great 
attention was paid to the choice of the indoor environment to be simulated. To this 
purpose, the university lecture room experimentally and numerically characterised in 
Chapter 4 was adopted, using the same simulating approach. The spread and distribution 
of the IRPs within the lecture room during the 2-h lesson was evaluated for the nominal 
HVAC system operating conditions (AER=7.5 h−1). 
The computational domain is shown in Figure 5.8, where the position of the personal air 
cleaner is also depicted. The rationale behind this specific placement of the air cleaner will 
be explained later. The inlet and outlet sections of the computational domain are 
highlighted in green and red colours in Figure 5.8, while other boundary patches, depicted 
in transparent grey, are modelled as walls. The teacher’s mouth is modelled as a cylinder 
with a radius of 0.021 m placed at a height of 1.60 m just behind the main desk of the room. 
A hexahedral-based unstructured grid was employed to simulate the lecture room, as 
shown in the clipped view in Figure 5.9, realized using the snappyHexMesh algorithm. The 
mesh was generated with the same structure and configuration as in Section 4.3, but with 
different refinement parameters in the portable personal protection device zone. The 
mesh used to process the shared environment is composed of 3,351,054 cells (Figure 5.9), 
with a maximum skewness of 3.42 and a maximum non-orthogonality of 58.3. The 
selection of this mesh resulted from a sensitivity analysis comparing three grids with 
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increasing cell numbers; grid independence was achieved with the aforementioned grid 
(the intermediate one), whose errors were <5% from the reference. The numerical 
simulations were conducted in terms of time-averaged velocity fields, following the same 
approach described in Section 4.3. 
The boundary conditions adopted for the different patches of the computational domain 
considered for the simulation of the lecture room are detailed in Table 5.5. Finally, as 
concern the boundary conditions of the IRPs, the Lagrangian Particle Tracking was solved 
by applying an escape boundary condition over all the surfaces of the computational 
domain, except for the entry sections, for which a rebound boundary condition was 
adopted. With such conditions the adhesion of particles to the walls is also modelled, since 
the particles touching the external surfaces of the domain are assumed to disappear and 
cannot re-enter the computational domain. 

 
Figure 5.8. 3D model of the lecture room, with patches highlighted, and location of the portable 

device inside the computational domain. 

 
 

 
Figure 5.9. Computational grid (composed by 3,351,054 elements) adopted in the numerical analysis 

of the university lecture room. 
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Table 5.5. Boundary conditions adopted at the different patches of the computational domain 

considered for the simulation of the lecture room. 

Surface 
BC for 

velocity 

BC for 

pressure 

BC for 

temperature 
BC for k BC for ω Lagrangian 

diffusers 
see Table 4.8 

(ACH=7.5) 
∂p/∂n = 0 T = 293.15 K I = 10% ℓ = 0.07 L rebound 

room 
outlet 

sections 
(exhaust 
grilles) 

∂u/∂n = 0 p = 101325 Pa ∂T/∂n = 0  ∂k/∂n = 0 ∂ω/∂n = 0 escape 

walls u = 0 ∂p/∂n = 0 ∂T/∂n = 0 standard wall functions escape 

injector ǀuǀ = 1.11 m s−1 ∂p/∂n = 0 T = 308.15 K k = 0.1 m2 s−2 ∂ω/∂n = 0 rebound 

air cleaner 
jet release 
sections 

see 
Section 5.2 

∂p/∂n = 0 T = 293.15 K I = 10% ℓ = 0.07 L escape 

The CFD model adopted for the numerical analysis in the shared indoor environment was 
validated in the preceding chapter by comparing numerical and measured velocities at 
eight probes placed inside the domain (Figure 4.2): results of the comparison are 
illustrated in Figure 4.5 and Figure 4.6, where a good agreement between experimental 
and numerical data is recognizable. 
To assess the effectiveness of the personal air cleaner in reducing exposure to IRPs during 
a 2-h lesson, the IRPs volume concentration in twenty-four boxes (shown in Figure 5.10) 
was calculated. Each box, measuring 1.00 m × 1.00 m × 0.88 m (width, height, and depth, 
respectively), was intended to represent the average IRPs concentration experienced by 
each student attending the lesson, as they were virtually placed on the students’ desks and 
extend one meter from desk height to analyse the students’ breathing areas. 
The effectiveness was estimated by comparing the average IRPs volume concentration 
inside the boxes with and without the air cleaner. Simulations without the air cleaner 
allowed to identify the box with the highest IRPs volume concentration, as detailed in the 
results section (5.3.2, Figure 5.14). Subsequently, a simulation with the air cleaner was 
conducted, positioning it in proximity to the most exposed student/spot previously 
identified, following the recommended (designed) positioning of about 40 cm from the 
student. 
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Figure 5.10. Positioning of the twenty-four boxes adopted to estimate the average concentration 

experienced by the 24 students sitting at their desk during the 2-h lesson in the lecture room. The 
box characterized by the highest IRPs volume concentration in the simulations without air cleaner is 

also shown (in red). 

5.3 RESULTS 

In this section the results obtained from CFD analyses concerning the effectiveness of the 
personal air cleaner are illustrated and discussed both for the close proximity scenario, 
described in Section 5.2.2, and for the shared indoor environment, described in 
Section 5.2.3. 

5.3.1 EFFECTIVENESS OF THE AIR CLEANER IN A CLOSE PROXIMITY SCENARIO 

The effectiveness of the air cleaner in a close proximity scenario was evaluated comparing 
the results (in terms of volume of IRPs inhaled by the receiver) obtained from the 
simulations performed with and without air cleaner for an exposure time of 900 s. The 
distance between the two subjects sitting at the same table was chosen equal to 80 cm and 
the air cleaner (when adopted) was placed at the recommended distance of 40 cm from 
the receiver. 
As an illustrative example of the IRPs trajectories and flow fields obtained from the 
simulations, in Figure 5.11 the velocity streamlines (obtained from the output surfaces of 
the personal air cleaner) and the IRPs distribution for a breathing period of 5 s (at 
computational times of 5, 5.5, 6.5, 7.5, 8.5, and 10 s) are shown when the personal purified 
is turned on. The figure clearly shows how the high-velocity air flows (both from side and 
upper sections) provided by the device create a protection zone around the receiving 
mouth preventing the inhalation of IRPs. In fact, IRPs are deflected upwards and 
consequently they are removed from the susceptible breathing area. In addition, the low 
velocity air jet, coming out of the device, ensures the presence of clean air in the breathing 
zone increasing the level of individual protection. Indeed, IRPs reaching the device 
protection streams are spread while rising in a vertical direction due to the effect of 
buoyancy forces. The air flow rate produced by the emitter speaking activity can 
occasionally produce (at certain time steps) a slight deflection of the high-velocity air flow 
rates of the air cleaner then leading to slight, but negligible, variations in the protection 
efficiency of the air cleaner. In Figure 5.12, the volumes of IRPs inhaled by the receiver as 
a function of time, in both cases of the device being turned off and on, during the 900 s 
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exposure time are plotted as well as the resulting personal air cleaner effectiveness. The 
effectiveness is expressed as the relative reduction in the volume of IRPs inhaled by the 
receiver, evaluated as the percent reduction between the volumes inhaled with the device 
turned on and off, respectively. The trends show that the device effectiveness is extremely 
high as the relative reduction of the volume of IRPs inhaled by the receiver is always >92%, 
with an average reduction during the 900 s exposure scenario equal to 96%. 

 

 
Figure 5.11. Numerical velocity streamlines and IRPs dispersion during a single breath of the emitter 

subject in the close proximity scenario, obtained from simulations with the portable air cleaner 
turned on: six selected computational times (5, 5.5, 6.5, 7.5, 8.5, and 10 s) are shown. 
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Figure 5.12. Volume of IRPs (ml) inhaled from the receiver subject in the case of personal air cleaner 
turned off and on during the 900 s close proximity exposure scenario; personal air cleaner 

effectiveness as a function of time (expressed as the relative reduction of the volume of IRPs 
inhaled) is also reported. 

5.3.2 EFFECTIVENESS OF THE AIR CLEANER IN SHARED INDOOR ENVIRONMENTS 

The effectiveness of the air cleaner in the shared indoor environment was assessed by 
comparing the results obtained from simulations performed with and without air cleaner 
for a 2-h lesson. The assessment focused on the volume concentration of IRPs inside 
virtual boxes representing the seats of the students (as identified in Section 5.2.3) while the 
teacher (i.e., the infected subject) spoke throughout the entire lesson. The air cleaner, 
when considered, was positioned at the recommended distance of 40 cm from the 
receiver. Specifically, it was placed inside the box characterized by the highest 
concentration observed in the simulation without the air cleaner. Figure 5.13 displays the 
spatial distribution of IRPs in the lecture room as obtained from simulations conducted 
without and with the air cleaner. In the figure, the box used to compare the IRPs 
concentrations is highlighted in red, clearly indicating the lower concentration resulting 
from the simulation with the air cleaner turned on. Anyway, the presence of the portable 
personal protection device changes radically the motion of the IRPs inside the domain, 
especially in the working area and ahead of the protection zone. Indeed, the velocity field 
induced by the personal air cleaner reduces the concentration in the breathing volume of 
the student using it; meanwhile, IRPs are conveyed by the air cleaner, leading to an 
increase in concentration in the boxes ahead. This phenomenon is clearly detectable in 
Figure 5.14 and in Table 5.6. The box characterized by the highest concentration in the 
scenario without air cleaner is R2C4 (with a volume concentration of 4.07×10−7 ml m−3); 
when the air cleaner is adopted, the concentration in that box is roughly halved 
(2.08×10−7 ml m−3). The concentrations in the adjacent boxes (R2C3 and R2C5) also 
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decrease (by roughly 30-35%) when the air cleaner is adopted. However, as mentioned 
earlier, in the boxes just ahead of the critical one, there is a significant increase in 
concentration (reaching up to six times the original value) due to the IRPs transport 
phenomena caused by the air cleaner itself, which draws in and conveys IRPs to the boxes 
R1C3 and R1C4. Thus, if only one air cleaner is used, the concentration of IRPs experienced 
by other students can be negatively affected by the presence of the personal air cleaner. 
The proposed personal air cleaner may represent a useful solution for indoor spaces where 
users have a nearly fixed position. Therefore, a personal air cleaner should be installed at 
each student’s spot to protect them and prevent possible increases in IRPs concentration 
in the breathing zones of adjacent students. The use of multiple air cleaners in the room is 
not expected to result in negative interactions among them, as, at distances characterizing 
students’ spots, the terminal velocities of the flow exiting the air cleaners are negligible (as 
shown in Figure 5.11). Nonetheless, it is important to emphasize that the primary objective 
of this study was to demonstrate that the proposed air cleaner can protect exposed 
individuals even in shared environments, and indeed, this objective has been achieved. 
Further studies on real-world applications involving the simultaneous use of multiple air 
cleaners will be conducted in the future. 

 
Figure 5.13. Top view of the spatial distribution of IRPs in the lecture room without (left) and with 

(right) personal air cleaner. 

 

 
Figure 5.14. Colormaps of the volume concentration of IRPs (ml m−3) inside the 24 boxes, without 

(left) and with (right) air cleaner. 
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Table 5.6. Volume concentrations of IRPs in each of the 24 boxes (ml m−3), with and without air 
cleaner. Concentrations here reported represent the average concentrations during the 2-h 

exposure period. 

Box 
Volume concentration of IRPs in each box (ml m−3) 

Without air cleaner With air cleaner 

R1C1 3.16×10−7 2.45×10−7 

R1C2 2.16×10−7 1.29×10−7 

R1C3 1.07×10−7 6.63×10−7 

R1C4 3.82×10−7 6.26×10−7 

R1C5 0.76×10−7 1.70×10−7 

R1C6 0.21×10−7 0.13×10−7 

R2C1 0.39×10−7 0.79×10−7 

R2C2 2.32×10−7 1.42×10−7 

R2C3 3.63×10−7 2.41×10−7 

R2C4 4.07×10−7 2.08×10−7 

R2C5 2.32×10−7 1.55×10−7 

R2C6 0.24×10−7 0.36×10−7 

R3C1 1.54×10−7 0.93×10−7 

R3C2 1.90×10−7 1.03×10−7 

R3C3 2.25×10−7 0.99×10−7 

R3C4 1.95×10−7 2.20×10−7 

R3C5 1.07×10−7 0.68×10−7 

R3C6 0.38×10−7 0.28×10−7 

R4C1 0.67×10−7 1.42×10−7 

R4C2 2.61×10−7 1.28×10−7 

R4C3 3.47×10−7 0.52×10−7 

R4C4 0.97×10−7 1.91×10−7 

R4C5 0.19×10−7 0.23×10−7 

R4C6 0.27×10−7 0.38×10−7 

The use of twenty-four 1.00 m × 1.00 m × 0.88 m virtual boxes proved to be extremely useful 
in identifying the student/spot characterized by the highest exposure to IRPs volume 
concentration; nonetheless, the size of these boxes is significantly larger than the 
breathing zone of the students and, consequently, larger than the protected zone provided 
by the air cleaner. In other words, the effectiveness of the air cleaner evaluated with this 
box size could be extremely underestimated, as it should be determined just considering 
the actual breathing zone of the student. To address this, a smaller 0.20 m × 0.20 m × 0.20 
m box (referred to as the “reduced box”) located within the device’s airflow outlets was 
also considered to properly compare the volume concentrations with and without air 
cleaner. The initial and reduced box size and positioning are highlighted in Figure 5.15, 
whereas the volume concentrations of IRPs and the corresponding relative reductions 
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obtained with the two boxes are reported in Table 5.7. When the proper (i.e., the reduced) 
box is considered, the relative reduction of the student’s exposure results equal to 99.5%, 
indicating that the personal air cleaner can significantly protect the susceptible not only 
in close proximity scenarios but also in shared indoor environments. Thus, the adoption 
of a personalized air cleaner could be an interesting solution to support the general 
ventilation in managing the airborne transmission of respiratory pathogens in shared 
indoor environments. It is important to emphasize that these findings apply beyond the 
specific indoor environment considered. They can be generalized to almost all indoor 
spaces where users have a nearly fixed position: indeed, the protection of the air cleaner 
can be undermined only if high velocity currents of air are present (e.g., draughts). This is 
not the case of properly designed HVAC systems, whose terminal velocity at head height, 
for thermal comfort reasons, is expected to be <0.5 m s−1. 

 
Figure 5.15. Standard and reduced volume applied to the investigation of the personal air cleaner 

performances. 

 

Table 5.7. Volume concentrations of IRPs (and corresponding relative reductions) obtained from 
simulations with and without air cleaner, considering both the initial and the reduced box. 

Box 
Volume concentration of IRPs (ml m−3) Relative reduction 

of volume 

concentration Without device With device 

initial box 
(1.00 m × 1.00 m × 0.88 m) 

4.07×10−7 2.08×10−7 49.1% 

reduced box 
(0.20 m × 0.20 m × 0.20 m) 

1.25×10−6 5.95×10−9 99.5% 

5.4 CONCLUSIONS 

The present chapter evaluated the effectiveness of a newly designed patented portable 
personal air cleaner in reducing the airborne transmission of respiratory pathogens, 
including respiratory viruses such as SARS-CoV-2, in two typical exposure scenarios: in 
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close proximity and in a shared indoor environment. The effectiveness of the portable air 
cleaner device was investigated by using complex 3D CFD numerical simulations, 
validated through experimental measurements. The air cleaner under investigation was 
conceived as a portable battery-operated device and was designed with proper air flow 
rate velocities and angles able to create a sophisticated fluid-dynamic shield capable of 
protecting a susceptible from airborne and respiratory particles. 
Close proximity simulations were performed considering a typical face-to-face 
configuration between emitter and receiver, whereas indoor environment simulations 
were performed considering a university lecture room previously experimentally and 
numerically characterized in terms of air flows. 
Results of the CFD analyses demonstrated that in close proximity scenario the air cleaner 
was able to reduce, on average, the volume of infectious respiratory particles inhaled by 
the exposed subject, during a 900 s conversation, by 96% (with instantaneous reductions 
always >92%).  
Results of the simulations performed in the shared indoor environment revealed an 
average relative reduction of the volume concentration of infectious respiratory particles 
in the breathing zone of an exposed subject, during a 2-h lesson, equal to 99.5%. 
Summarizing, the proposed personal air cleaner is able to provide a significant protection 
for exposed subjects both in close proximity and in shared indoor environments, then 
leading to a reduced airborne transmission of respiratory pathogens. This is the reason 
why future developments of the study will be focused on the prototyping of the air cleaner 
and on the consequent in-field experimental evaluation of the device performances. 
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This chapter is based on the following manuscript (submitted): 

Bertone M., Arpino F., Cortellessa G., Grossi G. and Sciacchitano A. (2024). Experimental characterisation of 
ventilation flow in a real car cabin: a benchmark case. 

6 
6 EXPERIMENTAL CHARACTERISATION OF 

VENTILATION FLOW IN A REAL CAR CABIN: 

A BENCHMARK CASE 

This chapter presents an experimental investigation of the airflows inside the cabin of a commercially 
available car aimed at producing a benchmark case for the validation of numerical simulations. The 
analyses were carried out by operating the front ventilation mode at the four fan flow rates available, 
with fresh air intake (i.e., without air re-circulation). Firstly, the flow velocity at the exit of the vents was 
characterised by means of 5-hole pressure probe measurements. Then, the flow velocity fields were 
measured by Particle Image Velocimetry in three longitudinal sections inside the car cabin, consisting 
of the car centre longitudinal plane, the driver's seat longitudinal plane, and the passenger's seat 
longitudinal plane. Although the results focus on the flow field measured at fan speed 3 out of 4, 
comparisons at specific locations are carried out with the flow fields achieved with the other fan speeds. 
The time-averaged air velocity is presented and discussed, showing the position of the jet issued by the 
centre vents and the velocity decay along the jet core. Additionally, the velocity fluctuations are analysed 
in terms of quadrant analysis, Reynolds stresses and turbulent kinetic energy at the three measured 
longitudinal planes. Moreover, a detailed uncertainty analysis of the experimental results is presented 
using the correlation statistics method and linear error propagation. The study provides new insights 
into the ventilation flow in a car cabin and proposes a new benchmark case for the validation of 
numerical simulations of energy and mass transport within a car cabin indoor micro-environment. 
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Keywords: Particle Image Velocimetry (PIV); 5-hole pressure probe; car cabin 
benchmark; uncertainty analysis; ventilation; indoor environment 

6.1 INTRODUCTION 

A car cabin is an indoor micro-environment where people spend considerable time, 
whether for daily commuting or long-distance travel [161,162]. Ensuring the comfort and 
safety of passengers in this indoor micro-environment requires careful consideration of 
thermal comfort and air quality [163,164]. To this aim, it is crucial to obtain accurate 
information regarding the car cabin environment, particularly in terms of ventilation and 
air velocity distribution [165]. 
Computational Fluid Dynamics and experimental methods have been widely used in the 
scientific literature to study the ventilation flow within a car cabin [165,166,75,167–
170,80,171–173]. Although CFD can provide useful insights into the car cabin fluid 
dynamics [174], the obtained results significantly depend on several factors; these include 
the definition of the computational domain and the boundary conditions, such as vent 
position and shape, fan strength, cabin geometry and size, alongside with the turbulence 
models employed (see Chapter 3). Consequently, the availability of measurement data 
and related uncertainty, useful for boundary conditions definition and numerical results 
validation, is crucial to ensure numerical investigation reliability [175]. From the 
experimental perspective, methodologies such as hot-wire anemometry, smoke 
visualisation and Particle Image Velocimetry have been employed to investigate airflow 
patterns and velocity distributions. Each method offers valuable insights but comes with 
certain limitations. For instance, hot-wire anemometry is an intrusive measurement 
technique and does not allow to measure flow recirculations; being it a pointwise 
measurement technique, it requires extensive scanning of the domain to achieve 
measurements in a plane or a volume. Consequently, its application has been mainly 
restricted to the study of specific aspects of ventilation outlets or HVAC ventilation [171–
173]. On the other hand, smoke visualization yields only qualitative data. Ležovič  et al. 
[176], for instance, utilised the latter method to investigate the direction of the airflow 
outgoing from the vents, revealing that the actual direction of the outflow deviated from 
the direction of the guiding vanes in the outlet. In contrast, being a non-intrusive 
measurement technique that provides quantitative flow visualizations, PIV has been 
identified as a suitable technique for the quantitative characterisation of the airflow 
distribution within car cabins [170], thus allowing for the validation of numerical 
simulations by CFD. However, because the optical access to illumination and imaging 
systems in a car cabin can be limited, in the past, researchers have often used scale-down 
or simplified car models that, on the one hand, provide high control of the model's 
geometry and boundary conditions, but, on the other hand, may not accurately represent 
the real conditions encountered in a car cabin. Moreover, most of the existing studies do 
not provide relevant information that is essential to the validation of numerical models. 
Lee and Yoon [165] visualised the airflow and measured the temperature fields inside a 
1/10 scale model of a passenger compartment. Lee et al. [167] replaced the roof and the 
door passenger's seat with tempered glass to perform PIV in longitudinal planes. Similarly, 
Huera-Huarte et al. [169] removed the two right side doors of the car, which were replaced 
by two acrylic sheets to carry out PIV measurements in longitudinal and horizontal planes. 
Yang et al. [75] performed PIV measurements to characterise the airflow inside a car cabin 
using a scaled model made of acrylic material and a HVAC device to simulate ventilation 
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conditions. Finally, Ullrich et al. [80] performed PIV measurements in a car removing the 
HVAC filter to validate a CFD tool; despite the modification made to the cabin is minimal, 
little information is available concerning the geometry and the boundary conditions, 
making it unsuitable as a benchmark. 
To address the limitations of existing studies, the present chapter provides a 
comprehensive and exhaustive benchmark for the characterisation of the fluid dynamics 
fields inside a real car cabin, intended for validating CFD numerical simulations. 
The work first characterises the airflow velocity at the outlet of the vents by means of a 5-
hole pressure probe; then, PIV measurements are performed to investigate the flow fields 
inside the car cabin. Through the performed analyses, the time-averaged flow velocity, 
Reynolds stresses, turbulent kinetic energy (TKE) profiles, and the associated uncertainty 
of each quantity are presented and discussed. The discussion focuses on the flow field 
measurements obtained at fan strength 3, out of the 4 levels available, and includes a 
comparative analysis of the profile quantities (i.e., on time-averaged flow velocity, 
Reynolds stresses, turbulent kinetic energy) at specific locations, obtained under the other 
fan strengths. The complete flow field data for all fan speeds are provided in Appendix B. 
Furthermore, this study offers a comprehensive uncertainty analysis of the experimental 
results using the correlation statistics method and linear error propagation. 

6.2 METHODOLOGY 

The experiments were carried out in the Aerodynamics Laboratories of Delft University of 
Technology using a commercial car, a Peugeot 206. The front ventilation mode was tested 
using fresh air intake (without re-circulation) and for all four fan velocities available from 
the on-board regulation panel. In Figure 6.1, the left picture shows the vents enabled 
during the experiments (representing the front ventilation mode). On the right, the 
position of the axis system selected as reference for PIV measurements is indicated. 

 
Figure 6.1. The experimental facility. Left: picture of the car dashboard, with the front vents 
highlighted; right: position of the axis system selected as reference for PIV measurements. 

To ensure repeatability, the grille of the vents was fixed in a neutral position using clips, in 
accordance with previous studies of Adhikari et al. [166] and Piovano et al. [177], which 
demonstrated that an accurate fixing position of the grille is decisive for the data 
repeatability during the experiments. In the Peugeot 206 used for the experiment, the vent 
grilles are equipped with two degrees of freedom, allowing adjustments by means of 
rotations around both vertical and horizontal axes. To respect the neutral position, the 
orientation of the vertical grilles was set to ensure airflow exits in the vehicle's longitudinal 
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direction, resulting in a flow perpendicular to the dashboard. Simultaneously, the 
horizontal grilles were positioned at an angle that aligned the grille with the dashboard's 
geometry. No modifications were made to the interior parts of the car cabin, including the 
seats, side doors, ceiling, and floor. However, reflective surfaces inside the cabin were 
covered with non-reflecting material (matte black foil) to avoid unwanted laser light 
reflections. 
The flow velocity at the exit of each vent was individually measured using a 5-hole pressure 
probe, which allowed the definition of the inlet airflow (boundary conditions), while the 
airflow in the car cabin was studied using the planar PIV technique. In this regard, since 
the air velocity component in the z (transversal) direction is relatively weak compared to 
the x (longitudinal) and y (vertical) components [178], the planar PIV method was used. 
Additionally, a preliminary investigation was conducted to identify the sections where the 
air flows out of the car when windows and doors are closed. To this aim, water-glycol 
droplets of 1 μm median diameter, produced by a SAFEX seeding generator, were 
introduced into the ventilation system; the resulting flow patterns were observed by visual 
inspections. This preliminary investigation revealed that, although the vehicle was not 
hermetic, most of the air exited from the rear area of the passenger compartment near the 
parcel shelf, which is consistent with the findings of Ullrich et al. [80]. 

6.2.1 AIRFLOW MEASUREMENTS AT THE VENTS OUTLET 

A multi-hole pressure probe, the ProCap Compact 5-hole digital probe by Streamwise, was 
used to measure the airflow velocity at the exit of the vents. The 5-hole probe allowed a 3D 
measurement of the airflow, measuring velocity, yaw angle and pitch angle based on the 
pressure differences between the holes on the tip of the probe. The probe is equipped with 
five differential pressure sensors for the probe tip and one barometric pressure sensor, 
which is used as a reference pressure for the differential pressure sensors. The pressure 
sensors have a maximum range of 160 Pa and an estimated accuracy within 0.5% of the 

full-scale value, allowing air velocity measurements within the range of 1.1−16 m s−1. 
Additionally, the ProCap Compact is equipped with a motion capture system with three 
cameras for identifying the exact location of the 5-hole probe with respect to the airflow. 
A detailed description of the 5-hole probe is available in Refs. [179–181], which the 
interested reader is referred to. Figure 6.2 shows a schematic of the multi-hole pressure 
probe (left picture), the actual configuration used for the 5-hole pressure probe (middle 
picture) and the motion capture system, composed of three cameras, employed to detect 
the location and orientation of the probe (right picture). 
A control volume was defined for each vent. The measurements were carried out with an 
acquisition frequency of 60 Hz, with a sampling of 20 minutes for each vent. In post-
processing, velocity fields were taken on surfaces positioned approximately 1 cm away 

from the vents. The normal vector of these surfaces, represented as n in Figure 6.3, lies in 
the xy plane and is inclined to the y-axis by an angle α=73 deg for central vents and 
α=60 deg for lateral vents. The different angles for central and lateral vents are attributed 
to the specific layout of the Peugeot 206 dashboard. 
The uncertainty of the velocity measurement of the 5-hole probe is lower than 0.1 m s−1, 
as provided by the manufacturer [182]. 
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Figure 6.2. left: ProCap digital multi-hole flow probe and coordinate system convention [183]; 

middle: actual configuration used of the 5-hole pressure probe; right: actual configuration used of 
the Trio motion capture system. 

 

 
Figure 6.3. Side view, indicating the orientation of the vector n with respect to the PIV reference 

system. 
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6.2.2 PIV EXPERIMENTAL SETUP 

Planar PIV measurements at three longitudinal sections were performed: (i) car's centre 
plane (z=−0.03 m), including both the front and rear areas (Figure 6.4, top), referred in the 
following to as Measuring Plane 1 (MP1); (ii) driver's seat centre plane (z=−0.32 m), only at 
the front area (Figure 6.4, middle), referred in the following to as Measuring Plane 2 (MP2); 
(iii) front passenger's seat centre plane (z=0.36 m), only at the front area (Figure 6.4 
bottom), referred in the following to as Measuring Plane 3 (MP3). 
Each of these three different setups required specific positioning of the cameras, the laser 
head and the system calibration. Experiments were conducted in the backyard of the 
Aerodynamics Laboratories of the Delft University of Technology. 
To protect the equipment (seeding generator, laser, cameras, and computer) in case of 
rain and to confine the laser light, the car and the equipment were placed inside a tent 
sized 3 m × 2.6 m × 6 m (width, height and length, respectively). Temperature (Tout, °C) and 
humidity of the environment inside the tent (i.e., outside the car) were measured during 
all tests, as well as the internal temperature of the cabin (Tin, °C). For the latter, a 
thermocouple was positioned within the vehicle; conversely, the external environmental 
conditions (i.e., inside the tent) were monitored using an Alecto Weather Station 1500, 
which ensured a resolution uncertainty of 0.1 K for temperature and 1% for relative 
humidity. The main characteristic of the employed equipment and information about 
temperature and humidity during experiments are summarised in Table 6.1. 
The seeding was generated using a SAFEX seeding generator placed inside the car cabin, 
which produces water-glycol droplets of 1 μm median diameter. Particles were 
illuminated by a dual-cavity Evergreen Laser (Nd:YAG, pulse energy of 200 mJ at 15 Hz, 
wavelength of 532 nm) and images were taken employing three LaVision sCMOS cameras 
(6.5 μm pixel size, 2560 × 2160 pixels maximum resolution, 16 bit). Depending on the 
measured section (see Figure 6.4), three, two or one cameras were used. The cameras were 
equipped with a Nikon objective of 35 mm and 50 mm focal length. The optical aperture 
(or f#) was set to 4 or 5.6, depending on the camera (see Table 6.1 for further details); these 
f# values were selected to ensure a particle image diameter exceeding 1 pixel to avoid peak-
locking [124,184]. For the setup used for MP1 (Figure 6.4, top) and MP3 (Figure 6.4, 
bottom), cameras 1 and 2 were positioned to ensure the overlapping of their fields of view 
(FOVs), preventing any gaps in the recorded measurement data (see Section 6.3.2). In the 
overlapping areas, the arithmetic average of the velocities measured by the two cameras 
was taken. The focal length, optical aperture, field of view and optical magnification factor 
used in the experiments are summarised in Table 6.1. 
The image acquisition was conducted at a frequency of 15 Hz, except for the acquisition 
at the setup used for MP1 (Figure 6.4, top) with three cameras, in which camera 3 was set 
at a frequency of 5 Hz. The time intervals between two consecutive particle images varied 
between 1 and 8 ms, depending on the camera used. 
Table 6.1 provides a summary of the main experimental parameters used in each 
configuration for fan strength 3. Additional details on the experimental parameters used 
for the other fan strengths can be found in Appendix B. The data sets consist of 500 double-
frame images acquired for each experimental condition. The image processing was 
conducted with the LaVision Davis 8.6 software, using Gaussian interrogation windows of 
128 × 128 pixels with 75% overlap for the initial passes and 32 × 32 pixels with 75% overlap 
for the final passes. The resulting instantaneous velocity fields were ensemble-averaged to 
obtain the spatial distribution of the time-averaged velocity. 
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Figure 6.4. FOV covered by the cameras (left) and PIV setup (right). Top: car's centre plane (MP1); 

middle: driver's centre plane (MP2); bottom: front passenger's seat centre plane (MP3). 
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PIV DATA UNCERTAINTY QUANTIFICATION 

Following Coleman and Steele [185], the combined standard uncertainty is calculated as 
the square root of the sum of the squares of systematic and random uncertainties: 

𝑢𝑟 = √𝑢𝐵
2 + 𝑢𝐴

2  (6.1) 

where 𝑢𝐵 is the systematic (bias) uncertainty and 𝑢𝐴 is the random standard uncertainty. 
The systematic uncertainty could arise from peak-locking [184], evaluation of the image 
magnification and modulation effects due to the limited spatial resolution [186]. However, 
these were found to be minimal. Peak-locking is negligible since the imaging system 
parameters (magnification factor and f#) were selected to produce a particle image 
diameter greater than 1 pixel [124]. Furthermore, the image magnification introduces an 
uncertainty of 0.1%, which is neglected. Lastly, the uncertainty associated with the spatial 
modulation is around 1%, thus can be neglected. The random uncertainties of the airflow 
quantities measured by PIV (i.e.,  time-averaged velocity, Reynolds stresses and turbulent 
kinetic energy) have been quantified following Sciacchitano and Wieneke [187]. 
The expanded random uncertainty of the time-averaged velocity component �̅� is 
expressed as (a similar equation applies to the component �̅�): 

𝑈𝑢 =
𝑘𝑐 ∙ 𝑠𝑢

√𝒩
 (6.2) 

where 𝑘𝑐  is the coverage factor, 𝑠𝑢 is the sample standard deviation of the velocity 
component 𝑢, and 𝒩 is the number of statistically uncorrelated samples. A coverage factor 
kc = 1.96 is selected for a confidence level of 95%, assuming a Gaussian distribution of the 
PIV measurement errors [188]. 
For the Reynolds normal stresses ℛ𝑥𝑥, the random uncertainty is quantified following 
Sciacchitano and Wieneke [187] (a similar equation applies for ℛ𝑦𝑦): 

𝑈ℛ𝑥𝑥 = 𝑘𝑐 (ℛ𝑥𝑥√
2

𝒩
+ �̅�𝑢

2) (6.3) 

where �̅�𝑢
2 is the mean square of the instantaneous velocity uncertainty, evaluated via the 

correlation statistics method [189]. 
For the Reynolds shear stresses ℛ𝑥𝑦, the random uncertainty is also quantified following 

Sciacchitano and Wieneke [187]: 

𝑈ℛ𝑥𝑦 = √ℛ𝑥𝑥ℛ𝑦𝑦 (
1 + 𝜌𝑥𝑦

2

𝒩 − 1
) (6.4) 

where 𝜌𝑥𝑦
  is the cross-correlation coefficient between u and v components and is 

quantified as follows: 

𝜌𝑥𝑦
 =

ℛ𝑥𝑦

√ℛ𝑥𝑥ℛ𝑦𝑦
  (6.5) 
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The turbulent kinetic energy TKE is quantified as: 

𝑇𝐾𝐸 =
1

2
(ℛ𝑥𝑥 + ℛ𝑦𝑦) (6.6) 

whereas its random uncertainty is extracted via linear error propagation [190]: 

𝑈𝑇𝐾𝐸 = √𝑈ℛ𝑥𝑥
2 + 𝑈ℛ𝑦𝑦

2  (6.7) 

6.3 RESULTS AND DISCUSSIONS 

The experimental results are presented in two distinct sections. The first section highlights 
the results obtained from the 5-hole pressure probe to characterise the airflow exiting the 
vents, while the second section discusses the results of the PIV technique applied to the 
investigated measurement planes. 

6.3.1 AIRFLOW MEASUREMENTS AT THE VENTS OUTLET, 5-HOLE PRESSURE PROBE 

Figure 6.5 shows the mean velocity fields of the outlet flow from the four vents opened in 
the front ventilation mode. 

 
Figure 6.5. Mean velocity fields measured at the vents exits in front ventilation mode. 

All measurements are conducted at fan speed 3 out of 4. 

The observed velocity has a Gaussian distribution across all the vents, suggesting a smooth 
and symmetrical airflow pattern. However, a notable variance in the maximum jet velocity 
between the left (driver's side) and right (passenger's side) is evident. In particular, the 
peak velocity reaches approximately 4 m s−1 on the driver's side, while the passenger’s side 
records a higher peak of around 5 m s−1. This asymmetry in the ventilation flow could be a 
direct consequence of the design of the Peugeot 206 car, where the air intake duct is 
located on the right of the car’s hood, potentially causing a higher air flow rate through the 
vent of the passenger's side. Furthermore, the  flow shape diverges distinctly between  the 
driver's side vent and the others. The centre and right vents  show a horizontal elongation 
in their shapes, contrasting with the nearly circular shape on the driver's side. This 
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phenomenon could be attributed to the presence of the steering wheel, which could 
impose flow restrictions and introduce perturbations to the velocity field on the driver’s 
side. The steering wheel’s presence could cause turbulence or deflections in the airflow, 
thereby altering the shape and intensity of the emanating jet.  
These findings underscore the impact of vehicle design on airflow characteristics within 
the cabin. The spatial configuration and component placement, such as the air intake duct 
and steering wheel, play significant roles in the distribution and strength of airflow from 
the ventilation system. 

6.3.2 PIV MEASUREMENTS 

In this section, the experimental results of PIV measurements are described in terms of the 
four main parameters: (i) time-averaged velocity field; (ii) distribution of turbulent kinetic 
energy; (iii) Reynolds shear stress; (iv) uncertainty bounds of the measured quantities. 

TIME-AVERAGED VELOCITY FIELDS AND MEASUREMENT UNCERTAINTY 

The experimental time-averaged flow field measured at the centre plane of the car (MP1) 
is illustrated in Figure 6.6 for the case of fan speed 3 out of 4. It should be noted that the 
region of the velocity field near the inlet section (x~0.15 m, y~0.1 m) was affected by 
reflections from the steering wheel and was then excluded and blanked out. 

 
Figure 6.6. Experimental time-averaged velocity fields in the x-y plane at the car centre plane (MP1) 

for fan speed 3 out of 4. 

Despite the measurement planes capturing only a portion of the cabin’s space, a large-
scale spanwise vortex is prominently visible, characterizing the airflow within the 
observed section. The jet stream issued from the central dashboard vents is directly 
observed thanks to the measurement plane aligned with the centre of the two central 
panel vents. It can be noticed that the jet stream at the vent exit is rather narrow, featuring 
a width of about 7 cm. The jet stream remains clearly visible up to its interaction with the 
cabin's ceiling, where the jet width increases to 16 cm due to the adverse pressure gradient 
caused by stagnation on the ceiling. On average, the magnitudes of the velocity vectors at 
the front of the car cabin are larger than those at the rear, which is clearly because the jet, 
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emitted from the vents at the front, loses momentum when moving downstream, 
especially after the interaction with the cabin's ceiling. Within the jet stream region, a 
maximum x-velocity of 2 m s−1 is measured, but this velocity decreases considerably from 
section x=0.4 m. It is noticed that the maximum velocity measured by PIV is about half of 
that measured with the 5-hole probe (Section 6.3.1) because the PIV plane is located at the 
middle between the two vents. The airflow emitted from the vents impinges on the vehicle 
ceiling, forming a large-scale clockwise vortex that encompasses both the front and rear 
areas. In the rear measurement plane, it seems that part of the airflow takes part to the re-
circulation towards the front, whereas the remaining part is directed towards the back 
(parcel shelf), identified as the flow exit from the cabin in the preliminary investigation. 
The PIV measurements confirmed that, as highlighted in the preliminary analysis, the 
airflow mainly goes out of the parcel shelf; therefore, it can be regarded as the outlet 
section of the airflow from the car. 
The velocity field pattern at fan strength 3 exhibits consistency across all fan strengths, as 
evidenced in Figure B.1, Figure B.5 and Figure B.9 (see Appendix B). Obviously, a 
difference is observed in the maximum magnitude of the velocity vectors, but all the flow 
fields exhibit a high degree of self-similarity. 
Figure 6.7 and Figure 6.8 show the comparison between the measured velocity profiles, for 
the horizontal component (Figure 6.7) and the vertical component (Figure 6.8), at four fan 
speeds, within the central longitudinal plane (MP1) at seven different sections, indicated 
with black vertical lines in Figure 6.6. The velocity profiles at different fan strengths are 
observed to be proportional to each other, supporting the hypothesis of self-similarity of 
the flow fields at the different fan strengths; indeed, the fan operating at strength 4 
registers a maximum speed of 2.9 m s−1 for the horizontal component and 1.6 m s−1 for the 
vertical component at section x=0.25 m, while all other velocity profiles exhibit 
proportionally lower values. Furthermore, the development of the flow pattern is clearly 
visible, with the jet moving towards the cabin ceiling. 
Figure 6.9 shows a more detailed analysis of the jet core and maximum velocity. The figure 
is divided into two key graphs. On the left, the graph shows the positions (x, y) of maximum 
velocities within the car cabin at varying fan speeds for the MP1 plane, specifically the 
region characterized by the jet. The jets propagate almost linearly at an angle of about 20 
degrees with respect to the horizon, which is influenced by the orientation angle of the 
horizontal grille of the vents. It can be noticed that, up to x ~ 0.4 m, the jet cores at the 
different fan speeds are approximately superimposed. For larger values of x, they depart 
from each other, with the jets from the lower fan speeds moving upwards. This trend 
suggests that natural convection, induced by high cabin air temperatures, plays a role in 
influencing the air flow, especially at low speeds. On the right, the graph demonstrates 
how the maximum outflow velocity from the central vents decreases as the distance from 
the vents increases, highlighting a gradual reduction in the air jet speed as it moves away 
from the source. Moreover, the speeds achieved at various fan speeds appear to be 
proportional to each other. 
The mean velocity fields for the driver's seat plane (MP2) are presented in Figure 6.10. 
Despite the limited area of the measurement planes, the flow within this sector exhibits a 
clear separation, with one vortex directed towards the windscreen and another directed 
towards the seat. It is noticed that the velocity magnitudes in this area are comparatively 
small compared to the central plane (Figure 6.6), with the peak of velocity magnitude 
reaching about 0.5 m s−1 in the top-right region. This difference in velocity is ascribed to 
the fact that the plane analysed in Figure 6.10 is in the middle of the driver's seat, hence it 
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exhibits a relatively large distance (0.32 m) from the vents on the left and at the middle of 
the car. 
The velocity field pattern at fan strength 3 exhibits consistency with the velocity field at fan 
strength 4, as illustrated in Figure B.9, and differs from the velocity field at fan strengths 1 
and 2, in which four distinct vortices appear, as observed in Figure B.1 and Figure B.5, due 
to the lower penetration of the jets that causes the formation of two additional re-
circulation regions close to the ceiling. 
Figure 6.11 and Figure 6.12 provide a comparison between the measured velocity profiles, 
for the streamwise component (Figure 6.11) and the vertical component (Figure 6.12), at 
the four fan speeds within the driver seat plane at three different sections (i.e., x=0.25 m, 
x=0.45 m and x=0.65 m); the locations where the profiles are extracted are shown with 
three black vertical lines in Figure 6.10. Contrary to what was discussed for the cabin's 
median plane, the velocity profiles are not proportional to each other at the different fan 
strengths. This is particularly evident for the streamwise component in the two upstream 
sections (x=0.25 m and x=0.45 m), where at fan speeds 1 and 2 the flow is mainly directed 
towards the windshield (negative x-velocity), whereas for the higher fan speeds the flow is 
at least partly directed towards the back of the car (positive x-velocity). 

 
Figure 6.7. Comparison between experimental time-averaged streamwise velocity profiles for all 

four fan strengths at different locations within the car centre plane (MP1). 
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Figure 6.8. Comparison between experimental time-averaged vertical velocity profiles for all four 

fan strengths at different locations within the car centre plane (MP1). 

 

 

 
Figure 6.9. Analysis of jet behaviour from central vents. Left: position (x, y) where maximum velocity 

is reached at varying fan speeds. Right: maximum velocity at different fan speeds. 
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Figure 6.10. Experimental time-averaged velocity fields in the x-y plane at the driver seat plane 

(MP2) for fan speed 3 out of 4. 
 

 
Figure 6.11. Comparison between experimental time-averaged streamwise velocity profiles for all 

four fan strengths at different locations within the driver seat plane (MP2). 
 

 
Figure 6.12. Comparison between experimental time-averaged vertical velocity profiles for all four 

fan strengths at different locations within the driver seat plane (MP2). 
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Figure 6.13 shows the mean velocity fields for the passenger seat plane (MP3). The velocity 
magnitude is larger than that observed in the driver’s seat plane and smaller than that 
observed in the central plane. This discrepancy could result from the non-symmetric 
layout of the vehicle dashboard, which causes different geometries of the car cabin at the 
driver and passenger locations, such as the presence of the steering wheel that might 
obstruct ventilation airflow or distort the flow direction. The observed asymmetry could 
also result from the difference in velocity flow magnitude between the right and left sides 
of the outlet vents, as discussed in paragraph 6.3.1. The maximum velocity magnitude is 
approximately 1 m s−1 and is reached in the top right corner of the measurement domain. 
Similarly, the high speed in the upper right area is also notable in the other fan speeds, as 
shown in Figure B.1, Figure B.5 and Figure B.9. 
Figure 6.14 and Figure 6.15 illustrate a comparison of the measured velocity profiles, for 
the streamwise component (Figure 6.14) and the vertical component (Figure 6.15), at the 
four fan speeds within the passenger longitudinal plane (MP3) at three different sections 
(i.e., x=0.10 m, x=0.30 m and x=0.50 m); the locations where the profiles are extracted are 
shown with three black vertical lines in Figure 6.13. At sections x=0.10 m and x=0.30 m, the 
velocity profiles exhibit close proximity and appear to overlap due to their very low 
velocity. In contrast, the velocity profiles are distinct and proportional to each other at 
section x=0.50 m, where the velocity is notably higher than that on the rest of the plane. 
Figure 6.16 shows the uncertainty of the time-averaged velocity components at 95% 
confidence level. The highest uncertainty levels (U>0.06 m s−1, equivalent to 3% of the jet 
velocity) are observed for both components in the jet stream region, mainly due to the 
flow's high velocity and unsteady behaviour. In addition, a high degree of uncertainty 
exists in the top right area of both the passenger and driver planes, possibly caused by the 
out-of-plane particle motion associated with a lateral airflow motion. 
The uncertainty of the vertical velocity component, presented on the right of Figure 6.16, 
shows a similar spatial distribution as that of the horizontal velocity component, with 
uncertainty values comparable in the passenger and driver planes (middle and bottom 
pictures, respectively) and lower in the central plane (top picture) as a consequence of the 
lower velocity in the vertical direction. 

 
Figure 6.13. Experimental time-averaged velocity fields in the x-y plane at the passenger seat plane 

(MP3) for fan speed 3 out of 4. 
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Figure 6.14. Comparison between experimental time-averaged streamwise velocity profiles for all 

four fan strengths at different locations within the passenger seat plane (MP3). 

 

 
Figure 6.15. Comparison between experimental time-averaged vertical velocity profiles for all four 

fan strengths at different locations within the passenger seat plane (MP3). 
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Figure 6.16. Measurement uncertainty at 95% confidence level for streamwise velocity component 
(left) and vertical velocity component (right). Top: car's centre plane (MP1); middle: driver's seat 

centre plane (MP2); bottom: passenger's seat centre plane (MP3). 
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FLOW FLUCTUATIONS AND THEIR UNCERTAINTIES 

In this section, the focus is initially placed on the velocity scatter plots at three locations in 
the flow field, represented by points A, B, and C in Figure 6.17, corresponding to the region 
outside the jet, the shear layer and the jet core, respectively. This is followed by the analysis 
of the turbulent kinetic energy and Reynolds shear stresses, along with their associated 
uncertainties. 

 
Figure 6.17. Experimental time-averaged velocity fields in the x-y plane at the car centre plane (MP1) 

for fan speed 3 out of 4. Locations of points A (outer region), B (shear layer region), and C (jet core) 
are indicated. 

For each point highlighted in Figure 6.17, a quadrant analysis [191] is performed via the 
velocity scatter plots shown in Figure 6.18, Figure 6.19 and Figure 6.20. Each of these plots 
incorporates data taken within a 1.4 × 1.4 mm2 box surrounding the specific point's 
location as shown in Figure 6.17. Concerning the morphology of the scatter plots, point A, 
located in the free stream region, exhibits a data distribution that is compact: this is 
expected, because in the region outside the jets the flow fluctuations are minor. 
Conversely, the distribution becomes more dispersed for point B, which is situated in the 
shear layer region. Here, most of the events occur in the first quadrant (u’>0, v’>0) and in 
the third quadrant (u’<0, v’<0), which is associated with oscillations of the jet. In fact, when 
the jet oscillates upwards, both velocity components at point B increase, yielding an event 
in the first quadrant; instead, when the jet oscillates downwards, both velocity 
components at point B decrease, leading to an event in the third quadrant. Clearly, the 
scatter of the data points progressively increases when moving from fan level 1 to level 4, 
which is consistent with the increased jet exit velocity. In the inner region, represented by 
point C, the distribution is notably broader and approximately isotropic, indicating a low 
degree of correlation between the fluctuations along x and y. 

 

 

 

v
el

o
ci

ty
 m

ag
n
it

u
d
e 

(m
/s

)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

−   

−   

−   

−   

− 

A

B

C

y (m)

x (m)



 

 

112  

6 

 

 
 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
Figure 6.18. Scatter plot of u' and v' components at point A, located in the free stream region. The 

percentages indicate the number of events (u’, v’) in each of the four quadrants. 
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Figure 6.19. Scatter plot of u' and v' components at point B, located in the shear layer region. The 

percentages indicate the number of events (u’, v’) in each of the four quadrants. 
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Figure 6.20. Scatter plot of u' and v' components at point C, located in the inner region. The 

percentages indicate the number of events (u’, v’) in each of the four quadrants. 

Figure 6.21 illustrates the turbulent kinetic energy (TKE) measured experimentally at the 
three different planes (left picture) and the corresponding uncertainty at 95% confidence 
level (right picture). Clear differences can be seen between the centre plane (MP1, top) and 
the driver (MP2, middle) and passenger (MP3, bottom) planes. Indeed, at MP1 the jet 
stream exhibits large velocity fluctuations, leading to TKE values larger than 0.4 m2 s−2. 
Conversely, in the two other planes, the velocity fluctuations are lower, except in the top 
right of the longitudinal passenger plane (MP3), where higher velocity fluctuations (TKE 
up to 0.15 m2 s−2 at MP2 and up to 0.35 m2 s−2 at MP3) are ascribed to a lateral airflow 
motion (also seen in the preceding subsection). The uncertainty affecting TKE follows the 
same pattern observed for the uncertainties of the streamwise and vertical velocity 
components, as presented in the preceding subsection. High uncertainties in the TKE are 
observed in the jet stream region and the top right area of MP3 due to the relatively higher 
unsteady fluctuations. In contrast, lower uncertainties are found in the MP2, which 
exhibits the slightest fluctuations in the flow. The maximum uncertainty of the TKE 
remains below 0.05 m2 s−2 or 12% of the maximum TKE value. 
Figure 6.22, Figure 6.23 and Figure 6.24 present a comparison of TKE profiles at four fan 
speeds in the three longitudinal planes at different sections. Figure 6.22 shows the 
comparison for the central longitudinal plane (MP1) at seven distinct sections indicated 
with black lines in Figure 6.6. Figure 6.23 illustrates the comparison for the driver's seat 
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centre plane (MP2) at sections indicated with black lines in Figure 6.10. Figure 6.24 
compares the TKE profiles at the passenger's seat centre plane (MP3), at sections indicated 
with black lines in Figure 6.13. The TKE profiles across different fan strengths show a 
proportional relationship, as observed for the velocity. For instance, the fan operating at 
strength 4 exhibits a peak TKE of 1.4 m2 s−2 for MP1 at section x=0.25 m, while all other TKE 
profiles exhibit proportionally lower values. This proportionality also manifests itself in 
the other two planes, MP2 and MP3. 
The Reynolds shear stress fields for the three different setups (left picture) and their 
uncertainties at 95% confidence level (right picture) are illustrated in Figure 6.25. As noted 
for the TKE fields, the discrepancies between the central plane (MP1, top) and the driver 
(MP2, middle) and passenger planes (MP3, bottom) are notable, with the Reynolds shear 
stress being much more pronounced (up to about 0.05 m2 s−2) in the central plane, giving 
clear indications that this is the region where most of the turbulence is produced. The 
highest uncertainty of the Reynolds shear stress is about 0.015 m2 s−2, or 30% of the 
Reynolds shear stress value, indicating that the accurate measurement of this flow 
property remains a challenge. 

 

 
Figure 6.21. Experimental TKE (left) and corresponding measurement uncertainty at 95% 

confidence level (right). Top: car's centre plane (MP1); middle: driver's seat centre plane (MP2); 
bottom: passenger's seat centre plane (MP3). 

  

UTKE (m2/s2)
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

x (m)

TKE (m2/s2)
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

y (m)

y (m)

y (m)

x (m)



 

 

116  

6 

 
 

  

 
Figure 6.22. Comparison between TKE profiles for all four fan strengths at different locations within 

the car centre plane (MP1). 

 

 
Figure 6.23. Comparison between TKE profiles for all four fan strengths at different locations within 

the driver seat plane (MP2). 
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Figure 6.24. Comparison between TKE profiles for all four fan strengths at different locations within 

the passenger seat plane (MP3). 

 
 

 
Figure 6.25. Experimental Reynolds shear stress Rxy and corresponding measurement uncertainty at 

95% confidence level. Top: car's centre plane (MP1); middle: driver's seat centre plane (MP2); 
bottom: passenger's seat centre plane (MP3). 

Figure 6.26, Figure 6.27 and Figure 6.28 present a comparison of ℛ𝑥𝑦  profiles at four fan 

speeds in the three longitudinal planes at different sections: x = 0.25 m, 0.45 m, 0.65 m, 
0.85 m, 1.15 m and 1.35 m for the central longitudinal plane MP1 (Figure 6.26); x = 0.25 m, 
0.45 m and 0.65 for the driver’s seat plane MP2 (Figure 6.27); x = 0.1 m, 0.3 m and 0.5 m for 
the passenger’s seat plane MP3 (Figure 6.28). 
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In all cases, the ℛ𝑥𝑦 profiles show a proportional relationship to each other, as has been 

observed in the case of TKE profiles. However, at the MP2 and MP3 planes, this 
proportionality is less evident due to the lower values of ℛ𝑥𝑦  and the relatively high 

uncertainty, which increases the noise in the ℛ𝑥𝑦 profiles. 

 

 
Figure 6.26. Comparison between ℛ𝑥𝑦 profiles for all four fan strengths at different locations within 

the car centre plane (MP1). 
 

 
Figure 6.27. Comparison between ℛ𝑥𝑦 profiles for all four fan strengths at different locations within 

the driver seat plane (MP2). 
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Figure 6.28. Comparison between ℛ𝑥𝑦 profiles for all four fan strengths at different locations within 

the passenger seat plane (MP3). 

6.4 CONCLUSIONS 

This chapter presented the results of an experimental investigation of the ventilation flow 
in a real car cabin using a 5-hole pressure probe and Particle Image Velocimetry. The 
investigation focused on the analysis of the flow structure at three longitudinal planes 
inside the car cabin when the vents were operated in the front ventilation mode. While 
measurements were conducted at all four fan speeds, the primary discussion is focused on 
the flow fields obtained at fan speed 3. A comparative analysis across the different fan 
speeds has also been conducted, specifically along designated vertical lines. The complete 
flow fields at the different fan speeds are reported in Appendix B. 
The study reveals significant differences in the air flow issued from the four vents opened 
in the front ventilation mode, resulting in an asymmetry in the flow structure between the 
longitudinal planes at the driver and passenger locations. In particular, the jet exit velocity 
from the right vent is about 20% higher than that from the left vent. This asymmetry is 
likely due to the specific design of the Peugeot 206 car, where the air intake duct is located 
on the right of the car hood, and is accentuated by the asymmetry of the internal geometry 
of the car cabin, such as the presence of the steering wheel, which might obstruct the 
ventilation airflow or distort the flow direction.  
The experimental investigation by Particle Image Velocimetry revealed a large-scale 
clockwise vortex in the longitudinal centre plane; such vortex encompasses both the front 
and rear areas of the car cabin and is caused by the jet stream issued from the central vents, 
which is deflected backwards by the presence of the vehicle ceiling. The analysis of the 
data at different fan speeds shows that mild buoyancy effects are present, for which the 
jets at the lower fan speeds tend to deflect upwards towards the ceiling. The highest 
velocity, exceeding 2 m s−1, is reached in the car cabin’s centre plane, especially in the jet 
core; in front of the passenger’s and driver’s headers, lower velocities are obtained of about 
2 m s−1 and 1 m s−1, respectively. The comparison of velocity profiles at various fan 
strengths indicates a proportionality among them, demonstrating the concept of self-
similarity in the flow fields across different fan speeds. 
From the inspection of the velocity fluctuations via the quadrant analysis, it is shown that, 
in the shear layer, most of the fluctuation events occur in the first (u’>0, v’>0) and third 
(u’<0, v’<0) quadrants, which is ascribed to vertical oscillations of the jets. The largest 
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velocity fluctuations are encountered in the median plane and especially in the jet core, 
with TKE exceeding 0.4 m2 s−2; conversely, lower fluctuations take place in front of the 
passenger’s and driver’s headers (TKE less than 0.35 m2 s−2 and 0.2 m2 s−2, respectively). 
The Reynolds shear stresses, similar to the TKE fields, are significantly more pronounced 
(up to about 0.05 m2 s−2) in the central plane, indicating that this is the region where most 
of the turbulence is generated. 
The experimental results presented in this work provide valuable insights into the 
ventilation flow in a real car cabin, with detailed descriptions of the boundary conditions 
and measurement uncertainties. Additionally, the data presented in this chapter serve as 
a benchmark for the validation of CFD numerical models. In the next chapter, PIV 
measurements here discussed are employed to assess the accuracy of URANS and LES 
approaches in predicting airflow patterns inside real car cabins. 
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7 
7 ON THE EFFECTIVENESS OF REYNOLDS−AVERAGED 

AND SUBGRID SCALE MODELS IN PREDICTING 

FLOWS INSIDE CAR CABINS  

The aim of the present chapter is to analyse the performances of URANS and LES approaches in 
predicting airflow patterns inside car cabins and to provide insights into the design of CFD simulations 
of a real car cabin. For this purpose, one eddy viscosity-based turbulence model (SST k–ω) and two 
subgrid scale models (WALE and dynamic KE) were tested, and numerical results were compared with 
the PIV measurements presented in the preceding chapter, carried out on a commercial car. The URANS 
model exhibited great accuracy in predicting the mean flow behaviour and was appreciably 
outperformed by the LES models only far from the inlet sections (i.e., where jet fluctuations are more 
pronounced). For this reason, it was deemed suitable for conducting further analyses, aimed at 
characterizing the airflow patterns in winter and summer conditions and performing a thermal 
comfort analysis. The thermal regime was found to have a very little effect on the air flow patterns, once 
the quasi-steady state regime is achieved; in fact, both in winter and in summer the temperature field 
is fairly uniform within the car cabin, making the contribution of buoyancy negligible and velocity 
fields to be very similar in the two seasons. Findings also reveal that thermal comfort sensation can be 
different for passengers sharing the same car but sitting on different seats; this aspect should be 
considered when designing and operating the HVAC system, since the minimum comfort requirements 
should be met for all the occupants. 
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Keywords: Computational Fluid Dynamics (CFD); Particle Image Velocimetry (PIV); 
indoor environment; airflow; thermal comfort; transportation 

7.1 INTRODUCTION 

Computational Fluid Dynamics has undergone significant developments in the last years, 
becoming a suitable tool for investigating velocity, pressure and temperature fields in 
various indoor microenvironments including aircraft cabins [192–208], trains [209–211], 
buses [212–219] and cars [80,83,220–232]. Despite its versatility, if not properly validated, 
numerical modelling may be affected by large errors and produce misleading results, 
thereby eliminating all the advantages deriving by its employment (i.e., reduced costs and 
times with respect to experiments). These errors could be induced by several factors: 
definition and discretisation of the domain (oversimplification of the geometry and bad 
quality cells in the computational grid), selection of the boundary conditions, wrong 
assumptions in the mathematical modelling (i.e., choice of the governing equations to be 
solved and models for the fluid and solid properties). Therefore, before applying any 
numerical tool to engineering problems, a verification and validation procedure is 
required to ensure the reliability and accuracy of the results [99]. In this regard, the Particle 
Image Velocimetry technique can be used to provide accurate data for the validation of 
numerical simulations. Looking at the scientific literature, several studies rely on PIV data 
for the validation of numerical codes. Among others, You et al. [193,200] employed PIV 
data to validate the CFD models adopted to investigate the impact of gaspers on the airflow 
patterns inside an aircraft cabin; Yang et al. [195] conducted large eddy simulations to 
investigate the airflow characteristics in a simplified Boeing 737-200 cabin model, 
validating numerical results against PIV measurements. While a considerable amount of 
research was dedicated to achieving a better understanding of airflow patterns inside 
aircraft, buses and trains, very few properly validated numerical studies are available 
concerning car cabins. Chang et al. [83] developed a CFD model to study the effects of the 
ventilation rate on the air quality inside a car cabin and to establish the amount of fresh 
air required for each occupant in a vehicle; however, validation of the numerical model is 
provided by comparing simulated and experimental CO2 concentrations in the cabin and 
not in terms of velocity fields. Khatoon and Kim [221] and Yang et al. [220] performed CFD 
simulations to investigate passenger comfort inside car cabins; even in these cases, 
validation was not provided in terms of velocity fields but comparing temperature values 
at specific points of the domain. Zhang et al. [222,223] evaluated the influence of different 
factors on the thermal comfort and the energy consumption in a car cabin, comparing 
measured and predicted transient temperatures. Dehne et al. [224] presented three 
vertical ventilation concepts for car cabins, comparing them to common dashboard 
ventilation using both experimental and numerical approaches; the analyses were carried 
out on a simplified cabin prototype and the CFD model was validated with mean 
temperature and velocity values taken at multiple points of the cabin. Ullrich et al. [80] 
conducted a numerical study, validated with PIV measurements, in order to optimize the 
HVAC system and reduce its energy consumption; unfortunately, detailed information 
about the geometry is not available, making the reproduction of the numerical setup not 
possible. Danca et al. [228,229] carried out experimental and numerical analyses to 
investigate the air distribution and the thermal comfort inside a car cabin mock-up; a 
simplified geometry was used to reproduce the in-vehicle environment, which may be not 
representative of life-like scenarios. 
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Mathai et al. [226] performed RANS simulations to study the aerosol distribution inside a 
vehicle cabin, for different combinations of open and closed windows; Sen and Singh [227] 
also used a CFD model to analyse the droplets dispersion inside a moving car with the 
windows open, by adopting a Eulerian-Lagrangian approach. Both these studies, however, 
make use of an extremely simplified geometry and do not provide a quantitative validation 
of the numerical results. More recently, Sip et al. [171] provided a benchmark for the 
characterization of the flow immediately downstream of automotive vents, comparing two 
theoretical approaches and validating them with measurements acquired with the 
constant temperature anemometry technique. Finally, Djeddou et al. [225] analysed the 
performances of five RANS turbulence models in predicting the airflow inside a passenger 
car cabin, providing validation against mean velocities and turbulence intensity profiles 
obtained with hot-wire anemometers; as claimed by the authors themselves, the PIV 
technique would have been more suitable since it is non-intrusive and provides 
information about the direction of the flow. 
In Chapter 3, a transient, non-isothermal numerical model able to predict airborne droplet 
dispersion inside car cabins has been presented; the tool was validated against PIV 
measurements carried out on a glass-made scaled model and then applied to quantify the 
risk of infection from SARS-CoV-2 of passengers sharing a car with an infected subject for 
a 30 min journey. Findings revealed that CFD approaches are needed to properly describe 
the airflow patterns in such confined spaces and can be used to design new ventilation 
strategies for the purpose of improving the indoor air quality and the comfort of the 
occupants. The results obtained by CFD analyses, however, may be considerably 
influenced by the geometry adopted for reproducing the in-vehicle environment; hence, 
a situation as realistic as possible is desirable. For this reason, on the wave of previous 
numerical investigations, transient non-isothermal CFD simulations are herein 
performed and compared with PIV measurements carried out on a commercial car 
(presented in the preceding chapter). Both URANS and LES approaches are employed, 
assessing the performance of one eddy viscosity-based model, the SST k–ω, and two 
subgrid scale (SGS) models, the wall-adapting local eddy-viscosity (WALE) and the 
dynamic kinetic energy (KE) models. 
The URANS model, owing to the very good agreement with the experimental results and 
to the reduced computational time with respect to LES, was selected to conduct further 
numerical analyses, aimed at characterizing the thermal-fluid dynamics fields inside the 
car cabin in summer and winter conditions. A thermal comfort analysis is also conducted, 
calculating the evolution over time of the Predicted Mean Vote (PMV) and the Predicted 
Percentage Dissatisfied (PPD) [21,233] at multiple significant points of the cabin. For the 
scenarios here presented the car cabin is assumed to be empty, since the PIV 
measurements were carried out in the absence of occupants. The main objective of the 
present work is, in fact, to numerically reproduce the experiments and to provide insights 
into the design of CFD simulations of a real car cabin (from the creation of the geometry 
model to the selection of the boundary conditions and of the most convenient approach 
for turbulence modelling). The focus is also on the comparison between URANS and LES 
approaches, particularly useful in the modern scientific landscape. The increasing 
computational resources available to researchers and industries worldwide are indeed 
expanding the use of LES in pursuit of more accurate and reliable results. However, this 
comes with higher complexity and computational costs, making it necessary to define 
when such complications are required. Future works, relying on the numerical tool here 
validated, will include the presence of the occupants and explore broader scenarios, with 



 

 

124  

7 

the purpose of improving the IAQ and the comfort of the passengers as well as reducing 
the energy consumption by the car HVAC system. 
The chapter is organized as follows: Section 7.2 outlines the methodology, briefly recalls 
the experimental setup and defines the case study; details on the numerical setup are 
provided in Section 7.3; Section 7.4 shows the comparison of URANS and LES results with 
PIV data; in Section 7.5, the discussion of numerically predicted velocity and temperature 
fields in winter and summer conditions is provided, together with a thermal comfort 
analysis; finally, conclusions are drawn in Section 7.6. 

7.2 METHODOLOGY 

The HVAC system produces a highly transient, three-dimensional and turbulent flow 
pattern inside the car cabin, which is influenced by several factors: position and shape of 
the vents, inlet air velocity, geometry and size of the interior [176]. A careful design of the 
numerical analyses is thus required; in the present study, particular attention was paid to 
the reproduction of the in-vehicle environment, identification of inlet and outlet sections 
and to the proper definition of the boundary conditions. 
The experimental facility is represented by a Peugeot 206, as described in the preceding 
chapter (a picture is available in Figure 6.1). Highlighted in the left picture are the vents 
enabled during the experiments (representing the front ventilation mode). On the right, 
the position of the axis system selected as reference for PIV measurements is shown; it has 
been placed in the middle of the central vents to ensure the repeatability of the 
experimental conditions. 
PIV measurements, and so the numerical simulations, were carried out for the case of front 
ventilation mode, fresh air intake (i.e., no air recirculation) and HVAC system’s fan 
strength set at level 3 out of the 4 available for mass flowrate adjustments. 

7.2.1 PIV EXPERIMENTAL SETUP 

Experiments were conducted in the backyard of the Aerodynamics Laboratories of the 
Delft University of Technology; for security reasons, the car and all the equipment 
employed were placed inside a tent 3 m wide, 2.6 m high and 6 m long. Temperature and 
humidity inside and outside the car (i.e., inside the tent) were monitored during the 
experiments with an Alecto Weather Station 1500, ensuring a resolution uncertainty of 0.1 
K for temperature and 1% for relative humidity. Planar PIV measurements were taken on 
the xy plane at z=-0.03m (with reference to the axis system shown in Figure 6.1). Two 
cameras were used to have a wider area for the acquisition of velocity fields, able to capture 
the tail of the jet coming out of the central vents. The measuring area is displayed in the 
right image of Figure 7.1, whereas on the left the arrangement of cameras and laser is 
sketched. The measuring plane is the one denoted as MP1 in the preceding chapter. The 
laser sheet gains access to the cabin through the windshield and enlightens the flow field, 
seeded with micrometric water-glycol droplets produced by a SAFEX seeding generator 
placed inside the car cabin; the optical access is provided to the cameras, placed on the 
right of the car, by the side windows (which were kept closed during the tests). A set of 500 
uncorrelated image pairs was recorded for each camera; in the overlap area, the arithmetic 
average of the acquired flow fields was computed. The parameters of the experiments are 
reported in Section 6.2.2, to which the reader is referred for further details. 
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Figure 7.1. Sketch of the PIV measurements setup. Left: arrangement of cameras and laser; right: 

measuring area covered by the cameras. 

7.2.2 GEOMETRY MODELLING 

To facilitate the analyses and save computational resources, a simplified model of the 
Peugeot 206 car has been reproduced while keeping the main geometric characteristics of 
the passenger compartment; in fact, an overly detailed geometry would require an 
excessive grid refinement with unreasonable CPU times, which is beyond the scope of the 
present study. The cabin, whose internal volume is 2.05 m3, has 4 inlet vents (2 in the 
center and 1 at each side; only these vents have been considered for the computational 
domain definition, since in the experimental campaign only the front ventilation mode 
has been investigated) and one outlet section as shown in Figure 7.2. 

 
Figure 7.2. Computational domain with boundary patches. 

Specific analyses were conducted to identify the output: the flow induced by the 
ventilation system was seeded with micrometric water-glycol droplets produced by a 
SAFEX seeding generator (the same used for PIV measurements), observing the flow 
patterns within the cabin and visually detecting where the air leaves the passenger 
compartment; these investigations revealed that the air exits the cabin at multiple 
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locations, being the vehicle not perfectly air-tight, but the main flow is directed back to the 
parcel shelf; this last finding was later confirmed by PIV measurements, described with a 
greater detail in Section 6.3.2, and for these reasons the exit section has been defined as 
depicted in Figure 7.2. To reproduce the inlet vents, only the section available to the air 
flow stream has been considered. For what concerns the walls, glazed surfaces (i.e., 
windshield, side windows and rear window) have been distinguished from non-glazed 
ones to ensure an accurate definition of the boundary conditions. 

7.2.3 DEFINITION OF THE INLET MEAN VELOCITY BOUNDARY CONDITION 

Being the air flow patterns within the car cabin strongly affected by the velocity at the inlet 
sections, a proper definition of such boundary condition is desirable to ensure a trustable 
reproduction of actual operating conditions. For this purpose, 3D measurements of the 
airflow exiting the front vents were performed by using the ProCap Compact 5-hole digital 
probe by Streamwise; a detailed description of the experimental apparatus is available in 
Section 6.2.1. The measured mean velocity data were fitted with the 2D Gaussian function 
represented by Equation (7.1), employing the Excel Evolutionary solver. Gaussian fitting 
for velocity profile at the inlet allows to have a simplified expression, which can be 
implemented with more ease as boundary condition in the code. 

𝑢𝐺(𝑦, 𝑧) = 𝑢𝑚𝑎𝑥 ∙ 𝑒𝑥𝑝 (−(
(𝑧 − 𝑧0)

2

2𝜎𝑧
2 +

(𝑦 − 𝑦0)
2

2𝜎𝑦
2 )) (7.1) 

The parameters of the Gaussian function implemented in the numerical simulations are 
listed in Table 7.1 for the different boundary patches, whereas in Figure 7.3 a visual 
comparison among measured and numerically reproduced velocity fields is provided. The 
asymmetry of the HVAC system has been reproduced in order to have an accurate 
reproduction of the thermal-fluid dynamics fields inside the car cabin. The experimental 
fields of Figure 7.3, as already discussed in Section 6.2.1, are taken on surfaces whose 
normal vector lies in the xy plane and is inclined to the y-axis by 73deg for central vents 
and 60deg for lateral vents (see Figure 6.3). 
 

Table 7.1. Parameters for the gaussian function imposing the mean velocity magnitude at the inlet. 

Surface 𝒖𝒎𝒂𝒙 (𝒎 𝒔
−𝟏) 𝒛𝟎(𝒎) 𝒚𝟎 (𝒎) 𝝈𝒛 (𝒎) 𝝈𝒚 (𝒎) 

central right 
vent 

4.900 -0.05261 -0.01222 0.0244 0.0106 

central left 
vent 

4.240 0.05261 -0.01222 0.0244 0.0106 

right vent 4.520 -0.57865 -0.04192 0.0244 0.0159 

left vent 3.675 0.57865 -0.04192 0.0244 0.0159 
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Figure 7.3. Measured (top) and numerically reproduced (bottom) mean velocity fields at the inlet 

vents, in case of HVAC system’s fan strength set at level 3. 

7.2.4 CASE STUDY 

The main objective of this chapter is to assess the accuracy of URANS and LES approaches 
in predicting the characteristics of flow patterns arising inside car cabins, and to point out 
the main criticalities that may affect the CFD modelling of these indoor micro-
environments. This is achieved through a careful analysis of all numerical aspects 
(Section 7.3) and a comparison with PIV measurements (extensively described in 
Section 7.4). The URANS model is then employed to study the airflow characteristics in 
winter and summer conditions, bringing up the main aspects affecting the well-being of 
the passengers. The following reference temperatures have been assumed: for winter 
scenario, the internal temperature is set to 20°C and the external to 10°C; for summer 
scenario, internal and external temperatures are 25°C and 30°C, respectively. Such 
outdoor temperature values were selected as representative of the typical Mediterranean 
climate, as claimed by Golasi et al. [234]. 

7.2.5 METHODOLOGY FOR THERMAL COMFORT ASSESSMENT 

Despite the existence of more advanced methods for thermal comfort predictions [235–
238], in this study the PMV and PPD indices (recommended by the international standards 
[21,233,239]) are selected as reference parameters, due to the relatively easy 
implementation and to the easy-to-grasp information provided about the well-being of 
the passengers. Their usage to assess thermal comfort in transient environments is 
allowed if the operative temperature does not change more than ~2 °C during a 1 h period 
[21,233]; however, if these temperature variations are induced by adjustments by the users 
(as in the scenarios here investigated) higher values may be acceptable [233]. 

5-hole digital probe

CFD

Left vent Central vents Right vent

Left vent Central vents Right vent
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The PMV and PPD indices have been calculated according to the ISO 7730 Standard [21] 
and their evolution over time has been monitored in correspondence of five points inside 
the domain, as explained in Section 7.5; for this purpose the pythermalcomfort package 
developed by Tartarini and Schiavon [240] was employed. 
The PMV is an index allowing to predict the mean value of votes of a large group of people 
exposed to same environment on the 7-point thermal sensation scale given in Table 7.2, 
based on the heat balance of the human body. 

Table 7.2. Seven-point thermal sensation scale. 

+3 Hot 

+2 Warm 

+1 Slightly warm 

0 Neutral 

−1 Slightly cool 

−2 Cool 

−3 Cold 

The PMV can be calculated using Equations (7.2) to (7.7): 

𝑃𝑀𝑉 = [0.303 ∙ exp(−0.036 ∙ 𝑀) + 0.028]

∙ {(𝑀 −𝑊) − 3.05 ∙ 10−3 ∙ [5733 − 6.99 ∙ (𝑀 −𝑊) − 𝑝𝑎]

− 0.42 ∙ [(𝑀 −𝑊) − 58.15] − 1.7 ∙ 10−5 ∙ 𝑀 ∙ (5867 − 𝑝𝑎)
− 0.0014 ∙ 𝑀 ∙ (34 − 𝑡𝑎) − 3.96 ∙ 10

−8 ∙ 𝑓𝑐𝑙
∙ [(𝑡𝑐𝑙 + 273)

4 − (𝑡�̅� + 273)
4] − 𝑓𝑐𝑙 ∙ ℎ𝑐 ∙ (𝑡𝑐𝑙 − 𝑡𝑎)} 

(7.2) 

 

𝑡𝑐𝑙 = 35.7 − 0.028 ∙ (𝑀 −𝑊) − 𝐼𝑐𝑙
∙ {3.96 ∙ 10−8 ∙ 𝑓𝑐𝑙 ∙ [(𝑡𝑐𝑙 + 273)

4 − (𝑡�̅� + 273)
4] + 𝑓𝑐𝑙 ∙ ℎ𝑐

∙ (𝑡𝑐𝑙 − 𝑡𝑎)} 
(7.3) 

 

ℎ𝑐 = {
2.38 ∙ |𝑡𝑐𝑙 − 𝑡𝑎|

0.25, 2.38 ∙ |𝑡𝑐𝑙 − 𝑡𝑎|
0.25 > 12.1 ∙ √𝓋𝑎𝑟

12.1 ∙ √𝓋𝑎𝑟 , 2.38 ∙ |𝑡𝑐𝑙 − 𝑡𝑎|
0.25 < 12.1 ∙ √𝓋𝑎𝑟

 (7.4) 

 

𝓋𝑎𝑟 = 𝓋 + 𝓋𝑎𝑔 (7.5) 

 

𝓋𝑎𝑔 = {
0, 𝑀 ≤ 58.2 𝑊 𝑚−2

0.3 ∙ (
𝑀

58.2
− 1) , 𝑀 > 58.2 𝑊 𝑚−2 (7.6) 

 

𝑓𝑐𝑙 = {
1.00 + 1.290𝐼𝑐𝑙 , 𝐼𝑐𝑙 ≤ 0.078 𝑚

2 𝐾 𝑊−1

1.05 + 0.645𝐼𝑐𝑙 , 𝐼𝑐𝑙 > 0.078 𝑚
2 𝐾 𝑊−1 (7.7) 

where M is the metabolic rate (W m−2); W is the effective mechanical power (W m−2); Icl is 
the clothing insulation (m2 K W−1); fcl is the clothing surface area factor; ta is the air 
temperature (°C); 𝑡�̅� is the mean radiant temperature (°C); 𝓋𝑎𝑟 is the relative air velocity 
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combining the average air speed of the environment 𝓋 plus the relative air speed resulting 
from the body movement 𝓋𝑎𝑔 (m s−1); pa is the water vapor partial pressure (Pa); hc is the 

convective heat transfer coefficient (W m−2 K−1); tcl is the clothing surface temperature. 
On the other hand, the PPD predicts the percentage of thermally dissatisfied people who 
feel too cool or too warm. According to the ISO 7730 Standard, thermally dissatisfied 
people are those who will vote hot, warm, cool or cold on the 7-point thermal sensation 
scale of Table 7.2; the rest of the group will feel thermally neutral, slightly warm or slightly 
cool. With the PMV value determined, the PPD is calculated using Equation (7.8): 

𝑃𝑃𝐷 = 100 − 95 ∙ exp(−0.03353 ∙ 𝑃𝑀𝑉4 − 0.2179 ∙ 𝑃𝑀𝑉2) (7.8) 

An environment satisfying all the occupants is not possible due to the individual thermal 
sensation; for this reason standards specify particular criteria to be met [241]. The ISO 7730 
defines three classes: (i) class A, requiring −0.2<PMV<0.2 (PPD<6%), represents a high level 
of expectation and is intended for spaces occupied by very sensitive and fragile persons 
with particular requirements; (ii) class B, with −0.5<PMV<0.5 (PPD<10%), is the level 
commonly adopted for design and operation; (iii) class C, with −0.7<PMV<0.7 (PPD<15%), 
which ensures an environment that is still considered acceptable but presents some risk 
of reduced occupants performance [241]. In the present study the class B is taken as 
reference, since this is the same level defined as acceptable by the American national 
standard ASHRAE 55-2020 [233]. 

7.3 NUMERICAL SETUP 

URANS and LES simulations were performed employing the open-source OpenFOAM 
code, based on the finite volume formulation. Air density is assumed to vary linearly with 
temperature, according to the Boussinesq approximation, due to the small temperature 
gradients in the computational domain (see Section A.1.1 for more details). 

7.3.1 SETUP FOR URANS SIMULATIONS 

For URANS simulations, the SST k−ω model was selected since studies on a simplified car 
cabin (described in Chapter 3) revealed its better performance with respect to other eddy 
viscosity-based models. Transient simulations were carried out using the PIMPLE 
algorithm, processing the overall transient phenomenon as consecutive steady-state time 
steps; a time step of 0.01s was adopted and as requirement for time step convergence the 
scaled residuals were set <10−3 for pressure and <10−5 for velocity. 
To ensure the independence of the URANS solution from the adopted grid, a mesh 
sensitivity analysis has been performed. Three unstructured hex-dominant meshes have 
been employed, generated using the snappyHexMesh algorithm. An x-y plane at z=0 (see 

Figure 7.4a) is available in Figure 7.4b−d for the different grids, while details of the 
computational meshes are summarized in Table 7.3. 
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(a) computational domain with the x-y plane at 
z=0 highlighted 

(b) mesh 3: 2,030,376 cells 

  

(c) mesh 2: 3,839,689 cells (d) mesh 1: 7,443,494 cells 

Figure 7.4. Computational domain with the x-y plane at z=0 highlighted (a); slices at z=0 of the 
computational grids employed for mesh sensitivity analysis (b)-(d). 

 

Table 7.3. Details of the computational meshes. 

Mesh # Number of Cells 
Skewness 

max 
Non orthogonality 

max 
y+ max y+ min y+ avg 

3 2,030,376 4.52 50 25.94 5.78 × 10−4 1.45 

2 3,839,689 4.77 65 24.19 3.46 × 10−4 1.31 

1 7,443,494 3.56 65 19.32 2.84 × 10−4 1.28 

All grids were refined in the jet zone (upper area of the passenger compartment) and in 
correspondence of solid walls, where a boundary layer region composed of 5 layers has 
been defined; this construction strategy allowed accurate description of the gradients of 
the solution and led to the maximum, minimum and average y+ values reported in Table 
7.3. Grid convergence tests were performed considering the Richardson error estimation 
procedure [242]. According to such criterion, the average error in a fine grid solution and 
in a coarse grid solution is determined by: 

𝐸𝑀𝑒𝑠ℎ1
𝑓𝑖𝑛𝑒

=
𝑓2 − 𝑓1

1 − 𝑟𝑓
𝑃 (7.9) 

 

𝐸𝑀𝑒𝑠ℎ2
𝑐𝑜𝑎𝑟𝑠𝑒 =

𝑟𝑓
𝑃(𝑓2 − 𝑓1)

1 − 𝑟𝑓
𝑃  (7.10) 
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where P is the formal order of accuracy of the algorithm, calculated as follows: 

𝑃 =
ln (

𝑓3 − 𝑓2
𝑓2 − 𝑓1

)

ln (𝑟𝑓)
 (7.11) 

In the expressions above 𝑓1, 𝑓2 and 𝑓3 are numerical solutions obtained with grid spacing 
equal to ℎ1, ℎ2 and ℎ3 respectively (with subscript 1 indicating the finest grid in the present 
notation) and 𝑟𝑓 = ℎ𝑖 ℎ𝑖−1⁄ > 1 is the refinement factor adopted for the generation of the 

different grids. A constant refinement factor equal to 1.3 was adopted here, and the 
average formal order of accuracy of the algorithm is equal to 3.36. Figure 7.5 shows the 
velocity profiles compared for the sensitivity analysis, obtained with the three selected 
grids at x=0.25 m and z=−0.03 m (i.e., the measuring plane of the PIV experiment). The 
location where the profiles are extracted is highlighted in yellow colour on the right picture 
in Figure 7.5, portraying the abovementioned x-y plane at z=−0.03 m. The average error 
obtained for Mesh 2, 𝐸𝑀𝑒𝑠ℎ2

𝑐𝑜𝑎𝑟𝑠𝑒 , is equal to 4.03% while the average error obtained for Mesh 

1 𝐸𝑀𝑒𝑠ℎ1
𝑓𝑖𝑛𝑒

 is equal to 2.85%. Being the error below the 5%, it can be concluded that Mesh 2 

provides nearly grid-independent results and has been selected for numerical 
investigations. Since the flow field is affected by periodic temporal fluctuations in the jet 
region, grid convergence study and numerical versus experimental comparison were 
conducted in terms of time-averaged velocity fields. Targeted analyses were conducted to 
establish the proper averaging time interval, finding that 25 seconds are needed to have a 
deviation of less than 1% among the predicted mean velocity profiles. 

 
Figure 7.5. Velocity profiles obtained at x=0.25m and z=−0.03m (measuring plane, shown on the 

right), for the three grids considered in the sensitivity analysis. 

7.3.2 SETUP FOR LES SIMULATIONS 

The LES simulations were initialized with the results from the URANS simulation and 
carried out on the finest grid (i.e., Mesh 1). Pressure-velocity coupling was solved with the 
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PISO algorithm, setting the maximum Courant number Co=5 (corresponding to a time 
step of 0.0002 s). 
Two different subgrid scale (SGS) models were tested: the WALE model with default 
coefficients [243] and the dynamic KE model [244]. Simulations have included a start-up 
phase equal to five flow-through times TFT= 0.61 s (to make the flow develop and reach a 
condition of stable fluctuations) and then a time-averaging phase (to get the mean 
solution) equal to 12 s. TFT has been calculated as the ratio of the extension of the 
computational domain in the x-direction to the mean flow velocity at the inlet vents. 
To assess the suitability of Mesh 1 for LES computations, the LES index of quality 𝐿𝐸𝑆𝐼𝑄 is 

calculated according to the following expression by Celik et al. [245]: 

𝐿𝐸𝑆𝐼𝑄 =
𝑘𝑟𝑒𝑠𝑜𝑙𝑣𝑒𝑑
𝑘𝑡𝑜𝑡𝑎𝑙

=
1

1 + 0.05 ∙ (
𝜈 + 𝜈𝑆𝐺𝑆

𝜈
)
0.53 (7.12) 

where 𝜈 is the molecular viscosity and 𝜈𝑆𝐺𝑆 is the SGS viscosity; this parameter, 
representing the ratio of the resolved to the total turbulent kinetic energy, must be greater 
than 80% for a well-resolved computation [246]. Figure 7.6 shows the contours of 𝐿𝐸𝑆𝐼𝑄 on 

the x-y plane at z=−0.03 m, for the WALE model; the minimum value is 79.4% whereas the 
average on the plane is 92.5%, therefore it can be argued that the LES computations resolve 
a large fraction of the total turbulent kinetic energy and that the adopted grid is suitable 
for the investigations. 

 
 

Figure 7.6. Contours of LESIQ on the x-y plane at z=−0.03 m (PIV measuring plane) for the WALE 
model. 

7.4 NUMERICAL MODEL VALIDATION AGAINST PIV MEASUREMENTS 

In this section, the validation of the numerical model is presented by comparing measured 
and predicted velocity fields within the longitudinal plane at z=−0.03 m (PIV measuring 
plane). The boundary conditions imposed for the validation of the numerical model are 
available in Table 7.4; I indicates the turbulence intensity, ℓ (m) is the turbulent length 
scale, L (m) is the characteristic length, assumed equal to the width of the inlet sections. 

LESIQ
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Patches not specified in Figure 7.2 have been modelled as walls and distinguished between 
glazed (highlighted in light-blue colour in Figure 7.2) and non-glazed surfaces (highlighted 
in grey colour in Figure 7.2). Regarding temperature, non-glazed walls have been modelled 
as adiabatic while at glazed surfaces a fixed value has been imposed, equal to the 
temperature of the measurement environment during the experiments (see Section 7.2.1). 
In URANS simulations, a Gaussian function was imposed for velocity at the inlet, defined 
by experimentally fitted coefficients (see Section 7.2.3); in LES simulations, the Divergence 
Free Synthetic Eddy Method (DFSEM) boundary condition was adopted for the generation 
of synthetic turbulence, imposing the same Gaussian function for the mean velocity and 
mapping the Reynolds stresses and the turbulent length scale from the RANS solution 
[247,248]. Overall, the HVAC system provides an air change per hour of 60 h−1. 
In Figure 7.7 the experimental (bottom picture) and URANS (top picture) mean velocity 
contours are shown; the experimental field of view is superimposed on the CFD field to 
display its extent in comparison with the whole computational domain. Figure 7.8, 
instead, depicts the instantaneous velocity field predicted with the WALE model after 5 
seconds; from this picture, it is possible to observe the jet destabilization and the turbulent 
mixing, aspects that cannot be captured by URANS. 
In Figure 7.9 mean velocity profiles in five different sections (i.e., x=0.25 m, x=0.35 m, 
x=0.45 m, x=0.55 m and x=0.65 m) are outlined; the locations where the profiles are 
extracted are shown in Figure 7.7 with yellow-coloured vertical lines. 

Table 7.4. Boundary conditions set for comparison with PIV measurements. 

Surface 
BC for mean 

velocity 

BC for 

pressure 

BC for 

temperature 
BC for k BC for ω 

inlet 
sections 

see 
Section 7.2.3 

𝜕𝑝

𝜕𝒏
= 0 𝑇 = 43.6 °𝐶 𝐼 = 15% ℓ = 0.07L 

outlet 
section 

𝜕𝒖

𝜕𝒏
= 0 𝑝 = 101325 𝑃𝑎 

𝜕𝑇

𝜕𝒏
= 0 

𝜕𝑘

𝜕𝒏
= 0 

𝜕𝜔

𝜕𝒏
= 0 

glazed walls 𝒖 = 0 
𝜕𝑝

𝜕𝒏
= 0 𝑇 = 30.2 °𝐶 standard wall functions 

non-glazed 
walls 

𝒖 = 0 
𝜕𝑝

𝜕𝒏
= 0 

𝜕𝑇

𝜕𝒏
= 0 standard wall functions 
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Figure 7.7. URANS (top) and PIV (bottom) velocity contours on the longitudinal plane at z=−0.03 m 

(measuring plane), together with the 2D streamlines. The experimental field of view is 
superimposed on the CFD field. 

 

 

 
Figure 7.8. Instantaneous velocity contours predicted with the WALE model, on the longitudinal 

plane at z=−0.03 m (measuring plane), after 5 seconds of simulated time. 
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Figure 7.9. Experimental and predicted velocity profiles comparison in five different sections within 

the selected plane at z=−0.03m: x=0.25m, x=0.35 m, x=0.45 m, x=0.55 m and x=0.65 m. 

The capability of the URANS and LES models to reproduce the experiments was assessed 
quantitatively by calculating the RMSE between the predicted and measured data 
(Equation (3.7)). In addition, the Normalized RMSE (NRMSE) was calculated dividing the 
RMSE by the maximum velocity value measured along each profile, namely 2.11 m s−1, 
1.76 m s−1, 1.42 m s−1, 1.20 m s−1 and 0.99 m s−1 for x=0.25 m, x=0.35 m, x=0.45 m, x=0.55 m 
and x=0.65 m respectively. The results, summarized in Table 7.5, show a very good 
agreement existing between predicted and measured velocity fields with errors below the 
order of 0.25 m s−1 (~5% of the maximum velocity at the vent exit). In addition to the errors 
calculated for the five sections of interests, Table 7.5 also provides the global errors 
considering the entire region where PIV measurements are available. In this case, NRMSEs 
are obtained dividing the RMSE by the maximum experimental velocity within the plane, 
which is equal to 2.49 m s−1. Global values confirm the close agreement between the 
simulations and the experiments. 
On the whole, the shape of the flow is well predicted by the CFD models; buoyancy effects 
are properly described as well, with profiles shifting upwards when the distance from the 
inlet vents increases, in accordance with the experimental data. 
Both LES models initially overestimate the velocity peak; this is probably because the 
Reynolds stresses given as input to the DFSEM boundary conditions are not measured but 
mapped from the URANS simulations. One solution to improve the accuracy of LES results 
could thus be measuring the Reynolds stress tensor at the inlet sections; this would 
provide a more precise description of the turbulence anisotropy and help minimize 
discrepancies with the PIV data. However, performing such measurements poses 
challenges due to the non-planar surface of the inlet vents and requires a targeted 
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experimental campaign, which is beyond the scope of the present work. In the profiles 
extracted at a greater distance from the inlet, the WALE SGS model outperforms the SST 

k−ω, especially at x=0.55 m and x=0.65 m.  On the other hand, the dynamic KE SGS model 
exhibits the worst behaviour and has a better agreement with PIV data only at x=0.55 m 
and x=0.65 m, probably due to the initialization of the turbulent kinetic energy from 
precursor URANS simulation. In general, both WALE and dynamic KE models better 
describe the shape of the jet at the bottom; however, all models underestimate the velocity 
value in the area below the bulk of the jet flow. This can be primarily attributed to the 
simplifications made for the reproduction of the in-vehicle environment, which are more 
substantial in the lower part of the domain (first among all, not having modelled the 
presence of the steering wheel and of the gearshift, which can create disturbances to the 

flow field in their surroundings). Overall, URANS SST k−ω model is sufficiently accurate in 
predicting the airflow patterns (if proper attention is given to the design of the CFD 
simulation) and is appreciably outperformed by LES only in the turbulent mixing region. 

Table 7.5. RMSE and NRMSE between predicted and measured velocity values, for the five sections 

of interest and for the entire region where PIV measurements are available. 

 RMSE (NRMSE) 

 x=0.25 m x=0.35 m x=0.45 m x=0.55 m x=0.65 m Global 

URANS 

SST k−ω 

0.142 m s−1 
(6.7%) 

0.131 m s−1 
(7.5%) 

0.176 m s−1 
(12.4%) 

0.181 m s−1 
(15.1%) 

0.189 m s−1 
(19.1%) 

0.203 m s−1 
(8.17%) 

LES WALE 
0.242 m s−1 

(11.5%) 
0.130 m s−1 

(7.4%) 
0.167 m s−1 

(11.8%) 
0.143 m s−1 

(11.9%) 
0.161 m s−1 

(16.2%) 
0.207 m s−1 

(8.34%) 

LES 

dynamic KE 

0.234 m s−1 
(11.1%) 

0.158 m s−1 
(9.0%) 

0.182 m s−1 
(12.8%) 

0.133 m s−1 
(11.1%) 

0.155 m s−1 
(15.6%) 

0.206 m s−1 
(8.29%) 

A more careful comparison between the simulated and measured mean flow fields can be 
made considering the distributions of the mean z–vorticity (Ωz, s−1) shown in Figure 7.10, 
where the positive z direction is oriented away from the x–y plane. The numerical fields 
are represented on the PIV measuring plane for a more effective visualization. 
The mean z–vorticity contours in Figure 7.10 emphasize the capability of all the adopted 
models in predicting the mean flow structures, both inside and outside the main bulk of 
the jet. In fact, the strong vortices at the edges of the jet (arising from the interaction of the 
moving jet with the still surroundings) are well reproduced as well as the vorticity 
distribution away from the jet core. 
The close agreement between the experimental and numerical data is confirmed when 
looking at Figure 7.11, which displays the difference between the predicted and measured 

z−vorticity. Outside of the jet core, the absolute difference is almost everywhere below 
10 s−1; the largest differences are located in the bottom-left corner, confirming that the 
simplification of the geometry in the lower part of the domain can reduce the accuracy of 
the numerical models in reproducing the flow characteristics in that area. 
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Figure 7.10. Experimental and numerical distribution of the mean z–vorticity. The numerical fields 

are represented on the PIV measuring plane for a more effective visualization. 

PIV URANS, SST k−ω

Ωz (1/s)

LES, WALE LES, dynamic KE
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Figure 7.11. Spatial distribution of the difference between the predicted and measured z–vorticity, 

obtained with the different turbulence models. 

To assess the performance of the adopted CFD models in predicting not only the mean 
flow behavior but also the fluctuations in the velocity fields, a comparison between 
numerical and PIV data is made in terms of turbulent kinetic energy (TKE). Figure 7.12 
displays the measured and predicted TKE fields (with the latter represented on the PIV 
measuring plane for effective visualization), while Figure 7.13 presents a comparison 
across the same five sections previously analyzed (i.e., x=0.25 m, x=0.35 m, x=0.45 m, 
x=0.55 m and x=0.65 m). Overall, the LES simulations yield higher TKE values than URANS 
simulations, resulting in better agreement with the measured values except at x=0.25 m. 
In this section, the LES models exhibit higher RMSEs than URANS, attributed to upward 
shifts in the profiles (as observed in Figure 7.9 for the velocity profiles). Nevertheless, the 
LES models provide a better prediction of the profile shape. Table 7.6 summarizes the 
RMSE and NRMSE values obtained for the different sections of interest and for the entire 
region where PIV measurements are available. NRMSE values are calculated by dividing 
the RMSE by the maximum experimental value along each profile (namely 0.563 m2 s−2, 
0.603 m2 s−2, 0.509 m2 s−2, 0.444 m2 s−2 and 0.337 m2 s−2 for x=0.25 m, x=0.35 m, x=0.45 m, 
x=0.55 m and x=0.65 m respectively) for errors calculated for each profile, and the 
maximum within the whole measuring plane for global values (i.e., 0.637 m2 s−2). 
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Figure 7.12. Experimental and numerical distribution of the turbulent kinetic energy. The numerical 

fields are represented on the PIV measuring plane for a more effective visualization. 
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Figure 7.13. Experimental and predicted turbulent kinetic energy profiles comparison in five 

different sections within the selected plane at z=−0.03m: x=0.25m, x=0.35 m, x=0.45 m, x=0.55 m and 
x=0.65 m. 

 

Table 7.6. RMSE and NRMSE between predicted and measured TKE values, for the five sections of 
interest and for the entire region where PIV measurements are available. 

 RMSE (NRMSE) 

 x=0.25 m x=0.35 m x=0.45 m x=0.55 m x=0.65 m Global 

URANS 

SST k−ω 

0.067 m2 s−2 
(11.98%) 

0.140 m2 s−2 
(23.16%) 

0.133 m2 s−2 
(26.18%) 

0.158 m2 s−2 
(35.61%) 

0.118 m2 s−2 
(34.96%) 

0.101 m2 s−2 
(15.90%) 

LES WALE 
0.097 m2 s−2 

(17.30%) 
0.098 m2 s−2 

(16.26%) 
0.035 m2 s−2 

(6.81%) 
0.092 m2 s−2 

(20.64%) 
0.101 m2 s−2 

(29.85%) 
0.085 m2 s−2 

(13.27%) 

LES 
dynamic KE 

0.120 m2 s−2 
(21.24%) 

0.133 m2 s−2 
(22.07%) 

0.053 m2 s−2 
(10.38%) 

0.062 m2 s−2 
(13.85%) 

0.078 m2 s−2 
(23.16%) 

0.080 m2 s−2 
(12.55%) 

Although the dynamic KE model shows worse agreement with experiments than the WALE 
model in the five investigated sections, it has lower global errors. This can be explained by 
examining Figure 7.14, which displays the difference between predicted and measured 
TKE for all turbulence models. In the jet core, the dynamic KE exhibits worse agreement, 
while the WALE model demonstrates a poorer performance in the bottom-left region 
(closer to the inlet sections), resulting in a slightly worse overall agreement with the 
experiments. Figure 7.14 also highlights that the URANS SST k-ω underestimates the TKE 
in the jet core, and all models underestimate the TKE in the bottom-left region. 
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Figure 7.14. Spatial distribution of the difference between the predicted and measured turbulent 

kinetic energy, obtained with the different turbulence models. 

The simulations were performed on a Dell Precision 7920 Rack with 104 CPUs and 64 GB 
RAM. URANS computations took 4.7 days to complete on the finest grid; LES took about 
twice the time required by URANS. Due to the less computational resources required, 
URANS approach has been selected for the numerical investigations presented in the next 
section. 

7.5 DISCUSSION OF VELOCITY AND TEMPERATURE FIELDS, AND THERMAL COMFORT 

ANALYSIS 

The validated URANS model is here applied to study the thermal-fluid dynamics fields 
inside the car cabin in winter and summer conditions. The same boundary conditions as 
the validation scenario were adopted, except for the temperature values at the inlet 
sections and at the glazed walls, listed in Table 7.7 and selected according to the climatic 
conditions outlined in Section 0. Since the thermal resistance of windows and windshield 
is negligible (due to their fine thickness and to the large convection heat transfer 
coefficients in forced convection), it is reasonable to assume the glazed walls temperature 
equal to the outdoor temperature. 

 

TKECFD − TKEPIV (m2/s2)

LES, WALE LES, dynamic KE

URANS, SST k−ω



 

 

142  

7 

Table 7.7. Subset of boundary conditions imposed for temperature in winter and summer scenarios. 

Surface 
Winter 

scenario 

Summer 

scenario 

inlet 
sections 

𝑇 = 20 °𝐶 𝑇 = 25 °𝐶 

glazed walls 𝑇 = 10 °𝐶 𝑇 = 30 °𝐶 

Investigated scenarios cover 10 minutes of simulated time, which are sufficient to achieve 
a quasi-steady state condition (as discussed in Section 7.5.1). Five virtual probes were 
placed in the computational domain as shown in Figure 7.15, representing the position of 
the passengers, to monitor the evolution over time of PMV and PPD indices; such an 
approach allows to find out whether the thermal comfort of the passengers is ensured and 
to determine the amount of time required to achieve acceptable thermo-hygrometric 
conditions. Mean temperature and velocity fields are also discussed by comparing winter 
and summer scenarios. 

 
Figure 7.15. Positions inside the domain, with coordinates expressed in meters, of the virtual probes 

placed to monitor the evolution over time of PMV and PPD. 

7.5.1 NUMERICAL MEAN VELOCITY AND TEMPERATURE FIELDS 

In the present section, mean velocity and temperature fields are discussed by comparing 
winter and summer scenarios. 
In Figure 7.16 the trend over time of temperature and velocity values in correspondence 
of the five virtual probes is depicted. After 60 seconds the velocity field already has stable 
fluctuations whereas, as expected, thermal phenomena have a longer evolution time and 
300 seconds are required to reach a steady state. The averaging time interval was selected 
accordingly, discarding the first minutes and considering from the fifth minute (i.e., 300 s) 
onward; in so doing, the mean temperature fields are not affected by the initial transients 
and the mean velocity fields are not affected by the initial thermal instabilities. 

probe FL

(1.10, 0.05, 0.38)

probe FR

(1.10, 0.05, -0.38)
probe RL

(1.95, 0.16, 0.38)

probe RC

(1.95, 0.16, 0)

probe RR

(1.95, 0.16, -0.38)

Abbreviations

FL: Front Left

FR: Front Right

RL: Rear Left

RC: Rear Centre

RR: Rear Right
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Figure 7.16. Trend over time of velocity and temperature values in correspondence of the five virtual 
probes placed in the domain, for (a) winter and (b) summer conditions. 

 
Figure 7.17 shows the streamlines of the airflow entering the domain from the inlet vents, 
coloured by mean velocity, in winter and summer scenarios. Motion structures are very 
similar, with the jet flows directed towards the rear compartment without being deflected 
and creating a recirculating zone near the rear seats; the different thermal regime has a 
very little effect on the velocity fields, since the temperature field is fairly uniform as can 
be seen by Figure 7.18 and Figure 7.19, where temperature contours are displayed on the 
x-y slices intersecting the driver and passenger seats respectively. Only a small difference 
can be observed in the direction of the central jets, that in winter scenario are slightly 
shifted upwards owing to the buoyancy forces. 
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Figure 7.17. Streamlines of the airflows entering the domain from the inlet vents, coloured by mean 

velocity magnitude, for (a) winter and (b) summer conditions. 

 

 
Figure 7.18. Mean temperature contours on the driver side (x-y slice at z=0.38 m, i.e., driver’s seat) 

for (a) winter and (b) summer conditions. 

 

 
Figure 7.19. Mean temperature contours on the passenger side (x-y slice at z=−0.38 m, i.e., 

passenger’s seat) for (a) winter and (b) summer conditions. 

(b) summer conditions(a) winter conditions

(b) summer conditions(a) winter conditions

(b) summer conditions(a) winter conditions
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The small influence of temperature field on the airflow patterns is confirmed by 
comparing velocity contours and streamlines in winter and summer on the driver (Figure 
7.20) and passenger side (Figure 7.21). Flow patterns are very similar, with the air directed 
towards the parcel shelf and a recirculating zone being created in the rear compartment. 
A further aspect which must be addressed is the influence of the asymmetric air supply by 
the HVAC system on the velocity fields. By comparing Figure 7.20a with Figure 7.21a 
(winter conditions) and Figure 7.20b with Figure 7.21b (summer conditions), it is possible 
to observe that the passenger side is characterized by higher velocities, and this is due by 
the higher velocity of the air supplied by the right vents with respect to the left vents (see 
Figure 7.3 and Table 7.1). However, this asymmetry does not affect the thermal comfort of 
the occupants dramatically, as discussed in Section 7.5.2, since such differences are 
confined to the upper part of the passenger compartment. 

 
Figure 7.20. Mean x-y velocity contours and 2D streamlines on the driver side (x-y slice at z=0.38 m) 

for (a) winter and (b) summer conditions. 
 

 
Figure 7.21. Mean x-y velocity contours and 2D streamlines on the passenger side (x-y slice at 

z=−0.38 m) for (a) winter and (b) summer conditions. 

Finally, in Figure 7.22 the mean z velocity contours are shown, together with the 2D 
streamlines, for the x-z plane intersecting the mouth of possible passengers (i.e., at 
y=0.1 m), for winter and summer scenarios. In this case, important differences can be 
highlighted both in flow patterns and velocity values. On the other hand, in both 
conditions the velocity component in the z direction is not negligible and there are 
significant recirculation zones in the rear seats; in addition, in the front seats the 
streamlines are directed from the two sides towards the centre. All these three features 
may be decisive in the transmission of respiratory viruses, thus posing a risk for the 
occupants. 

(b) summer conditions(a) winter conditions

(b) summer conditions(a) winter conditions
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It must be pointed out that the presence of the passengers would affect the air flow 
patterns inside the car cabin and their contribution inside a real cabin environment will 
be studied in future works. The main scope of the present study is, in fact, to numerically 
reproduce the experiments (so developing a reliable validated tool to be used for many 
purposes) and to provide insights into the design of CFD simulations of a real car cabin. 
Since the PIV measurements were taken in the absence of occupants, the latter were not 
included in the numerical simulations. In addition, such an approach allows to isolate the 
only contribution of the HVAC system, which has been proven to have a strong influence 
on the distribution of exhaled respiratory droplets inside car cabins (see Chapter 3). 

 
Figure 7.22. Mean z velocity contours and 2D streamlines on the x-z slice at y=0.1 m for (a) winter 

and (b) summer conditions. 

7.5.2 THERMAL COMFORT ASSESSMENT 

As explained in Section 7.2.5, PMV and PPD indices were evaluated according to the ISO 
7730 Standard using the pythermalcomfort package [240]. The mean radiant temperature 
was calculated as the average walls temperature; the relative humidity was determined 
according to the model developed in Ref. [249], based on the moisture balance; the 
metabolic rate was set to 1.5 met (1 metabolic unit = 1 met = 58.2 W m−2) for the driver and 
to 1.2 met for other passengers [240], and the clothing insulation set to 0.5 clo (1 clothing 
unit = 1 clo = 0.155 m2 K W−1) for typical summer garment and to 1 clo for typical winter 
garment [240]. Results are presented in graphical form in Figure 7.23 and Figure 7.24 
where the comfort region (PMV in the range −0.5 to 0.5, resulting in a PPD under 10%) is 
highlighted in green colour. 
In winter conditions (Figure 7.23a and Figure 7.24a) the negative values of the PMV mean 
that the occupants are cold; after initial unacceptable values, the operation of the HVAC 
system allows to improve the thermal sensation of the people in the cabin and after 5 
minutes a quasi-steady state regime is achieved. Due to the higher metabolic activity, the 
driver (probe FL) experiences the best condition, with a PMV well above the lower limit of 
−0.5 (PPD well below 10%); a good condition is also experienced by the passengers sitting 
next to the driver (probe FR) and on the central back seat (probe RC). For what concerns 
the passengers sitting on the left back seat (probe RL) and right back seat (probe RR), the 
comfort indices exceed the bounds owing to the higher air speeds (see Figure 7.20 and 
Figure 7.21); however, the comfort indices fall in the lowest class (i.e., class C) and the 
environment can still be considered acceptable. In summer (Figure 7.23b and Figure 

(b) summer conditions(a) winter conditions
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7.24b), the occupants share a hot environment as evidenced by the positive values of the 
PMV. In such scenario, the higher metabolic activity disadvantages the driver, who 
experiences the worst condition (PMV>0.7, PPD>15%) followed by the passengers sitting 
next to the driver (probe FR) and on the central back seat (probe RC). In this case, the 
higher velocities improve the comfort sensation of passengers sitting on the left back seat 
(probe RL) and right back seat (probe RR), which have PMV<0.5 (PPD<10%). Despite the 
asymmetry of the fan strengths and the different air velocities, the PMV in correspondence 
of probes RL and RR are close to each other both in winter and summer. 
A general consideration, referred to both scenarios, is that thermal comfort sensation can 
be quite different for passengers sitting on different seats, as a function of different 
temperature and velocity values as well as of the different metabolic activity; this aspect 
should be duly taken into account when designing and operating the HVAC system, since 
the minimum comfort requirements should be met for all occupants sharing the car. In 
this respect, validated CFD tools can be very useful since they allow to predict and design 
the airflow patterns inside the car cabin. 

  
(a) winter conditions (b) summer conditions 

Figure 7.23. PMV in correspondence of the virtual probes, for (a) winter and (b) summer conditions. 

 

  
(a) winter conditions (b) summer conditions 

Figure 7.24. PPD in correspondence of the virtual probes, for (a) winter and (b) summer conditions. 
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7.6 CONCLUSIONS 

In the present chapter, a transient non-isothermal CFD tool, able to predict the airflow 
patterns inside a real car cabin, has been developed and validated against PIV 
measurements. The main objective is to give insights in the design of CFD simulations of 
such indoor microenvironments and to produce a reliable tool to be used for many 
purposes, including the improvement of IAQ and comfort of the occupants and the 
reduction of the energy consumption by the HVAC system. Numerical analyses have been 
carefully designed, giving attention to the reproduction of the in-vehicle environment, 
identification of inlet and outlet sections and to the proper definition of the boundary 
conditions; all this led to a very good numerical-experimental agreement, with errors kept 
below 0.25 m s−1 for the mean velocity. 

A comparison is made between URANS (with the SST k−ω model) and LES (with the WALE 
and dynamic KE models) approaches, evidencing that the URANS produces satisfactory 
results and is suitable for studying the thermal-fluid dynamics fields inside real car cabins. 
The URANS model, owing to the less computational resources required, is applied to 
characterize the mean thermal-fluid dynamics fields in winter and summer conditions, 
and to assess the evolution over time of the PMV and the PPD indices at multiple points of 
the cabin representing the position of the passengers. In quasi-steady state conditions, the 
temperature is fairly uniform inside the cabin, and therefore has a little influence on the 
velocity fields; the direct consequence is that the mean flow structures in summer and 
winter are very similar. 
On the other hand, the analysis of the well-being of the occupants here performed led to 
the conclusion that passengers sharing the same car may have contrasting comfort 
perceptions. This point must be considered in the design and operation of the HVAC 
systems, since the environment must meet the minimum comfort requirements for all the 
occupants; to this end, validated CFD tools become essential as they allow to faithfully 
predict the airflow patterns in this and other indoor environments. 
In this study the presence of the passengers in the car cabin was not modelled, since the 
experiments were conducted in the absence of occupants; this aspect will be addressed in 
future studies, relying on the CFD tool here validated. 
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This chapter is based on the following published article: 

Arpino F., Canale C., Cortellessa G., Dell’Isola M., Ficco G., Grossi G. and Moretti L. (2024). Green hydrogen for 
energy storage and natural gas system decarbonization: An Italian case study. International Journal of Hydrogen 
Energy, 49, 586-600. 

8 
8 GREEN HYDROGEN FOR ENERGY STORAGE AND 

NATURAL GAS SYSTEM DECARBONIZATION 

The increase of the electricity production from non-programmable and intermittent renewable energy 
sources generates criticalities in the balance between the energy supply and demand, requiring 
significant energy storage capabilities for the next future. The exploitation of the available NG 
Transmission Network (NGTN) by implementing the Power to Gas (PtG) technology is particularly 
promising since it allows a massive energy storage capability and the decarbonization of the NGTN by 
the green hydrogen injection into the grid with growing percentages up to 100%. The objective of this 
chapter is to analyse the actual feasibility of distributed green hydrogen generation and its injection 
into the national NGTN. A mathematical model has been developed to assess the dynamic operation of 
a PtH2 integrated system to produce green hydrogen using photovoltaic-powered electrolyser and to 
inject it into the NGTN, upstream of a Regulating and Measuring Station (RMS) located in central Italy. 
Three different surface sizes are considered for the installation of PV panels (100 m2, 300 m2 and 500 
m2) and the optimal hydrogen accumulation size has been calculated to ensure the uniformity of the 
supplied mixture throughout the year. Obtained results show that employing the optimal 
accumulation size, hydrogen percentage in the NG-H2 mixture ranges between 0% and 0.90% by 
volume. In the best-case scenario (i.e., when considering a surface area of 500 m2), the cost of hydrogen 
production is 5.10 EUR kg−1 and the PtH2 plant allows to save 32.348 tonnes of CO2 emissions every year. 
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transmission network; photovoltaic/electrolyser system 

8.1 INTRODUCTION 

Renewable energy sources (RESs) are the keystone of the energy policy of European Union 
to replace fossil fuels and consequently, to fulfil the target of a carbon neutral economy by 
2050. Due to the decrease in costs, non-programmable RESs (i.e., wind and solar) are 
expected to be the most promising renewable power sources. According to the future 
scenarios developed by the main Italian Transmission System Operators (TSOs), it is 
expected that between 40% and 60% of national electricity production will be constituted 
by non-programmable RESs by 2040 [250]. The increase of power generation from RESs 
poses serious challenges to the stability of the energy system because the supply and 
demand of power are intermittent and random. On the supply side, non-programmable 
RESs exhibit strong short and long-term variations. On the demand side, hourly, daily, 
weekly, monthly, and seasonal variations are also significant, especially in the building 
sector. Therefore, the integration of a significant share of RESs will require to store large 
energy quantities over weeks, months and seasons, to match the intermittent renewable 
supply with the pattern of energy consumption. In addition, the direct electrification is not 
a viable option for all end-use sectors yet; owing to technological, logistical and economic 
barriers, it is particularly challenging for the so-called Hard-to-Abate sectors (e.g., heavy 
transport, building heating, high-grade industry heat). In this context, green hydrogen 
could play a crucial role as an energy vector in the transition to RESs by providing a 
mechanism to flexibly transfer energy across sectors, in time and space. Hydrogen, in fact, 
provides several key benefits for the whole energy system, due to its versatility and 
integrability with other clean technologies for the production and consumption of energy. 
Specifically, hydrogen offers the possibility of decarbonizing the final consumption 
sectors on a large scale: it can use existing assets and infrastructures, such as the natural 
gas (NG) transmission and distribution networks, existing heaters, industrial assets, and 
fuel retail networks to decarbonize the NG grid, heavy transport, and high-grade heat. 
Green hydrogen, as well as Carbon Capture and Storage (CCS) technologies, allows to 
reduce the carbon footprint of industry feedstock, especially in the production of steel and 
chemicals [251], so accelerating the decarbonization process in the sectors for which 
electrification is not an efficient solution, such as heavy industry, long-distance and heavy 
goods transport, non-electrified rail transport and residential sector. Green hydrogen can 
also be employed to ensure the storage capabilities required to efficiently meet the future 
large energy production from RES by employing the Power to Hydrogen (PtH2) 
technology. In fact, the electrical energy surplus from renewables can be employed to 
produce green hydrogen to be injected in the natural gas distribution network, that offers 
huge line-pack storage capabilities. Injection of green hydrogen into the available NG 
network allows to connect production and demand sites, thus reducing supply costs and 
providing at the same time security and continuity of supplies through the development 
of an international market. Finally, in the next years the production costs of hydrogen are 
expected to decrease reaching competitive cost levels compared to other alternatives, due 
to the development of green hydrogen production technologies and to the increasing 
availability of renewable electricity. Despite the governments drive towards the uptake of 
green hydrogen, multiple barriers are challenging the scale-up of electrolysers and 
hydrogen transport infrastructures. Obstacles include high costs, sustainability issues, 
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unclear future and lack of demand, unfit power system structures, and lack of technical 
and commercial standards [252,253]. There is no doubt that the high costs are the main 
obstacle to the development of a “Hydrogen economy”. Even though costs have been 
decreasing over the last decades, mainly due to the reduction of renewable power 
generation costs, the green hydrogen still costs 2 – 3 times more than blue hydrogen (i.e., 
hydrogen produced from fossil fuels with CCS systems) [254]. On the other hand, the low 
cost of power supply is a necessary but not sufficient condition to produce hydrogen at 
competitive prices. An expense reduction is also needed for the electrolysis facilities, 
which are the second highest cost element of hydrogen production, as well as of 
transportation and storage ones, that can make the green hydrogen up to 15 times more 
costly than the hydrogen produced and used on-site [255]. One possible strategy to 
decrease costs related to green hydrogen production is the development of a decentralized 
hydrogen production system, constituted by multiple downsized hydrogen production 
sites allocated more densely across a specific region [255–257]. In fact, the latter could 
contribute to reduce the off-site hydrogen costs curtailing the transportation and storage 
expenses or could even erase ones in the case of the whole hydrogen production is 
dispatched to end-users in loco. Several studies have been devoted to the analysis of the 
decentralised hydrogen production as effective strategy to decarbonize the energy system. 
Prince-Richard et al. [258] developed a cost model in order to provide a tool that allows to 
identify the most competitive position for the decentralized electrolytic hydrogen 
production for fuel cell vehicles, demonstrating that the decentralized hydrogen 
production can be competitive with other fossil fuel in locations where electricity costs are 
low and/or fuel taxes are high. 
Barhoumi et al. [259] analysed the feasibility of three different photovoltaic-based systems 
to produce green hydrogen for a small-scale refuelling station for fuel cells vehicles; they 
found that a PV grid-connected system was more promising than stand-alone PV systems 
with batteries or fuel cells, ensuring a Levelized Cost of Hydrogen (LCOH) of 5.5 EUR kg−1. 
A LCOH in the range of 7.526–7.866 USD kg−1 was calculated in [260] instead, where the 
authors performed a techno-economic analysis to design a hydrogen refuelling station 
intended to refuel 25 fuel cell vehicles on a daily basis. 
Okundamiya [261] carried a study to determine the optimal configuration of a hydrogen-
based hybrid system intended for supplying the electric load demand of a university 
laboratory, in order to move towards a more sustainable energy supply system. Caravantes 
et al. [262] assessed the potential to produce green hydrogen in the Piura region (northern 
Peru), realizing that solar energy source is more promising than wind and biomass sources 
and that green hydrogen can potentially replace the energy sources currently exploited in 
the region. Di Micco et al. [263] analysed the performances of two Renewable Multi-Energy 
Systems configurations, finding that the simultaneous production of different energy 
streams (i.e., electricity, thermal energy and hydrogen) allows to reduce their levelized 
costs considerably. Zhou et al. [264] proposed a configuration optimisation model for an 
integrated energy system exploiting different energy sources and carriers such as 
photovoltaic, wind, natural gas and hydrogen; the annual comprehensive cost and the 
annual carbon emissions were simultaneously optimized considering different 
optimisation strategies. 
Zare Oskouei and Mehrjerdi [265] addressed the problem related to the optimal allocation 
of PtH2 plants in the regional electricity grids, taking into account the high wind energy 
penetration. Specifically, the authors proposed a stochastic security-constrained optimal 
power flow (SSC-OPF) model with the aim to maximize the earnings of electricity grid 
operators through the sale of the hydrogen produced in the local hydrogen market. 
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Simulation results showed that PtH2 plants supplied by RESs make electrical grids more 
profitable, also improving the grid technical parameters. Moreover, the study revealed 
that the optimal site and size of PtH2 plants strongly depend on the RESs share, in addition 
to the system loads model. In Ref. [255], a new methodology to arrange the distributed 
hydrogen production system minimizing the total cost in supplying hydrogen to demand 
was proposed. A hypothetical case in which the hydrogen request comes from three 
stations was analysed using the proposed methodology. The assessment demonstrated 
that the expenses of a decentralized production system greatly reduce compared to the 
centralized production system if the optimal configuration identified by the methodology 
is adopted. Bhandari et al. [266] addressed the potential of PtH2 using a decentralized 
approach. A case study sited in Cologne, Germany, was assessed. In detail, the potential of 
the PtH2 process supplied by photovoltaic systems was evaluated considering both 
alkaline and proton exchange membrane (PEM) electrolysis technologies. The economic 
performance of the PtH2 plant was evaluated for six scenarios. The analysis found that the 
hydrogen produced with the grid-connected solar photovoltaics system coupled with 
alkaline electrolysers is the most competitive option among those analysed, with the 
LCOH being equal to 6.23 EUR kg−1. Cavana et al. [267] presented a methodology to model 
the electricity and NG sectors coupling by the PtH2 technology. The impact of hydrogen 
blending under increasing distributed photovoltaic generation on an urban NG network, 
specifically at a local level, was quantified. The results showed that in the summertime, the 
hydrogen percentage in the NG mixture, directly following the photovoltaic 

overproduction, reaches picks around 20−30% when the photovoltaic penetration is equal 
to 40%, not complying with the quality standard imposed by the NG Distribution System 
Operator (DSO). Furthermore, the analysis also underlined the relevance of the choice of 
the hydrogen injection point to minimise the effects on the NG distribution grid. Cheli et 
al. [268] developed a steady-state model to analyse the capacity of a NG distribution 
network to store the renewable energy surplus generated by a close RES plant. In detail, 
the main thermodynamic properties and fluid dynamics parameters of the NG mixtures 
were analysed, with the aim to understand the feasibility of hydrogen injection into a NG 
distribution network. The model was applied to a hypothetical NG urban grid supposed to 
be located in Tuscany (central Italy), and a typical winter day was investigated. The authors 
concluded that the hydrogen injection mainly impacts on the Wobbe Index and the most 
critical situation occurs in correspondence with the peaks of electricity surplus generated 
by RESs. Besides, the injection node has to be carefully chosen in order to avoid non-
compliance with quality standards of NG mixtures. Jarosch et al. [257] provided a thorough 
analysis about the hydrogen production in decentralized energy systems, as well as 
possible operation modes (i.e., hydrogen generation or system flexibility). The analysis 
was carried out using a linear optimization model in the open-source framework OEMOF 
for the current situation and the year 2050 in five German municipalities, highlighting that 
the required flexibility to succeed in the energy transition could be promoted by changes 
in the regulatory, market and technical frameworks. 
The objective of the present work is to assess for the first time the feasibility of PtH2 
integrated energy systems, installed in correspondence of the Regulating and Measuring 
Stations (RMSs) of the national NG network, as a strategy for small-scale distributed green 
hydrogen production and energy storage. The employment of RMSs for decentralized 
green hydrogen production could represent a very interesting opportunity to facilitate the 
hydrogen implementation into the energy mix in a cost-effective way due to the capillary 
presence of RMSs on the national territory. Besides, experimentations carried out by 
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SNAM on its transmission network at Contursi Terme [269], demonstrated that limited 
technological adaptations are required to include hydrogen in the natural gas mixture. 
Specifically, in this study, a mathematical model has been developed to simulate the daily 
operation of an integrated plant for green hydrogen production via photovoltaic-powered 
electrolysers and its injection downstream of an RMS. The model relies on hourly radiation 
data and on the daily natural gas consumption of a NG transmission network stretch 
located in central-southern Italy. Different scenarios in terms of installed photovoltaic 
power and green hydrogen local storage have been investigated from both technical and 
economical points of view. 

8.2 DESCRIPTION OF THE PTH2 INTEGRATED ENERGY SYSTEM 

The investigated PtH2 plant consists of three main sections: (i) electricity production unit 
based on a photovoltaic system; (ii) hydrogen generation unit based on an asymmetric 
PEM electrolyser, delivering hydrogen at the operating pressure of the RMS downstream 
of the plant; (iii) hydrogen storage unit based on the pressure vessels technology. The 
operating strategy of the proposed PtH2 integrated energy system is shown in Figure 8.1; 
the electricity produced by the PV system is entirely absorbed by the electrolysis unit to 
produce hydrogen, which is then stored in pressurized vessels. When the PV production is 
below the minimum input power required by the electrolyser (i.e., 5% of the nominal 
capacity), electricity is taken from the network to keep it in operation at the minimum 
load. According to the natural gas demand by the transmission network, the stored 
hydrogen is then sent to the RMS, where it is blended with NG and injected into the NG 
transmission grid. The hydrogen storage unit has been introduced to decouple the 
operation of the electrolysis unit, depending on the random electricity production by the 
PV system, by the operation of NG transmission grid that is regulated by the end-users 
consumption; in this way, a fixed and known hydrogen percentage is ensured in the NG-
H2 mixture. The technical specifications and the costs of each component of the PtH2 
integrated energy system are summarized in Table 8.1. 
The lifetime of the project (Rproj) is set to 20 years. The limit of hydrogen content in natural 
gas pipelines is actually set to 2% vol. by the authorities [270]; however, since it is generally 
agreed that 10% vol. of hydrogen in the NG-H2 is acceptable [271], in the current study the 
maximum hydrogen content allowed (δmax) is set to 10%. 

 
Figure 8.1. Layout of the PtH2 integrated energy system. 
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Table 8.1. Technical specifications of the components of the PtH2 integrated energy system. 

PV system 

Panel model 
Trina Solar Vertex Backsheet 

Module TSM-DE21 

[272] 

Panel type  Monocrystalline 

𝑃𝑅𝑃𝑉 (W) 670 

𝛼𝑝 (°C−1) -0.0034 

NOCT (°C) 43 

Single PV panel footprint (m2) 3.2 

𝑓𝑃𝑉 0.9 [273] 

Lifespan (year) 20 [264,274] 

Capital costs ( U  kW−1) 908 
[275] 

O&M costs ( U  kW−1 per year) 13.62 

Available surface area for PV plant (m2) 100, 300, 500  

PEM electrolysis unit 

Nominal capacity of single power module (kW) 2 [276] 

Load flexibility (% of nominal load) 5–100 [264,277] 

H2 delivery pressure (bar) 24  

Specific energy consumption 𝑤𝐸𝐿 (kWh kg−1) 46.673 [278] 

Water consumption (kg/kg H2) 18.04 [279] 

Lifespan (year) 15 [264,274] 

Capital costs ( U  kW−1) 1036 
[280] 

O&M costs ( U  kW−1 per year) 43.82 

AC/DC converter 

Nominal capacity of single module (kW) 1 
[281] 

Efficiency (%) 95 

Lifespan (year) 15 [282] 

Capital costs ( U  kW−1) 527.87 
[281] 

O&M costs ( U  kW−1 per year) 7.54 

H2 storage unit 

𝑆𝑂𝐶𝐻𝑆𝑇,𝑚𝑖𝑛 0 
[264] 

𝑆𝑂𝐶𝐻𝑆𝑇,𝑚𝑎𝑥   0.9 

Storage pressure (bar) 24  

Storage temperature (°C) 12  

Lifespan (year) 20 [264,274] 

Capital costs ( U  m−3) 3802.73 
[264] 

O&M costs ( U  m−3 per year) 38.03 

HHV of H2 (kWh kg−1) 39.4 [283] 

NG network 

Operating pressure (bar) 24  

NG Temperature (°C) 12  

δmax (%) 10  
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8.3 PTH2 INTEGRATED ENERGY SYSTEM MODEL 

The developed mathematical model allows to evaluate the annual operation of the PtH2 
integrated energy system with a daily resolution; the model is based on a block modelling 
approach with lumped parameters, allowing to evaluate the overall behaviour of the 
system and to assess the feasibility of the proposed solution. The electricity production by 
the PV system and the hydrogen production by electrolysis is determined on hourly basis; 
conversely, since only daily data were available for natural gas consumption, the PtH2 
plant operation is predicted on daily basis. In order to simplify the modelling process, the 
following assumptions have been made: (i) efficiencies of electrolyser and AC/DC 
converter are assumed to be constant; (ii) the start-up, shutdown and operating times in 
off-design conditions are neglected; (iii) device failures are not expected during the 
operation of the system and replacements of the equipment are only due to the end of the 
useful life. 

8.3.1 PHOTOVOLTAIC SYSTEM 

The hourly electricity production by the photovoltaic system has been modelled as a 
function of the actual solar radiation per unit surface G (W m−2), using the following 
expression [264,284]: 

𝑃𝑃𝑉(𝑡𝑖) = 𝑛𝑃𝑉 ∙ 𝑃𝑅𝑃𝑉 ∙ 𝑓𝑃𝑉 ∙ (
𝐺

𝐺𝑆𝑇𝐶
) ∙ [1 + 𝛼𝑝(𝑇𝑃𝑉 − 𝑇𝑃𝑉,𝑆𝑇𝐶)] (8.1) 

where the actual temperature of the PV panel, TPV (°C), at time ti is calculated as a function 
of the ambient temperature, Ta (°C), and of the actual solar radiation, G, as follows [285–
288]: 

𝑇𝑃𝑉 = 𝑇𝑎 +
𝑁𝑂𝐶𝑇 − 𝑇𝑎,𝑁𝑂𝐶𝑇

𝐺𝑁𝑂𝐶𝑇
∙ 𝐺 (8.2) 

The hourly data of the actual solar radiation, G, and the ambient temperature, Ta, have 
been retrieved from the Photovoltaic Geographical Information System (PVGIS) database, 
freely accessible online at https://ec.europa.eu/jrc/en/PVGIS/tools/hourly-radiation. PVGIS 
provides information about solar radiation and PV system performance for any location 
in Europe and Africa, as well as a large part of Asia and America, allowing to estimate the 
power produced by a PV system optimizing its parameters, including orientation (azimuth 
angle) and tilt angle of the solar panels, according to the specific characteristics of the 
installation site. The tool’s reliability has been proven in a significant number of scientific 
papers [289–295], to which the interested reader could refer for more information on the 
functionality of the tool and on the mathematical model behind it. To ensure the accuracy 
of solar radiation estimates, at least ten years of time series are needed [291]; therefore, 
sixteen-year averages of the period 2005-2020 (entire dataset available on the PVGIS 
database) are provided as input to the model for the solar radiation and the ambient 
temperature. 
Figure 8.2 shows hourly values for sixteen-year averaged ambient temperature and the 
calculated photovoltaic panels temperature (according to Equation (8.2)); on the other 
hand, Figure 8.3 shows hourly data for sixteen-year averaged solar irradiance and the 
power output of the single PV module (calculated according to Equation (8.1)). 
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Figure 8.2. Hourly data for sixteen-year averaged ambient temperature (left) and PV panel 

temperature (right). 

 

 
Figure 8.3. Hourly data for sixteen-year averaged solar irradiance (left) and power output of the 

single module (right). 

8.3.2 ELECTROLYSIS UNIT 

Three main technologies are nowadays available for hydrogen production by water 
electrolysis: Alkaline Electrolyser (AEL), Polymer Electrolyte Membrane Electrolyser 
(PEMEL) and Solid Oxide (SOEL). Compared to other solutions, PEM technology appears 
to be the most suitable to couple with highly intermittent energy sources (i.e., solar and 
wind) owing to the capability to follow the fluctuations of the electric load, to start-up in 
few minutes and to operate in a wide load range (5 – 100% of rated power) [277]. Another 
advantage of the PEM electrolysis is the possibility to operate at a differential pressure 
between the anode and cathode sections (called asymmetric or unbalanced setup), that is 
the solution adopted in this study; in fact, a study conducted by Bensmann et al. [278] 
revealed that this is the most energy-efficient solution for hydrogen delivery pressures of 
up to 40 bar. 
The cell is fed with water at atmospheric pressure and delivers hydrogen at 24 bar, that is 
the operating pressure of the RMS coupled with the PtH2 system. The mass of hydrogen 
produced in the electrolysis process over a specified time interval, 𝑚𝐻2,𝐸𝐿 (kg), is given by 

[288]: 
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𝑚𝐻2,𝐸𝐿 =
𝑃𝐸𝐿 ∙ ∆Θ

𝑤𝐸𝐿
 (8.3) 

with 

𝑃𝐸𝐿 = {
𝑃𝑃𝑉 , 𝑃𝑃𝑉 ≥ 𝑃𝐸𝐿,𝑚𝑖𝑛

𝑃𝑃𝑉 + 𝑃𝑔𝑟𝑖𝑑 , 𝑃𝑃𝑉 < 𝑃𝐸𝐿,𝑚𝑖𝑛
 (8.4) 

𝑃𝑔𝑟𝑖𝑑 = {
0, 𝑃𝑃𝑉 ≥ 𝑃𝐸𝐿,𝑚𝑖𝑛

𝑃𝐸𝐿,𝑚𝑖𝑛 − 𝑃𝑃𝑉 , 𝑃𝑃𝑉 < 𝑃𝐸𝐿,𝑚𝑖𝑛
 (8.5) 

Equations (8.4) and (8.5) show the logic behind the handling of the input power to the 
electrolyser PEL (kW): the power produced by the PV system, PPV, is entirely absorbed by 
the electrolysis unit to produce hydrogen; when the PV production is below the minimum 
input power required by the electrolyser (PEL,min, that is 5% of its rated capacity), part of 
the energy is taken from the electrical grid, Pgrid, to keep the electrolyser in operation at 
the minimum allowed load, so avoiding losses of production and improving the dynamic 
response of the system (especially in case of unforeseen climatic conditions). 
The specific energy consumption by the electrolyser, 𝑤𝐸𝐿 (kWh kg−1), in Equation (8.3) is 
retrieved from Bensmann et al. [278]. 
The volume of hydrogen produced by the electrolyser, 𝑉𝐻2, 𝐸𝐿 (m3), has been evaluated as 

the ratio of the mass of product hydrogen to the density of hydrogen, as shown below: 

𝑉𝐻2, 𝐸𝐿 =
𝑚𝐻2, 𝐸𝐿

𝜌𝐻2
 (8.6) 

The hydrogen density 𝜌𝐻2 (kg m−3) is calculated with the following formula: 

𝜌𝐻2 =
𝑀𝑚𝑜𝑙,𝐻2 ∙ 𝑝

𝑍 ∙ 𝑅𝑔 ∙ 𝑇𝐻2
 (8.7) 

where hydrogen supply pressure and temperature are assumed to be equal to the 
operating values of the NG transmission network stretch analysed (see Table 8.1), and the 
calculated values for the compressibility factor and the density of hydrogen are Z=1.015 
and 𝜌𝐻2 = 2.0115 kg m

−3, respectively. 

8.3.3 STORAGE UNIT 

The green hydrogen produced in the electrolysis process is stored in pressurized vessels at 
the outlet pressure of the electrolyser (i.e., 24 bar), prior to be injected in the natural gas 
network. The storage temperature is assumed to be 12 °C, that is the operating 
temperature of the NG pipeline under study (Table 8.1). The hydrogen volume stored at 
time ti,  𝑉𝐻2,𝑠𝑡(𝑡𝑖) (m3), is given by: 

𝑉𝐻2,𝑠𝑡(𝑡𝑖) = 𝑉𝐻2,𝑠𝑡(𝑡𝑖 − 1) + 𝑉𝐻2,𝐸𝐿(𝑡𝑖) − 𝑉𝐻2,𝑖𝑛𝑗(𝑡𝑖) (8.8) 

where the volume of hydrogen injected into the NG network, 𝑉𝐻2,𝑖𝑛𝑗(𝑡𝑖), at time ti is 

evaluated in accordance with the following equation: 
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𝑉𝐻2,𝑖𝑛𝑗(𝑡𝑖) = 𝛿 ∙ 𝑉𝑁𝐺(𝑡𝑖) (8.9) 

with the NG volume that flows in the NG network, 𝑉𝑁𝐺(𝑡𝑖), depending on the end-users’ 
consumption. 
Finally, following Zhou et al. [264], a State of Charge for the hydrogen storage tank 
(SOCHST) has been defined as the ratio of the hydrogen volume present in the tank at time 
ti, 𝑉𝐻2,𝑠𝑡(𝑡𝑖) (m3), to the nominal storage capacity 𝑉𝐻2,𝑟𝑎𝑡𝑒𝑑 (m3): 

𝑆𝑂𝐶𝐻𝑆𝑇(𝑡𝑖) =
𝑉𝐻2,𝑠𝑡(𝑡𝑖)

𝑉𝐻2,𝑟𝑎𝑡𝑒𝑑
 (8.10) 

This parameter is considered when determining the optimal size of the hydrogen storage 
tank. 

8.3.4 NATURAL GAS NETWORK CONSUMPTION 

The amount of hydrogen that can be injected into the natural gas network depends on the 
NG volume circulating in the grid, and thus on the users NG consumption. In order to 
generate reliable estimates of the potential of the proposed solution, for the present study 
real data of daily NG consumption of a RMS located in central-southern Italy have been 
employed. Real consumptions were provided by the TSO of the specific stretch of the 
network supplied by the RMS, for the period from 2015 to 2018; such data have been then 
averaged to get the daily mean consumption (see Figure 8.4), provided as input for 
calculations. 

 
Figure 8.4. Daily average NG consumption of a specific stretch of the transmission network located 

in central-southern Italy. 

8.3.5 AVOIDED CARBON DIOXIDE EMISSIONS CALCULATION 

The objective of the present analysis is the maximization of the avoided carbon dioxide 
emissions, taking into account the available space for the PtH2 plant installation and the 
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economic constraints. Avoided emissions are evaluated as the difference between the 
yearly amount of CO2 emitted when the users’ energy demand is met by supplying NG 
(𝑡𝐶𝑂2𝑁𝐺) and the yearly mass of CO2 emitted when the NG-H2 blend is supplied 

(𝑡𝐶𝑂2𝑁𝐺−𝐻2
), according to the following equation: 

𝑎𝑣𝑜𝑖𝑑𝑒𝑑 𝐶𝑂2 = 𝑡𝐶𝑂2𝑁𝐺 − 𝑡𝐶𝑂2𝑁𝐺−𝐻2
  (8.11) 

To calculate the CO2 emissions the following equation has been introduced: 

𝑡𝐶𝑂2 = 𝑚𝑓 ∙ 𝐸𝐹𝑓 ∙ 10
−3  (8.12) 

Assuming stoichiometric combustion, the emission factor is evaluated as: 

𝐸𝐹𝑓 = 𝑋𝐶 ∙ 𝑑𝑓 ∙ 𝑀𝑀𝐶𝑂2   (8.13) 

Problem constraints are expressed by equations (8.14)–(8.17) below. In particular, the 
input power to the electrolyser should not fall below the minimum allowed power (see 
Table 8.1): 

𝑃𝐸𝐿 ≥ 𝑃𝐸𝐿,𝑚𝑖𝑛   (8.14) 

The equivalent State of Charge of the HST, defined in Section 8.3.3, should meet the upper 
and lower limit constraints: 

𝑆𝑂𝐶𝐻𝑆𝑇,𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶𝐻𝑆𝑇 ≤ 𝑆𝑂𝐶𝐻𝑆𝑇,𝑚𝑎𝑥   (8.15) 

Finally, concerning the hydrogen injection in the natural gas pipelines, the H2 fraction in 
the blend should not exceed the 10% by volume: 

0 ≤ 𝛿 ≤ 0.1  (8.16) 

and to ensure the uniformity of the mixture throughout the year the following constraint 
has been imposed: 

𝑑𝑎𝑦𝑠 𝑤𝑖𝑡ℎ 𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛

365 𝑑𝑎𝑦𝑠
≥ 𝜒 = 0.5  (8.17) 

The value selected for the 𝜒 coefficient prevents supplied gas composition from varying 
too much throughout the year and provides the lowest costs, as discussed in Section 8.6.2. 

8.4 ECONOMIC ASSESSMENT METHODOLOGY 

Following the methodology adopted by other works available in the scientific literature 
[274,296–301], the three main parameters identified to assess the economic effectiveness 
of the proposed solutions are: (i) the net present cost or life-cycle cost (LCC); (ii) the total 
annualized cost (Cann,tot); (iii) the levelized cost of hydrogen (LCOH). 
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The life-cycle cost is given by: 

𝐿𝐶𝐶 = ∑ 𝑓𝑑 ∙ (𝐼𝐶𝐶 + 𝑅𝐶 + 𝑂𝑀 − 𝑆)

𝑅𝑝𝑟𝑜𝑗

𝑛𝑦=1

  (8.18) 

where the Operation and Maintenance cost (OM) includes the costs for the deionised 
water supplied to the electrolyser and for the electricity purchased from the grid; the unit 
price of deionised water is assumed to be 0.59 EUR m−3 [264], while the electricity grid 
price is set to 0.22 EUR kWh−1 (that is the non-households average price in Italy for 
December 2021, retrieved from www.globalpetrolprices.com). 
The discount rate, fd, can be evaluated as follows: 

𝑓𝑑 =
1

(1 + 𝑖)𝑛𝑦
 (8.19) 

where i is the real discount rate, calculated as a function of the nominal discount rate i' 
and of the expected inflation rate ir: 

𝑖 =
𝑖′ − 𝑖𝑟

1 + 𝑖𝑟
 (8.20) 

The nominal discount rate and the inflation rate were assumed to be equal to 7% and 2%, 
respectively, resulting in a real discount rate of 4.9% [302]. 
The salvage value is the value remaining in a component of the system at the end of the 
project lifetime. It can be expressed by Equations (8.21)–(8.23), assuming a linear 
depreciation of the components [303]. 

𝑆 = 𝐶𝑟𝑒𝑝 ∙
𝑅𝑟𝑒𝑚
𝑅𝑐𝑜𝑚𝑝

 (8.21) 

𝑅𝑟𝑒𝑚 = 𝑅𝑐𝑜𝑚𝑝 − (𝑅𝑝𝑟𝑜𝑗 − 𝑅𝑟𝑒𝑝) (8.22) 

𝑅𝑟𝑒𝑝 = 𝑅𝑐𝑜𝑚𝑝 ∙ 𝐼𝑁𝑇 (
𝑅𝑝𝑟𝑜𝑗

𝑅𝑐𝑜𝑚𝑝
) (8.23) 

The total annualised cost is computed multiplying the life-cycle cost by the capital 
recovery factor (CRF), as follows: 

𝐶𝑎𝑛𝑛,𝑡𝑜𝑡 = 𝐶𝑅𝐹 ∙ 𝐿𝐶𝐶 (8.24) 

𝐶𝑅𝐹 =
𝑖(1 + 𝑖)𝑅𝑝𝑟𝑜𝑗

(1 + 𝑖)𝑅𝑝𝑟𝑜𝑗 − 1
 (8.25) 

Finally, the levelized cost of hydrogen is calculated as the ratio of the life-cycle cost to the 
total mass of hydrogen produced during the useful life of the system, Mhydrogen (kg). 

𝐿𝐶𝑂𝐻 =
𝐿𝐶𝐶

𝑀ℎ𝑦𝑑𝑟𝑜𝑔𝑒𝑛
 (8.26) 
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8.5 CASE STUDY 

The Italian natural gas network is divided in two main parts: the transmission network and 
the distribution network. The transmission network consists of a national pipelines 
network and a regional pipelines network. The former, with a total length of 9600 km, 
conveys the natural gas from the entry points (i.e., the import points connected to foreign 
pipelines, regasification plants and the national production sites) to the regional 
interconnections and the storage sites; the latter, with a total length of 23100 km, has the 
purpose of moving natural gas on an interregional, regional and local scale to supply gas 
to industrial users and distribution companies. The industrial users and distribution 
companies are connected to the regional network through several RMSs at a minimum 
pressure of 24 bar, where the natural gas is filtered, pre-heated, decompressed and 
odorized. Finally, the distribution system is responsible for natural gas supply to final 
costumers [304]. The main objective of the present work is to evaluate the effectiveness of 
distributed small-scale photovoltaic-based PtH2 systems (with the layout shown in 
Section 8.2) next to the available RMSs of the NG transmission network, producing green 
hydrogen to be injected in the grid. The case study is represented by a RMS located in 
central-southern Italy (depicted in Figure 8.5), operated at an absolute pressure of 24 bar 
and feeding industrial facilities. Figure 8.6 shows the layout of the RMS. The concept is to 
install photovoltaic panels on the roof of the cabin (highlighted in orange colour), with an 
available surface area of 300 m2, and place the remaining equipment (i.e., electrolysers 
and hydrogen storage tanks) within the enclosure surrounding the station (borders 
highlighted in yellow). 

  
Figure 8.5. Overview of the RMS. Figure 8.6. Layout of the RMS, with the surface 

area available for PV panels installation 
highlighted in orange colour. 

In order to have more general findings, a survey has been conducted on a significant 
number of RMSs in Italy with the aim to determine the space typically available for 
installing PV panels on the roofs of the cabins. The results are shown in the chart of Figure 
8.7: most of the RMSs have a surface area under 150 m2, while very few have areas above 
300 m2. According to the distribution shown in Figure 8.7, two further scenarios have been 
analysed considering an available surface area of 100 m2 and 500 m2 for the installation of 
the PV panels to cover the whole range of surfaces available. It could be anyway underlined 
that additional surface for PV panels installation could be obtained on the available land 
within the RMS area. 

Surface 

area 

available
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Figure 8.7. Surface area available on the roof of the Regulating and Measuring Stations considered in 

the survey. 

8.6 RESULTS AND DISCUSSIONS 

The optimal system architecture is presented in Table 8.2 for the investigated scenarios, 
hereinafter referred to as case a (surface area of 100 m2), case b (surface area of 300 m2) and 
case c (surface area of 500 m2). The number of photovoltaic panels is determined according 
to the sizes and spacing of each PV unit (see Table 8.1), assuming to exploit the whole 
available surface on the cabin roof. The installed capacity of the electrolysis unit depends 
on the actual energy production capability of the photovoltaic subsystem (i.e., it is 
calculated to match the maximum hourly photovoltaic production); for instance, for case 
b, the maximum hourly PV production is 𝑃𝑃𝑉,𝑚𝑎𝑥 = 543.41 𝑊 ∙ 𝑛𝑝 ≈ 50.5 𝑘𝑊, leading to a 

PEM installed capacity of 52 kW. Finally, the converter is sized on the maximum power 
taken from the electric grid and the size of the hydrogen storage unit is found respecting 
the constraints expressed by Equation (8.15). 
Depicted in Figure 8.8 are the daily trends for the hydrogen produced and stored for case 
b. Similar patterns are found under case a and case c. The maximum value of the hydrogen 
produced is equal to 8.892 kg and occurs in the month of August, due to the higher solar 
irradiance; on the other hand, the minimum value, equal to 4.016 kg, is foreseen for 
November. The hydrogen storage profile shows a jagged shape (Figure 8.8, right chart), 
underlying that a continuous injection of hydrogen in the natural gas pipelines is not 
possible owing to the patterns and values in the natural gas consumption with respect to 
the producing capability of the photovoltaic unit and confirming the need for a hydrogen 
buffer. The greater continuity in the storage occurring in days 218–234 is due to the 
reduction in the NG consumption (see Figure 8.4) and thus in the hydrogen injection, 
being its fraction in the blend set to a fixed value. 
One of the key aspects for the integrated PtH2 system proposed is the evaluation of the 
properties of the supplied NG-H2 blend and the estimation of the saved carbon dioxide 
emissions. Details of the mixtures, together with the total mass of hydrogen injected into 
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the NG pipelines and the avoided CO2 emissions, are provided in Table 8.3 for the three 
case studies. 
Findings reveal that even when increasing the H2 fraction to almost 1% vol. (case c), the 
Wobbe Index of the NG-H2 mixture is still close to the NG value (i.e., 50.367 MJ Sm−3); the 
quality of the supplied gas is therefore preserved and the fuels are interchangeable, with 
no consequence for the end-users. The volume increase factor is calculated as the ratio of 
the HHV of natural gas to the HHV of the NG-H2 mixture and points out that, considering 
the same amount of energy, larger volumes are needed as the hydrogen content increases 
in the NG-H2 mixture. As concerns the carbon dioxide emissions, the proposed system 
allows to save 19.249 tonnes of CO2 every year for case b (that is the base-case scenario) 
arriving up to 32.348 tonnes for case c. To further increase the avoided carbon dioxide 
emissions, the space intended for photovoltaic panels may be extended and thus the 
power generation enhanced; the RMS under study, like the other stations spread across 
the country, is in an industrial area, therefore one solution could be to use the space 
available on the roofs of the surrounding industrial facilities that would otherwise remain 
unused or, alternatively, the available land within the RMS area. 

Table 8.2. Installed capacity for the scenarios under investigation. 

PV system 

 Surface area (m2) 

 100 (case a) 300 (case b) 500 (case c) 

Number of panels 31 93 156 

Installed nominal capacity (kW) 20.77 62.31 104.52 

System footprint (m2) 99.2 297.6 499.2 

PEM Electrolysis Unit 

 Surface area (m2) 

 100 (case a) 300 (case b) 500 (case c) 

Number of power modules 9 26 43 

Installed capacity (kW) 18 52 86 

Converter 

 Surface area (m2) 

 100 (case a) 300 (case b) 500 (case c) 

Installed units 1 3 5 

Installed capacity (kW) 1 3 5 

H2 Storage Unit 

 Surface area (m2) 

 100 (case a) 300 (case b) 500 (case c) 

Installed capacity (m3) 5 13 21 
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Figure 8.8. Daily trends for the hydrogen produced (left) and stored (right), with an available surface 

area for PV panels installation of 300 m2. 

 

Table 8.3. Details of NG-H2 mixtures with avoided CO2 emissions. 

Surface area 
(m2) 

H2 fraction 
(% vol.) 

Density 
(kg Sm−3) 

Wobbe Index 
(MJ Sm−3) 

Volume 
increase 

factor 

Total mass of H2 
injected per year 

(tonne) 

CO2 avoided 
per year 
(tonne) 

100 (case a) 0.18 0.7515 50.344 1.001 0.815 6.398 

300 (case b) 0.54 0.7491 50.298 1.004 2.434 19.249 

500 (case c) 0.90 0.7467 50.252 1.006 4.077 32.348 

8.6.1 ECONOMIC EVALUATIONS 

The main financial indicators are summarised in Table 8.4 for the analysed scenarios. 

Table 8.4. Summary of the economic analysis. 

 Financial indicators 

Surface area 
(m2) 

LCC (million EUR) 𝐶𝑎𝑛𝑛,𝑡𝑜𝑡  (EUR/year) LCOH (EUR kg−1) 

100 (case a) 0.088 7040.58 5.43 

300 (case b) 0.252 20051.02 5.18 

500 (case c) 0.416 33118.23 5.10 

The growth of life-cycle costs and total annualized costs is nearly linear with the increase 
of the surface area available for the installation of the PV panels (and thus with the size of 
the PtH2 system); on the other hand, the levelized costs of hydrogen production decrease 
and are comparable to ranges available in the scientific literature (2.5–6.4 EUR kg−1) [305]. 
One of the main advantages of the proposed solution is the absence of transportation 
costs, since the hydrogen is produced, temporarily stored in vessels and then injected in 
the NG grid at one location. Finally, a cost comparison is shown in Figure 8.9 among the 
different components of the PtH2 system for case b; a similar cost sharing has been found 
for the other scenarios but is not presented for the sake of brevity. The major contribution 
to the life-cycle cost is given by the PEM electrolyser (53%), followed by the PV system 
(25%) and the hydrogen storage tank (21%); the converter accounts only for 1% of the total. 
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Replacement costs are expected only for the converter and the electrolyser since their 
lifespan is lower than the project lifetime (see Table 8.1). Concerning the operation and 
maintenance costs, for the PEMEL the expenses for demineralized water and for the 
electricity purchased from the grid are included; such selection justifies the O&M 
repartition of Figure 8.9. The cost sharing just outlined in Figure 8.9 opens up to relevant 
prospects when considering that the costs of PEM electrolysers are expected to decrease 
significantly in the next years (i.e., at an annual rate of 4.77%) [306]. The LCOH will then 
be reduced, making the proposed solution even more competitive. 

 
Figure 8.9. Cost comparison for the scenario with 300 m2 of available surface (case b). 

8.6.2 SENSITIVITY ANALYSIS TO THE  COEFFICIENT 

In the present section a sensitivity analysis is performed varying the value of the  
coefficient appearing in Equation (8.17), fixed to 0.5 in the calculations previously shown. 

 is here varied in the range 0.1–0.9; maximum and minimum bounding values (i.e., 0 and 
1) have not been considered since they do not represent technically feasible constraints. 
The values obtained for the LCOH, saved CO2 emissions and required H2 storage capacity 
are listed in Table 8.5, Table 8.6, Table 8.7 for case a, b and c respectively; they are also 

displayed in graphical form in Figure 8.10. Results show that a value of =0.5 gives the 

lowest LCOHs for all the considered scenarios. When decreasing , higher values can be 
obtained for the avoided CO2 emissions (however, with negligible relative gains); this is 
achieved with higher H2 fractions in the NG-H2 mixtures and larger storage capacities 
required, since longer time is needed to reach the optimal amount of hydrogen to be 

injected. As a direct consequence, LCOH increases making values of <0.5 not suitable. On 

the other hand, for values of >0.5, smaller hydrogen fractions must be mixed with the NG 
to accommodate the increased injection frequency. Being the amount of hydrogen 
produced the same, the required storage capacity increases, thus raising the costs. At the 
same time, avoided CO2 emissions are reduced since less hydrogen is contained in the 
supplied gas. 

The above considerations allow to establish that the optimal value for  is 0.5, justifying 

the selection of this value for the analyses presented in the previous sections. 
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Figure 8.10. LCOH (top), required hydrogen storage capacity (bottom left) and avoided CO2 

emissions (bottom right) for different values of the  coefficient. 

 
 

Table 8.5. LCOH, required hydrogen storage capacity and avoided CO2 emissions for different values 

of the  coefficient (case a). 

 Case a 

 LCOH (EUR kg−1) 
CO2 avoided per year 

(tonne) 
H2 storage capacity 

(m3) 

0.1 9.35 6.460 20 

0.2 7.00 6.437 11 

0.3 5.95 6.419 7 

0.4 5.43 6.408 5 

0.5 5.43 6.398 5 

0.6 5.69 6.387 6 

0.7 8.31 6.376 16 

0.8 11.19 6.368 27 

0.9 21.39 6.083 66 
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Table 8.6. LCOH, required hydrogen storage capacity and avoided CO2 emissions for different values 

of the  coefficient (case b). 

 Case b 

 LCOH (EUR kg−1) 
CO2 avoided per year 

(tonne) 
H2 storage capacity 

(m3) 

0.1 9.20 19.569 59 

0.2 6.75 19.387 31 

0.3 5.79 19.308 20 

0.4 5.35 19.273 15 

0.5 5.18 19.249 13 

0.6 5.70 19.224 19 

0.7 8.07 19.206 46 

0.8 11.31 19.194 83 

0.9 21.21 18.374 196 

 
 

Table 8.7. LCOH, required hydrogen storage capacity and avoided CO2 emissions for different values 

of the  coefficient (case c). 

 Case c 

 LCOH (EUR kg−1) 
CO2 avoided per year 

(tonne) 
H2 storage capacity 

(m3) 

0.1 9.18 33.191 99 

0.2 6.62 32.681 50 

0.3 5.63 32.474 31 

0.4 5.26 32.402 24 

0.5 5.10 32.348 21 

0.6 5.42 32.293 27 

0.7 8.14 32.264 79 

0.8 11.48 32.244 143 

0.9 21.84 30.616 341 

8.7 CONCLUSIONS 

In order to contribute to the energy systems decarbonization, the present study 
investigated the feasibility of distributed small-scale PtH2 systems, coupled with PV plants 
and installed next to the RMSs available in the national natural gas transmission and 
distribution network. In particular, a mathematical model has been developed to analyse 
the daily operation of a small-scale PtH2 plant producing green hydrogen to be injected 
upstream of a real RMS located in central-southern Italy. The investigated PtH2 plant is 
composed of three main subsections: (i) electricity production unit based on a PV system, 
with the panels installed on the roof of the RMS; (ii) hydrogen generation unit based on an 
asymmetric PEM electrolysis cell, delivering hydrogen at the operating pressure of the 
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RMS; (iii) hydrogen storage unit based on the pressure vessels technology. The developed 
model is based on hourly irradiation data retrieved by the PVGIS database and on real NG 
consumption of the analysed transmission network stretch, provided by the TSO. Three 
different scenarios have been investigated, considering three surface sizes for the 
installation of PV panels: 100 m2 (case a), 300 m2 (case b) and 500 m2 (case c) and evaluating 
the effects on the NG infrastructure in terms of characteristics of the supplied gas, saved 
carbon dioxide emissions and costs of the project. 
Obtained results reveal that a continuous injection of hydrogen in the natural gas 
transmission network is not possible, due to the patterns and values in the NG 
consumption with respect to the producing capability of the photovoltaic plant; this 
confirms the need of a hydrogen buffer to decouple the operation of the electrolysis unit, 
depending on the random electricity production by the PV system, by the operation of the 
NG transmission grid that is regulated by the end-users' consumption. Hydrogen fractions 
achievable in the blend are 0.18% vol. for case a, 0.54 % vol. for case b and 0.90 % vol. for 
case c; the Wobbe Index of the NG-H2 mixture is always close to the NG value, meaning 
that the quality of the supplied gas is preserved and the supplied fuels are interchangeable. 
In the best-case scenario (i.e., case c), the cost of hydrogen production is 5.10 EUR kg−1 

(compatible with the ranges available in the scientific literature) and the PtH2 plant allows 
to save 32.348 tonnes of CO2 emissions per year. 
Future developments may involve the integration of different kinds of renewable sources 
and the implementation of a multi-objective optimization tool allowing to select the best 
configurations for the PtH2 plant according to the characteristics of the installation site. 
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9.1 CONCLUDING REMARKS AND FUTURE PERSPECTIVES 

The work in this dissertation can be divided into three parts, seemingly disparate yet 
brought together by a single objective: ensuring a sustainable future. The significance of 
this research lies, in fact, in the pursuit of novel solutions that address the immediate need 
for healthier indoor spaces and the long-term goal of achieving a carbon-neutral energy 
landscape. Both aspects are essential to consider for a sustainable future, as evidenced by 
the sustainable development goals established by the United Nations in 2015. 
The conclusions and final recommendations for the different parts comprising this 
booklet are reported in the subsections below. 

9.1.1 PART I 

The first part of this dissertation (Indoor environmental quality: applications) analysed the 
spread and distribution of virus-laden droplets, emitted by an infected subject, in three 
distinct situations occurring in indoor environments: a car journey, a university lecture 
and a close-distance conversation between two people. These scenarios were chosen for 
their representation of commonplace situations in our daily lives. The car cabin represents 
a confined indoor micro-environment, while the university lecture room exemplifies a 
crowded, spacious indoor setting with prolonged human interaction. Both micro and large 
environments warrant thorough investigation, as particle dynamics can vary significantly, 
consequently influencing the exposure and risks faced by susceptible individuals. 
The methodology adopted is consistent across the chapters and is based on both 
experimental and CFD investigations. The numerical model is based on a Eulerian-
Lagrangian approach, solving the mass, momentum and energy conservation equations 
for the air flow (continuous phase) and Newton’s equation of motion for each droplet 
(discrete phase). 

Chapter 3 combines a validated CFD transient model and a predictive emission-to-risk 
approach to estimate the SARS-CoV-2 Delta variant risk of infection in a car cabin under 
different conditions in terms of ventilation (ventilation mode and airflow rate of the HVAC 
system) and emission scenarios (expiratory activity, such as breathing vs. speaking, and 
position of the infected subject within the car cabin). The results are compared with those 
obtained adopting a zero-dimensional approach, which is based on the simplified 
assumption of complete and instantaneous mixing of emissions to achieve a uniform 
spatial concentration within the environment. Findings of the study demonstrated the 
necessity of using CFD approaches to properly assess individual risks in such confined 
spaces, as fluid-dynamic conditions significantly influence the airflow patterns and, 
consequently, the spatial distribution of the virus-laden particles within the cabin. In 
contrast, simplified zero-dimensional approaches, which evaluate the average risk of 
susceptible individuals without considering the specific flow patterns possibly arising in 
confined spaces, can lead to miscalculations, particularly for ventilation modes not 
designed for mixing. The well-mixed solutions for a speaking infected subject presented 
here are roughly comparable to the CFD results only in case of very low flow rates (10% of 
the maximum flow rate), that is, when the reduced airflow rates do not effectively clean 
the breathing zone of the exposed subjects and the virus-laden concentrations are likely 
homogenous within the car cabin. While the CFD results provided in this chapter are 
specific to the configuration analysed and are not directly transferable to other cars (due 
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to the case-specific geometry, vent positions, etc.), they emphasize the importance of the 
approach adopted and suggest that ad-hoc designing of closed environments is 
achievable, especially when the spatial locations of the occupants are fixed. One limitation 
of this study is the simplified geometry adopted for the numerical analyses; this is 
addressed in Part II of this thesis, where future development of this research activity are 
implemented. 

In Chapter 4, 3D CFD simulations have been performed to explore the movement and 
distribution of droplets emitted by a particles source, replicating the scenario of an 
infected individual (e.g., a professor) speaking for 2 hours in a university lecture room. The 
study aims to evaluate the usefulness of validated CFD tools in three key areas: 
(i) facilitating the proper design of HVAC systems; (ii) optimizing the system’s efficiency in 
evacuating pollutants and pathogens from the room; (iii) assisting HVAC system 
management, by analysing the aerosol distribution in the room as a function of the AER.  
The numerical model was validated against measurement data collected inside a lecture 
room located in the Department of Engineering of the University of Naples “Parthenope” 
and was then employed to evaluate the influence of three different air supply rates (3.75 
ACH, 7.5 ACH and 15 ACH) on particles age, distribution throughout the room and 
concentration within selected control volumes surrounding the rows of benches. 
Obtained results reveal that increasing the air supply rate does not always lead to 
improved indoor air quality (assuming it is related to the droplet concentration). In fact, 
while the overall number of droplets in the room decreases, at a local level the increased 
air flow produces adverse effects, raising the risk of exposure in many of the selected 
control volumes. These findings emphasize the need to consider local air flow patterns 
when designing ventilation systems and evaluating the risk of exposure to airborne 
diseases. They also underscore the essential role of CFD in investigating the intricate 
thermo-fluid dynamics of indoor environments and highlight that the AER alone is 
insufficient for assessing HVAC system effectiveness. The primary limitation of this study 
lies in the absence of occupants in the room, which will be addressed in future research. 
The objective of this work is to analyse droplet distribution as it relates to HVAC design 
and operation while excluding other influential parameters. While it is acknowledged that 
occupants, with their thermal plume, impact airflow and particle transport, modelling 
their presence without prior knowledge of their positions or in situations where positions 
may change would weaken the generalizability of results rather than strengthen it. 

Chapter 4 highlighted a crucial issue: the need for better control of local airflow patterns 
in indoor environments, since increasing the air flow rate provided by HVAC systems 
might have adverse local effects. Consequently, Chapter 5 introduces the design of a 
portable personal air cleaner intended to control local airflow patterns in large indoor 
spaces and reduce the airborne transmission of respiratory pathogens. The effectiveness 
of the device is evaluated using complex 3D CFD simulations, validated through 
experimental measurements, in two common exposure scenarios: close proximity and 
shared indoor environments. The air cleaner under investigation was conceived as a 
portable battery-operated device and was designed with proper air flow rate velocities and 
angles able to create a sophisticated fluid-dynamic shield capable of protecting a 
susceptible from airborne and respiratory particles. Close proximity simulations were 
performed considering a typical face-to-face configuration between emitter and receiver, 
whereas indoor environment simulations were performed considering the university 
lecture room experimentally and numerically characterized in Chapter 4. Results of the 
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CFD analyses demonstrated that in close proximity scenario the air cleaner was able to 
reduce, on average, the volume of infectious respiratory particles inhaled by the exposed 
subject, during a 900 s conversation, by 96% (with instantaneous reductions always >92%). 
Results of the simulations performed in the shared indoor environment revealed an 
average relative reduction of the volume concentration of infectious respiratory particles 
in the breathing zone of an exposed subject, during a 2-h lesson, equal to 99.5%. 
In summary, the proposed personal air cleaner provides significant protection to exposed 
individuals in both close proximity and shared indoor environments, leading to a reduced 
airborne transmission of respiratory pathogens. Future research will focus on prototyping 
the air cleaner and conducting in-field experimental evaluations of its performances. 

9.1.2 PART II 

Part II (Indoor environmental quality: benchmark for CFD validation) continues the 
research introduced in Chapter 3, underlying the significance of CFD in studying and 
designing airflow patterns in indoor microenvironments like car cabins.  
As already pointed out in this dissertation, the results obtained by CFD analyses may be 
considerably influenced by the geometry adopted for reproducing the in-vehicle 
environment; therefore, achieving a situation as realistic as possible is desirable.  To 
address this need, this section provides a comprehensive benchmark that offers valuable 
insights into the ventilation flow in a real car cabin through experimental analyses; 
additionally, it provides guidance on the design of CFD simulations of such indoor 
microenvironments. To the best of author’s knowledge, as of the time of writing, no study 
of this kind and with this level of detail exists in the scientific literature. 
Chapter 6 detailed the experimental campaign, carried out on a commercial car in the 
Aerodynamics Laboratories at Delft University of Technology. Firstly, the flow velocity at 
the exit of the vents was characterised by means of 5-hole pressure probe measurements, 
to provide accurate inlet velocity boundary conditions for the CFD model. Then, the flow 
velocity fields were measured by Particle Image Velocimetry (PIV) at three longitudinal 
sections inside the car cabin. The time-averaged air velocity fields were presented and 
discussed, as well as the velocity fluctuations in terms of quadrant analysis, Reynolds 
stresses and turbulent kinetic energy. Moreover, a detailed uncertainty analysis of the 
experimental results was presented. 
In Chapter 7, a transient non-isothermal CFD tool was developed and validated against 
the PIV measurements discussed in Chapter 6. The numerical analyses were carefully 
designed, giving attention to the reproduction of the in-vehicle environment, 
identification of inlet and outlet sections and to the proper definition of the boundary 
conditions (based on the measurements presented in Chapter 6). This approach yielded a 
very good numerical-experimental agreement, with errors kept below 0.25 m s−1. A 

comparison was made between URANS (with the SST k−ω model) and LES (with the WALE 
and dynamic KE models) approaches, evidencing that the URANS produces satisfactory 
results and is suitable for studying the thermal-fluid dynamics fields inside real car cabins. 
The URANS model, owing to the less computational resources required, was applied to 
characterize the mean thermal-fluid dynamics fields in winter and summer conditions, 
and to assess the evolution over time of the PMV and the PPD indices in multiple points of 
the cabin representing the position of the passengers. In quasi-steady state conditions, the 
temperature is fairly uniform inside the cabin, and therefore has a little influence on the 
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velocity fields; the direct consequence is that the mean flow structures in summer and 
winter are very similar. 
On the other hand, the analysis of the well-being of the occupants led to the conclusion 
that passengers sharing the same car may have contrasting comfort perceptions. This 
point must be considered in the design and operation of the HVAC systems, since the 
environment must meet the minimum comfort requirements for all the occupants; to this 
end, validated CFD tools become essential as they allow to faithfully predict the airflow 
patterns in this and other indoor environments. 
It is worth noting that the presence of passengers in the car cabin was not modelled in this 
study, as the experiments were conducted in the absence of occupants; this aspect will be 
addressed in future studies, relying on the CFD tool here validated. Future research will 
also aim at identifying innovative ventilation solutions capable of ensuring the well-being 
of passengers while reducing energy consumption by the HVAC system. 

9.1.3 PART III 

The last part (Energy conversion systems and decarbonization) is dedicated to seeking 
innovative solutions for decarbonizing the current energy landscape. 
Green hydrogen has emerged as a pivotal energy carrier in the transition to RESs. It can, 
in fact, be employed to address the storage demands essential for efficiently managing the 
future large energy production from RES through the Power to Hydrogen (PtH2) 
technology. This approach involves using surplus electrical energy from renewables to 
produce green hydrogen, which can then be injected into the natural gas transmission 
network, offering huge line-pack storage capabilities. 
Chapter 8 investigated the feasibility of distributed small-scale PtH2 systems, coupled with 
PV plants and installed next to the RMSs available within the national natural gas 
transmission and distribution network. A mathematical model has been developed to 
analyse the daily operation of a small-scale PtH2 plant producing green hydrogen to be 
injected upstream of a real RMS located in central-southern Italy. The proposed PtH2 plant 
is composed of three main subsections: (i) electricity production unit based on a PV 
system, with the panels installed on the roof of the RMS; (ii) hydrogen generation unit 
based on an asymmetric PEM electrolysis cell, delivering hydrogen at the operating 
pressure of the RMS; (iii) hydrogen storage unit based on the pressure vessels technology. 
The developed model is based on hourly irradiation data retrieved by the PVGIS database 
and on real NG consumption of the analysed transmission network stretch, provided by 
the TSO. Three different scenarios have been investigated, considering three surface sizes 
for the installation of PV panels: 100 m2 (case a), 300 m2 (case b) and 500 m2 (case c) and 
evaluating the effects on the NG infrastructure in terms of characteristics of the supplied 
gas, saved carbon dioxide emissions and costs of the project. 
Obtained results reveal that a continuous injection of hydrogen in the natural gas 
transmission network is not possible, due to the patterns and values in the NG 
consumption with respect to the producing capability of the photovoltaic plant; this 
confirms the need of a hydrogen buffer to decouple the operation of the electrolysis unit, 
depending on the random electricity production by the PV system, by the operation of the 
NG transmission grid that is regulated by the end-users' consumption. Hydrogen fractions 
achievable in the blend are 0.18% vol. for case a, 0.54 % vol. for case b and 0.90 % vol. for 
case c; the Wobbe Index of the NG-H2 mixture is always close to the NG value, meaning 
that the quality of the supplied gas is preserved and the supplied fuels are interchangeable. 
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In the best-case scenario (i.e., case c), the cost of hydrogen production is 5.10 EUR kg−1 
(compatible with the ranges available in the scientific literature) and the PtH2 plant allows 
to save 32.348 tonnes of CO2 emissions per year. 
Future developments may entail the integration of different kinds of renewable sources 
and the implementation of a multi-objective optimization tool allowing to select the best 
configurations for the PtH2 plant according to the characteristics of the installation site. 
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A A.1 GOVERNING EQUATIONS OF FLUID DYNAMICS 

The equations governing the motion of a fluid represent mathematical statements of the 
conservation of mass, momentum, and energy [100,122,307]. 
For a viscous Newtonian, homogeneous and isotropic fluid the conservative form of the 
governing equations can be expressed as: 

𝜕𝜌

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝒖) = 0 (A.1) 

 

𝜕(𝜌𝑢)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑢𝒖) = −

𝜕𝑝

𝜕𝑥
+ 𝜇 (

𝜕2𝑢

𝜕𝑥2
+
𝜕2𝑢

𝜕𝑦2
+
𝜕2𝑢

𝜕𝑧2
) + 𝜇

𝜕

𝜕𝑥
[(1 +

𝜆

𝜇
)𝑑𝑖𝑣(𝒖)] +∑𝑏𝑥 (A.2) 

 

𝜕(𝜌𝑣)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑣𝒖) = −

𝜕𝑝

𝜕𝑦
+ 𝜇 (

𝜕2𝑣

𝜕𝑥2
+
𝜕2𝑣

𝜕𝑦2
+
𝜕2𝑣

𝜕𝑧2
) + 𝜇

𝜕

𝜕𝑦
[(1 +

𝜆

𝜇
)𝑑𝑖𝑣(𝒖)] +∑𝑏𝑦 (A.3) 

 

𝜕(𝜌𝑤)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑤𝒖) = −

𝜕𝑝

𝜕𝑧
+ 𝜇 (

𝜕2𝑤

𝜕𝑥2
+
𝜕2𝑤

𝜕𝑦2
+
𝜕2𝑤

𝜕𝑧2
) + 𝜇

𝜕

𝜕𝑧
[(1 +

𝜆

𝜇
)𝑑𝑖𝑣(𝒖)] +∑𝑏𝑧 (A.4) 

 

𝜕𝜌𝑒𝑖
𝜕𝑡

+ 𝑑𝑖𝑣(𝜌𝑒𝑖𝒖) = −𝑝𝑑𝑖𝑣(𝒖) + 𝜅 (
𝜕2𝑇

𝜕𝑥2
+
𝜕2𝑇

𝜕𝑦2
+
𝜕2𝑇

𝜕𝑧2
) + Φ+ 𝑆𝑒𝑖  (A.5) 

 
Φ is the dissipation function, accounting for the effects due to viscous stresses, whereas 
the term 𝑆𝑒𝑖  represents a source of energy per unit volume per unit time.  

Equations (A.1)−(A.5) constitute a set of five partial differential equations involving seven 
unknown field variables: u, v, w, p, 𝜌, ei, T. The two missing equations, required to close 
the system, can be obtained by determining the relationships existing between the 
thermodynamic variables (p, 𝜌, ei, T) based on the assumption of thermodynamic 
equilibrium [308]. These relationships are referred to as equations of state, and provide a 
mathematical connection between two or more point functions (i.e., thermodynamic 
variables) [309]. In most of engineering problems, it is reasonable to assume that the 
investigated gas behaves as a perfect gas with constant specific heats, for which the 
following relations hold: 𝑝 = 𝜌 ⋅ 𝑅𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ⋅ 𝑇 and 𝑑𝑒𝑖 = 𝐶𝑣𝑑𝑇. 

A.1.1 SIMPLIFIED MATHEMATICAL MODELS 

The conservation equations for mass and momentum are non-linear and strongly 
coupled, making them challenging to solve. Analytical solutions of the Navier-Stokes 
equations can be obtained only in a limited number of cases and for very simple 
geometries with limited practical relevance [122]. In most situations numerical methods 
must be employed, demanding significant computational resources. To address this issue, 
simplifications can be made to reduce the computing efforts. Two commonly adopted 
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A 
simplifications are the incompressible flow assumption and the Boussinesq 
approximation, described below. 

INCOMPRESSIBLE FLOW 

In many applications the fluid density may be assumed as constant, leading to the 
assumption of incompressible flow. Such approximation is acceptable if the Mach number 
is below 0.3. In that case, governing equations reduce to: 

𝑑𝑖𝑣(𝒖) = 0 (A.6) 

𝜌 [
𝜕𝑢

𝜕𝑡
+ 𝑑𝑖𝑣(𝑢𝒖)] = −

𝜕𝑝

𝜕𝑥
+ 𝜇 (

𝜕2𝑢

𝜕𝑥2
+
𝜕2𝑢

𝜕𝑦2
+
𝜕2𝑢

𝜕𝑧2
) +∑𝑏𝑥 (A.7) 

𝜌 [
𝜕𝑣

𝜕𝑡
+ 𝑑𝑖𝑣(𝑣𝒖)] = −

𝜕𝑝

𝜕𝑦
+ 𝜇 (

𝜕2𝑣

𝜕𝑥2
+
𝜕2𝑣

𝜕𝑦2
+
𝜕2𝑣

𝜕𝑧2
) +∑𝑏𝑦 (A.8) 

𝜌 [
𝜕𝑤

𝜕𝑡
+ 𝑑𝑖𝑣(𝑤𝒖)] = −

𝜕𝑝

𝜕𝑧
+ 𝜇 (

𝜕2𝑤

𝜕𝑥2
+
𝜕2𝑤

𝜕𝑦2
+
𝜕2𝑤

𝜕𝑧2
) +∑𝑏𝑧 (A.9) 

𝜌 [
𝜕𝑒𝑖
𝜕𝑡
+ 𝑑𝑖𝑣(𝑒𝑖𝒖)] = 𝜅 (

𝜕2𝑇

𝜕𝑥2
+
𝜕2𝑇

𝜕𝑦2
+
𝜕2𝑇

𝜕𝑧2
) + Φ+ 𝑆𝑒𝑖  (A.10) 

The energy equation is no longer coupled with other equations (assuming that fluid 
properties do not change with temperature, otherwise all equations are coupled as for 
compressible flows). Therefore, we can first solve the continuity and momentum 
conservation equations to find velocity and pressure fields and then solve the energy 
equation to yield the temperature distribution. For buoyancy-driven flows, where 
variations in density due to temperature changes are accounted for in the body force term 
of the momentum equation (Boussinesq approximation, see below) all conservation 
equations again become coupled. 

BOUSSINESQ APPROXIMATION 

In flows involving heat transfer, fluid properties typically depend on temperature. Even 
minor variations in temperature can cause the fluid motion. If the change in density is 
small, it is possible to treat the density as constant in the unsteady and convection terms 
and treat it as variable only in the gravitational term. This simplification is referred to as 
the Boussinesq approximation, and assumes that density varies linearly with temperature: 

𝜌 = 𝜌0[1 − 𝛽(𝑇 − 𝑇0)] (A.11) 

where 𝜌0 is a reference density, 𝑇0 a reference temperature and 𝛽 is the coefficient of 
volumetric expansion. This approximation introduces errors of the order of 1% if the 
temperature differences are below 15 °C for air [122]. 
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A A.2 PHYSICS OF TURBULENT FLOWS 

Most flows of engineering interest are turbulent in nature [122,246,307]. Turbulence is 
characterized by unsteadiness and three-dimensionality and causes the appearance in the 
flow of rotational structures, so-called turbulent eddies, with a broad range of length and 
time scales. In the study of turbulent flows, it is common to refer to an energy cascade, a 
process where the kinetic energy of larger eddies is transferred to smaller eddies. The 
cascade starts with the largest eddies (of size l), extracting energy from the mean flow and 
having the highest level of turbulent kinetic energy per unit mass, as illustrated in the 
energy spectrum graph below (Figure A.1). These large eddies are identified by the 

turbulence Reynolds number 𝑅𝑒𝑙 = √𝑘𝑙 𝜈⁄ . In Figure A.1, the horizontal axis is the wave 
number, representing the number of eddies per unit length (i.e., ∝ 𝑟−1, where r is the eddy 
size). The kinetic energy of eddies between the wave numbers κ and κ+dκ is E(κ)dκ [310]. 

 

 

Figure A.1. Energy spectrum for a turbulent flow 
[310]. 

Figure A.2. Process of large eddies becoming 
smaller [310]. 

Large eddies are usually anisotropic due to the way turbulence is generated; their 
behaviour is dictated by the geometry of the problem domain, the boundary conditions 
and body forces [100]. For instance, when a fluid flows past a cylinder, it causes the 
shedding of vortices having a shape similar to the cylinder, i.e., they are elongated in the 
direction of the cylinder axis (see Figure A.2). 
When moving downstream, through open space, eddies quickly stretch, bend, rotate and 
break, eventually becoming “blobs” of vorticity. The turn-over time of the eddies (i.e., the 
time for one revolution) decreases with their size. The smaller eddies are nearly isotropic, 
and have a universal behaviour, dominated by the viscosity 𝜈 and by the rate of energy 
transferred from the large scales 휀. The smallest relevant length scales are known as the 
Kolmogorov length scale (𝜂) and are responsible for dissipation. If the Reynolds number is 
sufficiently high, an intermediate range of scale exists (𝜂 ≪ 𝑟 ≪ 𝑙, known as the inertial 
subrange) which transfers the energy from the large scales down the cascade (however, 
negligible dissipation occurs in this range). 

There are several numerical methods to model the behaviour of turbulence flows. 
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These methods can be grouped into three main categories: (i) turbulence models for 
Reynolds-averaged Navier-Stokes (RANS) equations; (ii) large eddy simulation (LES); 
(iii) direct numerical simulation (DNS) [100]. 
The latter consists in directly numerically solving the governing equations over the whole 
range of turbulent scales (both temporal and spatial). This results in prohibitive 
computational costs owing to the mesh and time step requirements: the total number of 

grid points required is of the order of 𝑅𝑒𝑙
9/4

, whereas the time step should be of the order 

of 𝜂/𝑢𝑙 (where 𝑢𝑙 is the large-scale velocity) [311]. For this reason, this approach is mainly 
used for benchmarking and academic purposes. 
With LES, the largest scales of turbulent motion are directly simulated whereas the smaller 
scales are filtered out and modelled by the so-called subgrid scale models. The underlying 
principle of this approach is that, while largest scales are affected by the flow conditions 
and domain boundaries, the smaller scales tend only to be aware of their immediate 
surroundings and have common characteristic, being thus easier to model. LES reduces 
the computational cost compared to DNS, and its use is gradually expanding thanks to the 
advances in computing hardware and parallel algorithms [308]. 
The method that demands the least computational resources, and for this reason widely 
applied in both industry and research, is RANS. Here, the governing equations are time-
averaged, giving rise to new terms that must be correlated with the mean flow variables 
through turbulence models. These models are semi-empirical, based on experimental 
data acquired for simple and controlled flow configurations; as a result, a general-purpose 
model does not exist and several models have been developed over the years, each suitable 
for investigating specific categories of fluid flow problems. 
A schematic representation of the length scales solved with the different approaches 
described above is provided in Figure A.3. 

 
Figure A.3. Schematic representation of the scales of turbulent motion solved with DNS, LES and 

RANS approaches (adapted from Bakker [312]). 

A.2.1 REYNOLDS-AVERAGED NAVIER-STOKES (RANS) SIMULATIONS 

According to the Reynolds decomposition, every flow variable can be written as the sum 
of a mean (i.e., time-averaged) part �̅� and a time-dependent fluctuating part 𝜑′ [246]: 

𝑙 𝜂 𝑙/𝑅𝑒𝑙
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A 𝜑(𝒙, 𝑡) = �̅�(𝒙) + 𝜑′(𝒙, 𝑡) (A.12) 

The time-average of the fluctuating value is zero 𝜑′̅ = 0 , and the mean value defined as: 

�̅�(𝒙) = lim
𝑇→∞

1

𝑇
∫ 𝜑(𝒙, 𝑡)

𝑡+𝑇

𝑡

𝑑𝑡 (A.13) 

Here, T represents the averaging interval. This interval must be large compared to the 
typical time scales of the fluctuations; thus, we are interested in the limit 𝑇 → ∞ [122] (see 
Figure A.4, left picture). 
If the mean flow �̅� varies slowly over time, an unsteady approach (URANS) must be 
employed. Equations (A.12) and (A.13) modify as follows: 

𝜑(𝒙, 𝑡) = �̅�(𝒙, 𝑡) + 𝜑′(𝒙, 𝑡) (A.14) 

�̅�(𝒙, 𝑡) =
1

𝑇
∫ 𝜑(𝒙, 𝑡)

𝑡+𝑇

𝑡

𝑑𝑡 , 𝑇1 ≪ 𝑇 ≪ 𝑇2 (A.15) 

where 𝑇1 is the time scale of the rapid fluctuations and 𝑇2 the time scale of the slow 
variations in the flow, respectively (Figure A.4, right picture). 

 
Figure A.4. Time averaging for a statistically steady turbulent flow (left) and time averaging for an 

unsteady turbulent flow (right), adapted from Guerrero [308]. 

Let us now consider the continuity and momentum equations for incompressible flows 
without body forces: 

𝑑𝑖𝑣(𝒖) = 0 (A.16) 
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) (A.17) 

 

t

 =  +   

 

  

 1

 2

 

t

 =  +   

  

 



 

 
 

A. APPENDIX A 185 

A 𝜕𝜌𝑣

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑣𝒖) = −

𝜕𝑝

𝜕𝑦
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𝜕2𝑣

𝜕𝑥2
+
𝜕2𝑣

𝜕𝑦2
+
𝜕2𝑣

𝜕𝑧2
) (A.18) 

𝜕𝜌𝑤

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑤𝒖) = −

𝜕𝑝

𝜕𝑧
+ 𝜇 (

𝜕2𝑤

𝜕𝑥2
+
𝜕2𝑤

𝜕𝑦2
+
𝜕2𝑤

𝜕𝑧2
) (A.19) 

 
Reynolds decomposition of the flow variables returns: 

𝒖(𝒙, 𝑡) = �̅�(𝒙) + 𝒖′(𝒙, 𝑡) (A.20) 

𝑝(𝒙, 𝑡) = �̅�(𝒙) + 𝑝′(𝒙, 𝑡) (A.21) 

Substituting expressions (A.20) and (A.21) in equations (A.16)−(A.19), time averaging and 
rearranging, the incompressible RANS equations are obtained: 

𝑑𝑖𝑣(�̅�) = 0 (A.22) 

𝑑𝑖𝑣(𝜌�̅��̅�) + 𝑑𝑖𝑣(𝜌𝑢′𝒖′̅̅ ̅̅ ̅) = −
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) (A.23) 

𝑑𝑖𝑣(𝜌�̅��̅�) + 𝑑𝑖𝑣(𝜌𝑣′𝒖′̅̅ ̅̅ ̅) = −
𝜕�̅�

𝜕𝑦
+ 𝜇 (

𝜕2�̅�

𝜕𝑥2
+
𝜕2�̅�

𝜕𝑦2
+
𝜕2�̅�

𝜕𝑧2
) (A.24) 

𝑑𝑖𝑣(𝜌�̅��̅�) + 𝑑𝑖𝑣(𝜌𝑤′𝒖′̅̅ ̅̅ ̅̅ ) = −
𝜕�̅�

𝜕𝑧
+ 𝜇 (

𝜕2�̅�

𝜕𝑥2
+
𝜕2�̅�

𝜕𝑦2
+
𝜕2�̅�

𝜕𝑧2
) (A.25) 

The term 𝑢𝑖
′𝑢𝑗′̅̅ ̅̅ ̅̅  (in suffix notation), arising from the time-averaging operation, is the so-

called Reynolds stress tensor ℛ𝑖𝑗
2. It is clearly symmetric and represents the momentum 

transfer by the fluctuating velocity field. From Equations (A.22)−(A.25) it is observed that 
the number of unknown quantities (pressure, three velocity components and six stresses) 
is larger than the number of equations. As a result, the system of equations is not closed, 
and the Reynolds stresses need to be appropriately modelled. A common approach used 
to resolve the problem of closure is the Boussinesq hypothesis, which relates the Reynolds 
stresses to the mean velocity gradients through an eddy (or turbulent) viscosity 𝜇𝑇: 

−𝜌(𝑢𝑖
′𝑢𝑗′̅̅ ̅̅ ̅̅ ) = 𝜇𝑇 (

𝜕�̅�𝑖
𝜕𝑥𝑗

+
𝜕�̅�𝑗

𝜕𝑥𝑖
) −

2

3
𝜌𝛿𝑖𝑗𝑘 (A.26) 

where 𝛿𝑖𝑗 is the Kronecker delta and 𝑘 =
1

2
𝑢𝑖′𝑢𝑖′̅̅ ̅̅ ̅̅ ̅ is the turbulent kinetic energy per unit 

mass. The isotropic part of the Reynolds stress tensor is absorbed normally into the 
pressure term as �̅� = �̅� + 2𝑘/3 [189]. The turbulent viscosity is a property of the flow field 

 
2 A check of the dimensions will show that ℛ𝑖𝑗 is not actually a stress. It must be multiplied by the density 𝜌 to have 

dimensions corresponding to the stresses. 
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A 
and not a physical property of the fluid. The missing equations, required to balance the 
number of unknowns and yield the solution, are provided by the so-called turbulence 
models. 

A.2.2 LARGE EDDY SIMULATIONS (LES) 

Instead of time-averaging, large eddy simulation involves the use of a spatial filter to 
separate the larger eddies (to be resolved) from the smaller ones (to be modelled). 
For a general property 𝜑, the filtering operation is usually defined as: 

�̃�(𝒙, 𝑡) = ∫ 𝒢(𝒙, 𝒙′, Δ)𝜑(𝒙′, 𝑡)𝑑𝑥′𝑑𝑦′𝑑𝑧′

𝒟

 (A.27) 

where �̃�(𝒙, 𝑡) is the filtered function; 𝒟 is the flow domain; 𝒢 is the filter function (usually 

a Gaussian filter); x’ is the variable moving in the points surrounding x, that is instead the 
vector coordinate of the position. 
Δ is the cutoff width (only eddies with a length scale greater than the cutoff width are 
resolved), and is often taken as the cube root of the grid cell volume: 

Δ = √Δ𝑥Δ𝑦Δ𝑧
3  (A.28) 

Δx, Δy, Δz are the grid lengths in the x, y and z directions respectively. 

Let us now focus our attention on incompressible flows, for the sake of simplicity. The 
filtered continuity and momentum conservation equations for a Newtonian fluid are the 
following (body forces are also neglected): 

𝑑𝑖𝑣(𝜌�̃�) = 0 (A.29) 

𝜕(𝜌�̃�)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑢�̃�) = −

𝜕𝑝

𝜕𝑥
+ 𝜇 (

𝜕2�̃�

𝜕𝑥2
+
𝜕2�̃�

𝜕𝑦2
+
𝜕2�̃�

𝜕𝑧2
) (A.30) 

𝜕(𝜌�̃�)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑣�̃�) = −

𝜕𝑝

𝜕𝑦
+ 𝜇 (

𝜕2�̃�

𝜕𝑥2
+
𝜕2�̃�

𝜕𝑦2
+
𝜕2�̃�

𝜕𝑧2
) (A.31) 

𝜕(𝜌�̃�)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑤�̃�) = −

𝜕𝑝

𝜕𝑧
+ 𝜇 (

𝜕2�̃�

𝜕𝑥2
+
𝜕2�̃�

𝜕𝑦2
+
𝜕2�̃�

𝜕𝑧2
) (A.32) 

Equations (A.29)−(A.32) must be solved to yield the filtered velocity (�̃�, �̃�, �̃�) and pressure 
(𝑝) fields. However, the convective terms 𝑑𝑖𝑣(𝜌𝑢�̃�), 𝑑𝑖𝑣(𝜌𝑣�̃�) and 𝑑𝑖𝑣(𝜌𝑢�̃�) requires 
further manipulation to get the solution. One can write: 

𝑑𝑖𝑣(𝜌𝑢𝑖�̃�) = 𝑑𝑖𝑣(𝜌𝑢�̃��̃�) + (𝑑𝑖𝑣(𝜌𝑢𝑖�̃�) − 𝑑𝑖𝑣(𝜌𝑢�̃��̃�)) (A.33) 

The difference 𝑢𝑖�̃� − 𝑢�̃��̃� is modelled as: 
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A 𝜏𝑆𝐺𝑆 = −𝜌(𝑢𝑖�̃� − 𝑢�̃��̃�) (A.34) 

providing the momentum equations solved in LES: 

𝜕(𝜌�̃�)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌�̃��̃�) = −

𝜕𝑝

𝜕𝑥
+ 𝜇 (

𝜕2�̃�

𝜕𝑥2
+
𝜕2�̃�

𝜕𝑦2
+
𝜕2�̃�

𝜕𝑧2
) + 𝑑𝑖𝑣(𝜏𝑆𝐺𝑆) (A.35) 

𝜕(𝜌�̃�)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌�̃��̃�) = −

𝜕𝑝

𝜕𝑦
+ 𝜇 (

𝜕2�̃�

𝜕𝑥2
+
𝜕2�̃�

𝜕𝑦2
+
𝜕2�̃�

𝜕𝑧2
) + 𝑑𝑖𝑣(𝜏𝑆𝐺𝑆) (A.36) 

𝜕(𝜌�̃�)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌�̃��̃�) = −

𝜕𝑝

𝜕𝑧
+ 𝜇 (

𝜕2�̃�

𝜕𝑥2
+
𝜕2�̃�

𝜕𝑦2
+
𝜕2�̃�

𝜕𝑧2
) + 𝑑𝑖𝑣(𝜏𝑆𝐺𝑆) (A.37) 

𝜏𝑆𝐺𝑆 stresses are called the subgrid-scale Reynolds stresses and represent the momentum 
flux caused by the action of the unresolved scales [122]; they are approximated by the so-
called subgrid-scale models. 

A.3 THE FINITE VOLUME METHOD (FVM) 

The governing equations described in the preceding sections are converted into linear 
algebraic equations and solved using the open-source code OpenFOAM, which is based 
on the finite volume formulation. 
The Finite Volume Method is a widely employed technique in computational fluid 
dynamics, known for its inherent conservation properties and its ability to be used on 
arbitrary computational grids [313]. Like other numerical methods, the FVM transforms 
the set of partial differential equations into a system of algebraic equations; however, the 
discretisation process is different and is based on integrating the governing equations over 
control volumes that discretise the computational domain [100]. 
The starting point for applying the FVM is the convection-diffusion equation, which for a 
general property per unit mass φ appears as follows [100]: 

𝜕(𝜌𝜑)

𝜕𝑡⏟  
𝑡𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡 𝑡𝑒𝑟𝑚

+ 𝑑𝑖𝑣(𝜌𝜑𝒖)⏟      
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒 𝑡𝑒𝑟𝑚

= 𝑑𝑖𝑣(Γ 𝑔𝑟𝑎𝑑𝜑)⏟        
𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒 𝑡𝑒𝑟𝑚

+ 𝑆𝜑⏟
𝑠𝑜𝑢𝑟𝑐𝑒 𝑡𝑒𝑟𝑚

 (A.38) 

This equation can take the form of the equation of conservation of mass, momentum or 
energy by appropriately choosing 𝜑, the diffusion coefficient Γ and the source term 𝑆𝜑. 

Integration of Equation (A.38) over a three-dimensional control volume (CV) returns: 

∫
𝜕(𝜌𝜑)

𝜕𝑡
 𝑑𝑉

𝐶𝑉

+ ∫ 𝑑𝑖𝑣(𝜌𝜑𝒖) 𝑑𝑉

𝐶𝑉

= ∫ 𝑑𝑖𝑣(Γ 𝑔𝑟𝑎𝑑𝜑) 𝑑𝑉

𝐶𝑉

+ ∫ 𝑆𝜑 𝑑𝑉

𝐶𝑉

 (A.39) 

The convective and diffusive terms are rewritten as integrals over the entire bounding 
surface of the CV (A), by using the Gauss’s divergence theorem, which for a generic vector 

a states: 
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A ∫ 𝑑𝑖𝑣(𝒂) 𝑑𝑉

𝐶𝑉

= ∫ 𝒏 ⋅ 𝒂 𝑑𝐴

𝐴

 (A.40) 

where 𝒏 ⋅ 𝒂 is the component of vector 𝒂 in the direction of the vector 𝒏 normal to the 
surface element 𝑑𝐴. 
Applying Gauss’s divergence theorem, Equation (A.39) can be thus written as: 

𝜕

𝜕𝑡
∫ 𝜌𝜑 𝑑𝑉

𝐶𝑉

+ ∫ 𝒏 ⋅ (𝜌𝜑𝒖) 𝑑𝐴

𝐴

= ∫ 𝒏 ⋅ (Γ 𝑔𝑟𝑎𝑑𝜑) 𝑑𝐴

𝐴

+ ∫ 𝑆𝜑 𝑑𝑉

𝐶𝑉

 (A.41) 

In words: 

Rate of increase of 
𝜑 inside the CV 

+ 

Net rate of 
decrease of 𝜑 due 

to convection 
across the CV 

boundaries 

= 

Net rate of increase 
of 𝜑 due to 

diffusion across 
the CV boundaries 

+ 
Net rate of creation 
of 𝜑 inside the CV 

Equation (A.41) is thus a statement of the conservation of property 𝜑 for a finite size CV. 

A.3.1 FVM FOR DIFFUSION PROBLEMS 

The governing equation for diffusion problems can be derived from the general transport 
equation (A.38) for a property 𝜑 by deleting the convective term. This gives: 

𝑑𝑖𝑣(Γ 𝑔𝑟𝑎𝑑𝜑) + 𝑆𝜑 =
𝜕(𝜌𝜑)

𝜕𝑡
 (A.42) 

In the present discussion, the numerical techniques to discretise the governing equations 
are introduced for the sake of simplicity with reference to a steady state 1D case; however, 
the methodology adopted here has general validity and can be easily extended to 2D and 
3D problems. Figure A.5 displays a generic 1D domain with the terminology commonly 
adopted in the finite volume formulation. 

 
Figure A.5. Generic 1D computational domain [100]. 

For steady state, one-dimensional problems, Equation (A.42) modifies as follows: 

𝑑

𝑑𝑥
(Γ
𝑑𝜑

𝑑𝑥
) + 𝑆 = 0 (A.43) 
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A 
The first step for the discretisation of the governing equation is the definition of the 
computational grid, obtained by dividing the domain into discrete control volumes. For a 
general nodal point P, the control volume is depicted in Figure A.6. The left and right nodes 
are identified by the letters W and E, respectively; faces of the control volume are referred 
to by the letters w and e. Distances of interest for the analysis, and the width of the CV, are 
indicated in Figure A.6 as well. 

 
Figure A.6. Usual convention of CFD methods [100].  

The next step is the integration over the CV of the terms from Equation (A.43) and the 
application of Gauss’s theorem: 
 

∫
𝑑

𝑑𝑥
(Γ
𝑑𝜑

𝑑𝑥
)  𝑑𝑉

Δ𝑉

+ ∫ 𝑆 𝑑𝑉

Δ𝑉

= (ΓA
𝑑𝜑

𝑑𝑥
)
𝑒
− (ΓA

𝑑𝜑

𝑑𝑥
)
𝑤
+ 𝑆̅Δ𝑉 = 0 (A.44) 

Here A is the cross-sectional area of the CV face, Δ𝑉 is the volume and 𝑆̅ is the average value 
of source 𝑆 over the CV. 

Assuming that the generic property φ is continuous, differentiable, with bounded and 
continuous derivatives, it is possible to expand the function 𝜑(𝑥) into a Taylor series and 
express 𝜑𝐸  and 𝜑𝑃 in terms of 𝜑𝑒: 

𝜑𝐸 = 𝜑𝑒 +
𝑑𝜑

𝑑𝑥
|
𝑒
𝛿𝑥𝑒𝐸 +

𝑑2𝜑

𝑑𝑥2
|
𝑒

𝛿𝑥𝑒𝐸
2

2
+ 𝑜(𝛿𝑥3)  (A.45) 

𝜑𝑃 = 𝜑𝑒 −
𝑑𝜑

𝑑𝑥
|
𝑒
𝛿𝑥𝑃𝑒 +

𝑑2𝜑

𝑑𝑥2
|
𝑒

𝛿𝑥𝑃𝑒
2

2
+ 𝑜(𝛿𝑥3)  (A.46) 

where the symbol 𝑜(𝛿𝑥3) indicates that the order of magnitude of the remaining terms is 
𝛿𝑥3. Subtracting expressions (A.45) and (A.46) term by term yields: 

𝜑𝐸 − 𝜑𝑃 =
𝑑𝜑

𝑑𝑥
|
𝑒

(𝛿𝑥𝑒𝐸 + 𝛿𝑥𝑃𝑒) + 𝑜(𝛿𝑥
2) (A.47) 
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A 
from which, considering that 𝛿𝑥𝑒𝐸 + 𝛿𝑥𝑃𝑒 = 𝛿𝑥𝑃𝐸  and neglecting the term 𝑜(𝛿𝑥2), the 
approximation of the differential operator using the central differencing scheme, 

second−order accurate3, is obtained: 

𝑑𝜑

𝑑𝑥
|
𝑒
=
𝜑𝐸 − 𝜑𝑃
𝛿𝑥𝑃𝐸

 (A.48) 

A similar expression is obtained for the derivative at the interface w: 

𝑑𝜑

𝑑𝑥
|
𝑤
=
𝜑𝑃 − 𝜑𝑊
𝛿𝑥𝑊𝑃

 (A.49) 

By substituting equations (A.48) and (A.49) into equation (A.44), the discretised form of 
equation (A.43) is obtained, which is valid for the general internal node P: 

Γ𝑒𝐴𝑒
𝜑𝐸 −𝜑𝑃
𝛿𝑥𝑃𝐸

− Γ𝑤𝐴𝑤
𝜑𝑃 − 𝜑𝑊
𝛿𝑥𝑊𝑃

+ 𝑆̅Δ𝑉 = 0 (A.50) 

 
Discretised expressions of the form of equation (A.50) must be derived for each node of 
the computational grid in order to solve the problem. For control volumes adjacent to the 
domain boundaries, equation (A.50) is modified to embed boundary conditions. This 
results in a system of linear algebraic equations that is solved to obtain the values of the 
property φ at the nodes of the computational grid. 

A.3.2 FVM FOR CONVECTION-DIFFUSION PROBLEMS 

To solve problems involving the presence of a moving fluid, it is necessary to consider both 
the effects of transport and diffusion. Let us consider the steady-state convection-
diffusion equation for the general quantity φ, derived from equation (A.38) by deleting the 
transient term: 

𝑑𝑖𝑣(𝜌𝜑𝒖) = 𝑑𝑖𝑣(Γ 𝑔𝑟𝑎𝑑𝜑) + 𝑆𝜑 (A.51) 

Simultaneously, due to the presence of a velocity field, the continuity equation must also 
be upheld: 

𝑑𝑖𝑣(𝜌𝒖) = 0 (A.52) 

To simplify the analysis, the 1D scenario in a steady-state condition without generation is 
here considered. It is assumed that the velocity field is known (some methods for solving 
the velocity field are described in Section A.4). 

 
3 It is second−order accurate because the neglected term in equation (A.47), i.e., the truncation error, is proportional 

to 𝛿𝑥2. This enables greater accuracy in the solution with coarser grids. 
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A 
Equations (A.51) and (A.52) are modified as follows: 

𝑑

𝑑𝑥
(𝜌𝜑𝒖) =

𝑑

𝑑𝑥
(Γ
𝑑𝜑

𝑑𝑥
) (A.53) 

𝑑(𝜌𝒖)

𝑑𝑥
= 0 (A.54) 

Let us now focus on the control volume in Figure A.7, with particular attention to the 
general internal node P. 

 
Figure A.7. A control volume around node P [100].  

The integration of equation (A.53) over the control volume yields the following expression: 

(𝜌𝑢𝐴𝜑)𝑒 − (𝜌𝑢𝐴𝜑)𝑤 = (Γ𝐴
𝑑𝜑

𝑑𝑥
)
𝑒
− (Γ𝐴

𝑑𝜑

𝑑𝑥
)
𝑤

 (A.55) 

Integration of the mass conservation equation (A.54) yields the following: 

(𝜌𝑢𝐴)𝑒 − (𝜌𝑢𝐴)𝑤 = 0 (A.56) 

To derive the discretised equations, it is necessary to approximate the terms within 
equation (A.55). In this instance, not only the gradient but also the value of φ itself needs 
to be evaluated at the interface. The derivatives at the interfaces (e, w) can still be 
approximated according to equations (A.48) and (A.49), respectively. 
Let us introduce the two terms: 

𝐹 = 𝜌𝑢𝐴;    𝐷 =
Γ𝐴

𝛿𝑥
 (A.57) 

and thus 

𝐹𝑒 = (𝜌𝑢𝐴)𝑒    𝐹𝑤 = (𝜌𝑢𝐴)𝑤 (A.58) 

𝐷𝑒 =
Γe𝐴𝑒

𝛿𝑥𝑃𝐸
    𝐷𝑤 =

Γ𝑤𝐴𝑤

𝛿𝑥𝑊𝑃
 (A.59) 

Hence, equations (A.55) and (A.56) can be rewritten as: 
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A 𝐹𝑒𝜑𝑒 − 𝐹𝑤𝜑𝑤 = 𝐷𝑒(𝜑𝐸 − 𝜑𝑃) − 𝐷𝑤(𝜑𝑃 − 𝜑𝑊) (A.60) 

𝐹𝑒 − 𝐹𝑤 = 0 (A.61) 

The values of 𝜑𝑒 and 𝜑𝑤 still need to be evaluated, and there are several possibilities to 
consider: (i) central differencing scheme, (ii) constant upwinding, and (iii) linear 
upwinding. 

THE CENTRAL DIFFERENCING SCHEME 

In the central differencing scheme, φ values at the control volume faces are computed 
using linear interpolation of nodal values: 

𝜑𝑒 = (𝜑𝐸 + 𝜑𝑃)/2 (A.62) 

𝜑𝑤 = (𝜑𝑊 + 𝜑𝑃)/2 (A.63) 

The substitution of the above relationships into equation (A.60) leads to the following 
expression: 

𝐹𝑒 (
𝜑𝐸 + 𝜑𝑃

2
) − 𝐹𝑤 (

𝜑𝑊 +𝜑𝑃
2

) = 𝐷𝑒(𝜑𝐸 − 𝜑𝑃) − 𝐷𝑤(𝜑𝑃 − 𝜑𝑊) (A.64) 

Rearranging equation (A.64) and also considering the continuity equation (A.61), we 
obtain the discretised expression (according to the central differencing scheme) of the 
convection-diffusion equation for the general internal node P: 

𝑎𝑃𝜑𝑃 = 𝑎𝐸𝜑𝐸 + 𝑎𝑊𝜑𝑊 (A.65) 

where 𝑎𝑃 = 𝑎𝐸 + 𝑎𝑊 , 𝑎𝐸 = 𝐷𝑒 −
𝐹𝑒

2
 , 𝑎𝑊 = 𝐷𝑤 +

𝐹𝑤

2
. 

By deriving expressions similar to (A.65) for all nodes, a system of linear algebraic 
equations is obtained, which, when solved, yields the distribution of the property φ inside 
the computational domain. 

PROPERTIES OF DISCRETISATION SCHEMES 

The central differencing scheme, which was used in the previous section for the 
discretisation of convective terms, exhibits stability issues when the convective term 
becomes more significant compared to the diffusive term. To understand the reasons 
behind this, it is necessary to introduce the properties that discretisation schemes must 
possess for the numerically results obtained from solving the approximate equations to 
accurately describe physical reality. The most important properties are: 
(i) conservativeness; (ii) boundedness; (iii) transportiveness. 

 



 

 
 

A. APPENDIX A 193 

A 
i.   Conservativeness 
A numerical scheme must be conservative. The integration of the convection-diffusion 
equation over a finite number of control volumes leads to a set of discretised equations 
where the fluxes of the property φ through the control volume faces appear. To ensure the 
conservation of φ throughout the solution domain, the flux of φ leaving the control volume 
through a face must be equal to the flux entering the adjacent volume through the same 
face. Therefore, the flux through a common face must be consistently expressed in the 
same manner across adjacent elements. 

ii.  Boundedness 
A numerical scheme must be bounded. To ensure boundedness, it is desirable for the 
discretisation scheme to produce coefficients in compliance with the Scarborough 
criterion4 [100,314]: 

|𝑎𝑃|

∑|𝑎𝑛𝑏|
{
≥ 1                          𝑎𝑡 𝑎𝑙𝑙 𝑛𝑜𝑑𝑒𝑠
> 1         𝑎𝑡 𝑜𝑛𝑒 𝑛𝑜𝑑𝑒 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡

 (A.66) 

Here 𝑎𝑃 is the coefficient of the central node P and the summation in the denominator is 
taken over all the neighbouring nodes (nb). If the condition expressed by equation (A.66) 
is verified, then the resulting matrix of coefficients is said to be diagonally dominant. From 
a physical perspective, this implies that, for example, in a steady-state conduction 
problem with no sources and boundary temperatures of 500°C and 200°C, all internal 
temperature values must be less than 500°C and greater than 200°C. In this sense, the 
problem is bounded: it has an upper and lower limit. 
Another fundamental requirement for boundedness is that the coefficients of the 
discretised equations must all have the same sign (usually all positive). Physically, this 
means that an increase in the variable φ at one node results in an increase in nearby nodes. 
If the discretisation scheme does not satisfy the boundedness condition, it is possible that 
the solution may contain small oscillations or may not converge at all. 

iii.  Transportiveness 
A numerical scheme should be capable of properly handling transport and taking into 
account the actual direction from which the flow originates. This property can be 
illustrated by considering the effect of two nearby sources, located at nodes W and E, on a 
generic node P (Figure A.8). 
To accomplish this, we introduce the Peclet number, which represents a measure of the 
relative strength of convection and diffusion: 

𝑃𝑒 =
𝐹

𝐷
=
𝜌𝑢𝛿𝑥

Γ
 (A.67) 

where 𝛿𝑥 is the characteristic length (cell width). 

The contour lines in Figure A.8 represent the contours of constant φ in the cases of pure 
diffusion (Figure A.8a) and increasing convection (Figure A.8b). In the first case (𝑃𝑒 → 0, 

 
4 This criterion represents a sufficient condition for a convergent iterative method, not a necessary one. There are 

instances where convergence can still be achieved despite violating the criterion [314]. 
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A 
pure diffusion), points W and E influence point P in the same way; conversely, in the case 
of a non-negligible convective contribution (increasing Pe), the influence of the upstream 
point becomes more pronounced. In this case, it is therefore crucial for the numerical 
scheme to consider the direction of the flow. 

 
Figure A.8. Distribution of 𝜑 in the vicinity of two sources at different Peclet numbers: (a) pure 

diffusion, 𝑃𝑒 → 0; (b) diffusion and convection [100]. 

In light of the considerations just made, it is possible to assess the applicability of the 
central differencing scheme to convection-diffusion problems. 

• Conservativeness: the scheme is conservative because it employs consistent 
expressions to evaluate convective and diffusive fluxes at the control volume faces. 

• Boundedness: taking into consideration the discretised equation (A.65), the scheme is 
bounded if 𝑎𝐸  is positive and hence: 

 𝐹𝑒
𝐷𝑒
= 𝑃𝑒𝑒 < 2 (A.68) 

This is why the method encounters stability issues when convection dominates over 
diffusion: Pe increases and exceeds the limit just identified. To accommodate higher 
inlet velocities, it is necessary to refine the computational grid so as to satisfy the 
condition expressed by equation (A.68). 

• Trasportiveness: the scheme does not possess the transportiveness property because 
it does not account for the flow direction. The fluxes through the faces are computed 
as the average of values upstream and downstream of the face itself. 

CONSTANT UPWINDING 

One of the main limitations of the central differencing scheme is its inability to identify the 
flow direction: the value of the property φ is always influenced by the nodes upstream and 
downstream. The upwinding method overcomes this limitation and considers the 
convective effects, by approximating the values of the unknown variable φ on the faces 
with the upstream value of φ: 

𝜑𝑒 = 𝜑𝑃 (A.69) 
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A 𝜑𝑤 = 𝜑𝑊 (A.70) 

The convection-diffusion equation for the generic internal node P, discretised using the 
upwinding scheme, is presented below: 

𝑎𝑃𝜑𝑃 = 𝑎𝐸𝜑𝐸 + 𝑎𝑊𝜑𝑊 (A.71) 

where 𝑎𝑝 = 𝑎𝑊 + 𝑎𝐸 , 𝑎𝐸 = 𝐷𝑒, 𝑎𝑊 = 𝐷𝑤 + 𝐹𝑤. 

The upwinding method is conservative, possesses the transportiveness property (as it 
accounts for the flow direction) and bounded (the coefficients of the discretised equation 
are always positive, thus satisfying the condition expressed by equation (A.68)). However, 
it is first-order accurate and has the drawback of introducing artificial diffusion (false 
diffusion) that tends to dampen the gradients in the solution. 

LINEAR UPWINDING 

Linear upwinding is a second-order accurate discretisation scheme that addresses the 
issues of artificial diffusion introduced by constant upwinding. It takes into account the 
Peclet number for evaluating the property φ on the control volume faces. 

A.4 PRESSURE-VELOCITY COUPLING: SIMPLE, PISO AND PIMPLE ALGORITHMS 

In the preceding section, the process of discretising and solving the convection-diffusion 
equation for a general property φ, given the velocity field, was demonstrated. However, in 
general, this velocity field is not initially known but emerges as part of the overall solution 
along with other variables. To obtain the velocity field of a fluid system, the continuity and 
momentum conservation equations must be solved. However, solving these equations is 
challenging due to: (i) their strong coupling (each velocity component appears in each 
equation); (ii) the absence of an explicit equation to determine the pressure; (iii) the 
presence of nonlinear terms in the momentum conservation equation. For 
incompressible flows, the calculation is further complicated by the strong coupling 
between pressure and velocity (if the correct pressure field is applied in the conservation 
of momentum, the resulting velocity field must satisfy mass conservation) and the fact that 
pressure does not appear as a primary variable in the equations of momentum 
conservation nor continuity. The issues associated with nonlinearity in the system of 
equations and the pressure-velocity coupling can be addressed by adopting iterative 
solution strategies. Among the most used solvers are the so-called pressure-based 
algorithms, which involve determining the velocity field by solving the momentum 
conservation equation and calculating the pressure field by solving a pressure-correction 
equation (obtained by manipulating the equations of mass and momentum conservation 
and taking the form of a Poisson equation). Pressure-based algorithms can be categorized 
as segregated and coupled; with the former, the governing equations are solved separately 
and sequentially, while with the latter, they are solved simultaneously. In OpenFOAM, the 
segregated solvers SIMPLE, PISO, and PIMPLE are implemented, and these are described 
in more detail in the following sections. 
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A.4.1 SIMPLE ALGORITHM 

The SIMPLE algorithm (Semi-Implicit Method for Pressure-Linked Equations), developed 
by Patankar and Spalding in 1972 [315], is a steady-state solver for both compressible and 
incompressible flows. Over the years, many variations of this algorithm have been 
proposed, making it one of the most extensively studied algorithms in the field of 
computational fluid dynamics. 
The algorithm, whose flowchart is depicted in Figure A.9, involves an iterative sequence of 
steps (𝑖 = 1, 2,… , 𝑖𝑒𝑛𝑑) until convergence is reached. It starts by constructing a matrix 
equation for energy, which is under-relaxed5 by a factor 𝛼𝑇. This equation is solved for 
temperature T, which is then used to update the density 𝜌(𝑇, 𝑝) according to an equation 
of state. A matrix equation denoted as 𝐀 ∙ 𝐮 − 𝐛 (momentum matrix) is then built using all 
terms from the momentum conservation equation except ∇𝑝; this matrix equation is 
under-relaxed by a factor 𝛼𝑢 before being equated to −∇𝑝 and solved for the velocity vector 
𝐮 (momentum predictor). Starting from the matrix equation 𝐀 ∙ 𝐮 − 𝐛, the terms 𝑨𝐮 and 
𝐇(𝐮) are determined, where 𝑨 is a diagonal matrix (see Figure A.10). 
These derived terms are employed to formulate the pressure equation and calculate 𝑝. The 
new pressure is then used to correct the mass flux 𝜙f to ensure with greater accuracy the 
adherence to the mass conservation equation (flux corrector). Finally, it is under-relaxed 
by a factor 𝛼𝑝 before correcting the velocity value (momentum corrector). 

 
Figure A.9. Implementation of the SIMPLE algorithm in OpenFOAM [310].  

 
5 Under-relaxation is a method used to improve the convergence of the solution, by limiting the amount of variation 

of a variable during a solution step. 
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A 

 
Figure A.10. Splitting of the starting matrix equation 𝐀 ∙ 𝐮 − 𝐛 [310]. 

A.4.2 PISO ALGORITHM 

The PISO algorithm (Pressure Implicit with Splitting of Operators), introduced by Issa in 
1986 [316], is a non-iterative method for solving the coupled equations arising from the 
implicit discretisation of the time-varying fluid motion equations. It can be seen as a 
transient version of SIMPLE, with the significant modification that the momentum 
corrector is executed more than once for each time step (PISO loop). 
The equations are solved over successive time intervals Δ𝑡 between an initial time instant 
𝑡𝑠𝑡𝑎𝑟𝑡 and a final time instant 𝑡𝑒𝑛𝑑  (Figure A.11). The time step must be relatively small to 
maintain sufficient accuracy in describing transient phenomena, condition that is 
expressed in terms of the maximum allowable Courant number (𝐶𝑜 < 1). 

 
Figure A.11. Implementation of the PISO algorithm in OpenFOAM [310]. 
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A.4.3 PIMPLE ALGORITHM 

The algorithms for pressure-velocity coupling previously presented can be combined into 
an algorithm known as PIMPLE. It blends the controls of both PISO and SIMPLE (hence 
the merged acronym), particularly the iterative cycles and under-relaxation. It can be 
viewed as the application of SIMPLE at each time step, iterating until convergence or a 
maximum number of iterations is reached. The advantage of PIMPLE over PISO is its 
increased stability, even with 𝐶𝑜 > 1. Figure A.12 illustrates the flowchart of the PIMPLE 
solver, as implemented in OpenFOAM [310]. 

 
Figure A.12. Implementation of the PIMPLE algorithm in OpenFOAM [310].  
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This appendix reports the supplementary material to the study presented in Chapter 6. 

B.1 FAN STRENGTH: LEVEL 1 
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Figure B.1. Experimental time-averaged velocity fields in the x-y plane. 

Top: MP1; middle: MP2; bottom: MP3. 
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Figure B.2. Measurement uncertainty at 95% confidence level for streamwise (left) and vertical 

(right) velocity component. Top: MP1; middle: MP2; bottom: MP3. 
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Figure B.3. Experimental TKE (left) and corresponding measurement uncertainty (right). 

Top: MP1; middle: MP2; bottom: MP3. 
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Figure B.4. Experimental Reynolds shear stress ℛ𝑥𝑦 (left) and corresponding measurement 

uncertainty (right). Top: MP1; middle: MP2; bottom: MP3. 
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Figure B.5. Experimental time-averaged velocity fields in the x-y plane. 

Top: MP1; middle: MP2; bottom: MP3. 
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Figure B.6. Measurement uncertainty at 95% confidence level for streamwise (left) and vertical 

(right) velocity component. Top: MP1; middle: MP2; bottom: MP3. 
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Figure B.7. Experimental TKE (left) and corresponding measurement uncertainty (right). 

Top: MP1; middle: MP2; bottom: MP3. 
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Figure B.8. Experimental Reynolds shear stress ℛ𝑥𝑦 (left) and corresponding measurement 

uncertainty (right). Top: MP1; middle: MP2; bottom: MP3. 
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Figure B.9. Experimental time-averaged velocity fields in the x-y plane. 

Top: MP1; middle: MP2; bottom: MP3. 
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Figure B.10. Measurement uncertainty at 95% confidence level for streamwise (left) and vertical 

(right) velocity component. Top: MP1; middle: MP2; bottom: MP3. 
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Figure B.11. Experimental TKE (left) and corresponding measurement uncertainty (right). 

Top: MP1; middle: MP2; bottom: MP3. 
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Figure B.12. Experimental Reynolds shear stress ℛ𝑥𝑦 (left) and corresponding measurement 

uncertainty. Top: MP1; middle: MP2; bottom: MP3. 
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