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ABSTRACT 

 

This Article identifies and describes three data privacy policy developments from recent 

legislative sessions that may seem unrelated, but which I contend together offer clues about privacy 

law’s future over the short-to-medium term.  

The first is the proliferation, worldwide and in U.S. states, of legislative proposals and 

statutes referred to as “age-appropriate design codes.” Originating in the United Kingdom, age-

appropriate design codes typically apply to online services “directed to children” and subject such 

services to transparency, default settings, and other requirements. Chief among them is an implied 

obligation to conduct ongoing assessments of whether a service could be deemed “directed to 

children” such that it triggers application of the codes.  

The second development is a well-documented push for responsible artificial intelligence 

(“AI”) practices in the form of new transparency and accountability frameworks. The most 

comprehensive such framework is the European Union’s AI Act, although similar reforms in 

Canada, as well as nascent reforms here in the United States, address analogous topics. Among 

these are requirements for AI developers to assess, document, and, in some instances, report to 

regulators the existence of potential harms and plans to mitigate them prior to launching a new AI-

driven product or service. 

The third development, certain reforms to competition policies, is least likely to be 

traditionally counted among “privacy” laws. However, I argue that two recent reforms in Europe—

the Digital Services Act and the Digital Markets Act—implicate data privacy concerns and should 

be viewed as imposing privacy-related compliance obligations. For instance, these frameworks 

address the use of personal data, including sensitive personal information, for online advertising 

purposes.  

My argument is that common threads across these developments underscore the dynamism 

of privacy law at a critical moment in its development and highlight the increased public awareness 

of the benefits––and risks––of a data-driven economy and society. To that end, I identify three 

specific trends among these developments that I anticipate recurring in data privacy policy 

proposals over privacy’s “next act.” First, legislators and regulators alike appear increasingly 

focused on age verification technologies as a mechanism for distinguishing between internet users 

and determining to whom they must provide certain protections. Second, there is a growing 

appetite for shifting assessment obligations onto regulated entities, albeit with guidance, and 

requiring that the results of such assessments are affirmatively disclosed to regulators.  Third, 

privacy obligations are no longer limited to data privacy laws. They are increasingly found in other 

types of policy proposals––and detecting them will require a broader view of what constitutes a 

“privacy” law than typical among privacy professionals. 
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INTRODUCTION 

 

Privacy law is changing––and not just in the ways you think. It is undoubtedly the case that 

sweeping, multi-sector reforms like comprehensive federal and state privacy laws have and will 

continue to dominate the headlines and captivate the attention of lawmakers of all stripes. But this 

is not the full story of privacy law’s present, nor its future. Novel policy proposals from recent 

legislative sessions demonstrate that privacy law is far more dynamic and eludes clear delineations 

between industry sectors and legal specialties (i.e., competition, cybersecurity, and data 

protection).1 This Article is the story of several of these developments––novel reforms in the areas 

of children’s online safety and security, algorithmic transparency, and competition policy––that 

have the potential to impact organizations’ privacy practices  across the board, despite the word 

“privacy” never appearing in their names.  

But before explaining why these reforms are so noteworthy, it makes good sense to briefly 

sketch the contours of the background against which they are measured. Last year’s proliferation 

of consumer privacy laws offers one place to start.  In 2022 alone, at least 35 states and the District 

of Columbia “introduced or considered almost 200 consumer privacy bills.”2 Of these, 

comprehensive data privacy laws3 were the most common, with “almost 70 bills in at least 25 

states and the District of Columbia” purporting to holistically regulate businesses’ collection, use, 

and sharing of consumers’ personal data.4 And while only a small portion of these proposals have 

been or are likely to be enacted, their mere consideration  demonstrates that privacy law, far from 

a settled issue, is an area of dynamic if not radical change.   

That consumer privacy is the subject of so many attempted reforms should not be 

surprising. First, consumers are increasingly distrustful of how businesses, particularly large 

platforms, interact with their personal data.5 What’s more, individuals are beginning to act on these 

sentiments, as potentially evidenced by Facebook and Twitter’s declining daily average users.6  

 
1
 Privacy, AI, and related fields are dynamic. This Article does not purport to capture every legislative or regulatory 

development occurring over the last several years, nor could it. Further, the author cautions that this Article was 

written and edited over the course of the spring and fall 2023. Developments occurring during or after this window 

are not intentionally omitted. That said, every effort has been made to ensure the information contained herein is 

accurate as of mid-December 2023. 
2
 Pam Greenberg, 2022 Consumer Privacy Legislation, NAT’L CONF. OF STATE LEG. (June 10, 2022) 

https://www.ncsl.org/about-state-legislatures/2022-consumer-privacy-legislation. 
3
 For examples of comprehensive data privacy laws recently passed at the state level, see Cal. Civ. Code § 1798.100 

et seq. (West 2023) [California Consumer Privacy Act of 2018, as amended by the California Privacy Rights Act, 

hereinafter referred to as the “CPRA”]; Va. Code Ann. § 59.1-575 et seq. [Virginia Consumer Data Protection Act]; 

Colorado Privacy Act, S.B. 21-190, 73d Leg., 2021 Regular Sess. (Colo. 2021); Utah Consumer Privacy Act, S.B. 

227, 2022 Leg. Sess. (Utah 2022). The American Data Privacy and Protection Act (“ADPPA”) is an example of a 

federal comprehensive privacy bill, whereas the General Data Protection Regulation (“GDPR”) is likely the most 

well-known international comprehensive data privacy framework. See ADPPA, H.R. 8152, 117th Cong. (2022); The 

EU General Data Protection Regulation (Regulation (EU) 2016/679). 
4
 Greenberg, supra note 2.   

5
 For an example of a particularly incisive exploration of this distrust, see Shoshana Zuboff, You Are the Object of a 

Secret Extraction Operation, N.Y. TIMES (Nov. 12, 2021), https://www.nytimes.com/2021/11/12/opinion/facebook-

privacy.html (describing how certain businesses’ data extractive business models constitute what the author terms 

“surveillance capitalism,” “an economic system built on the secret extraction and manipulation of human data”).  
6
 As far as I am aware, there is no publicly available mechanism through which either Facebook or Twitter disclose 

the actual or suspected reasons why individuals choose to disable or close their accounts. In the absence of such 

data, we cannot be sure the declining average users of these platforms is an indication of a consumer trend towards 
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Second, the exponential growth of the digital world and the myriad ways we interact with 

it has made it harder––if not impossible––to realistically opt-out of or limit all online data 

collection, use, and sharing. Consumers understand this well. A 2019 study by the Pew Research 

Center found “that roughly six-in-ten U.S. adults . . . do not think it is possible to go through daily 

life without having data collected about them by companies or the government.”7 Third, the 

COVID-19 pandemic fundamentally reshaped many U.S adults’ relationship to online 

technologies, whether in the context of telemedicine appointments, contact tracing applications, or 

remote work and school. As Americans began to live more of their lives online, it is unsurprising 

that privacy and cybersecurity concerns became more top of mind.8 Fourth, a sufficient amount of 

time has passed following the enactment of the first comprehensive data protection law, the GDPR, 

for legislatures to put forward their own proposals that adapt, imitate, or revise its template.9  

This is not to say domestic legislation is the only relevant starting point, though. Privacy 

lawmaking outside the U.S. has also intensified in recent years and is likely to influence related 

U.S.-based efforts.10 From 2020-2022, for example, privacy-related reforms were advanced in 

India, the United Kingdom (“UK”), Indonesia, and elsewhere.11 If this trend continues, it is 

estimated that, “[b]y year-end 2024 . . . 75 [percent] of the world’s population will have its personal 

 
being more privacy protective. However, given the salience of popular movements encouraging users to delete their 

Facebook and Twitter accounts for reasons related to data privacy, I hypothesize that such trends are related to a 

general uptick in consumer mistrust of major social media and online platforms. See, e.g., Eric Mack, ‘Delete 

Facebook’ hashtag trends as social users fume, CNET (Mar. 20, 2018, 4:39 PM PT), https://www.cnet.com/culture/ 

internet/deletefacebook-hashtag-trends-twitter-facebook-users/. Further, as the above referenced decline dates to 

periods in which the platform was referred to as “Twitter,” not “X” as it is currently known, the author elects to refer 

to it as “Twitter.” No offense is intended. 
7
  Brooke Auxier, Lee Rainie, Monica Anderson, Andrew Perrin, Madhu Kumar & Erica Turner, Americans and 

Privacy: Concerned, Confused and Feeling Lack of Control Over Their Personal Information, PEW RSCH. CTR. 

(Nov. 15, 2019), https://www.pewresearch.org/internet/2019/11/15/americans-and-privacy-concerned-confused-and-

feeling-lack-of-control-over-their-personal-information/ (emphasis in original). 
8
 Brooke Auxier, How Americans see digital privacy issues amid the COVID-19 outbreak, PEW RSCH. CTR. (May 4, 

2020), https://www.pewresearch.org/fact-tank/2020/05/04/how-americans-see-digital-privacy-issues-amid-the-

covid-19-outbreak/. That Americans became increasingly focused on or aware of the privacy and cybersecurity 

implications of this shift is evidenced by industry’s response, which included the development of new applications, 

private-public data sharing partnerships, and the development of public-facing materials describing their approach to 

data protection and privacy. See, e.g., Julie Brill & Peter Lee, Preserving privacy while addressing COVID-19, 

MICROSOFT: MICROSOFT ON THE ISSUES (Apr. 20, 2020), https://blogs.microsoft.com/on-the-

issues/2020/04/20/privacy-covid-19-data-collection/ (articulating seven privacy principles offered by Microsoft to 

preserve the privacy of Americans’ personal data in the context of COVID-19 “tracking, tracing, and testing”). 
9
 Petar Todorovski, GDPR vs. CCPA: Trends in Recent Data Protection Laws Worldwide, PRIVACY AFF. (Jan. 18, 

2023), https://www.privacyaffairs.com/gdpr-vs-ccpa/ (“Ever since the introduction of the GDPR and the global 

craze around it, new laws have been popping up worldwide.”). 
10

 Andrada Coos, Data Protection Legislation Around the World in 2022, ENDPOINT PROTECTOR BLOG (Mar. 8, 

2022), https://www.endpointprotector.com/blog/data-protection-legislation-around-the-world-in-2022/. For an 

inventory of privacy laws enacted worldwide, see INT’L ASS’N OF PRIVACY PROF.’S, GLOBAL COMPREHENSIVE 

PRIVACY LAW MAPPING CHART, https://iapp.org/resources/article/global-comprehensive-privacy-law-mapping-

chart/ (last updated Apr. 2022). 
11

 See Alex LaCasse, Jennifer Bryant & Joseph Duball, A look back at privacy and data protection in 2022, INT’L 

ASS’N OF PRIVACY PROF.’S (Dec. 20, 2022), https://iapp.org/news/a/a-look-back-at-privacy-and-data-protection-in-

2022/ (describing the nature of such advancements, ranging from revisions to data privacy bills to passage of new 

legislation, in a variety of jurisdictions). 
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data covered under modern privacy regulations.”12 U.S. state and federal privacy laws and bills 

will continue to be influenced by these non-U.S. exemplars, particularly in the context of the 

handling of sensitive personal data and recognition of consumer data rights.13 Similarly, businesses 

will need to assess these new international privacy frameworks against U.S. state (and potentially 

federal) laws insofar as they offer products or services across international borders (e.g., popular 

mobile applications, social media platforms).14 

One prominent recent example of these U.S. and global forces converging is the emerging 

global focus on children’s online privacy and safety, including as manifested through age-

appropriate design codes.15  Such codes are new legal frameworks to which businesses that collect, 

use, and share children’s data must adhere and which impose novel obligations regarding the 

design and operation of qualifying online services and products, such as online games directed to 

kids.16 The UK passed the first age-appropriate design code in 2020, which was closely followed 

by the enactment, in 2022, of the California Age-Appropriate Design Code (“CA AADC”), a piece 

of state legislation that closely tracks its British predecessor.17 The trend towards enacting similar 

codes has continued ever since. For instance, legislators in Maryland,18 New Jersey,19 New 

Mexico,20 New York,21 Minnesota,22 among others, have proposed bills modeled after the CA 

AADC.  

 

 
12

 Press Release, Gartner, Inc., Gartner Identifies Top Five Trends in Privacy Through 2024 (May 31, 2022), https:// 

www.gartner.com/en/newsroom/press-releases/2022-05-31-gartner-identifies-top-five-trends-in-privacy-through-

2024. 
13

 With respect to the processing of sensitive categories of personal data, see infra Parts II.A (children’s data) and 

II.B (data used to train, validate, and power AI systems).  
14

 See generally Amy de La Lama & Chrisitian Auty, 2023 Here We Come: How to Prepare Your Privacy Program, 

INT’L ASS’N OF PRIV. PROF.’S (Jan. 26, 2022), https://iapp.org/news/a/2023-here-we-come-how-to-prepare-your-

privacy-program/ (urging businesses likely to be subject to U.S. and global privacy laws to “focus on building a 

privacy program that allows for the inclusion of new privacy requirements as part of a consolidated program rather 

than an approach that just tacks on country or state-specific requirements”).   
15

 Some may argue that age-appropriate design codes are not, strictly speaking, “privacy” laws in the sense that they 

do not comprehensively regulate the collection, processing, and sharing of personal data. This Article rejects that 

limited understanding of the scope of “privacy” laws and adopts a more expansive understanding that also 

incorporates laws, such as age-appropriate design codes, that significantly impact organizations’ privacy practices 

and individuals’ privacy rights.  
16

 See generally infra Part II.A (describing the operation of age-appropriate design codes in more detail).  
17

 See infra Part II.A (providing a brief history of the passage of the CA AADC and comparing and contrasting the 

UK and CA codes).  
18

 Maryland Age-Appropriate Design Code Act, S.B. 844, 2023 Reg. Sess. (Md. 2023). The Maryland bill was 

introduced on February 6, 2023 and subsequently referred to  the Finance Committee of the State Senate. It has not 

yet been reintroduced for consideration during the 2024 Session. 
19

 See infra Part II.A.iii.A (discussing the New Jersey proposal in more detail). 
20

 Age Appropriate Design Code Act, S.B. 319, 2023 Reg. Sess. (N.M. 2023). The New Mexico bill was introduced 

on February 2, 2023. The Senate Tax, Business, and Transportation Committee recommended passage on February 

24, 2023, but the bill was not passed before the end of the legislative session. See S.B. 319, N.M. LEG., 

https://nmlegis.gov/Legislation/Legislation?chamber=S&legType=B&legNo=319&year=23 (last accessed Dec. 8, 

2023). 
21

 See infra Part II.A.iii.A (discussing the New York proposal in more detail). 
22

 See Minnesota Age-Appropriate Design Code Act, H.F. 2257, 93d Leg. (Minn. 2023). 
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The popularity of age-appropriate design codes among legislatures, and the speed at which 

they are being enacted, is striking but not surprising. Children’s online safety and privacy is 

increasingly a bipartisan issue. For example, President Biden called out children’s online privacy 

and safety in his 2023 State of the Union address,23 which drew particularly strong applause––

including a standing ovation from both Vice President Kamala Harris and former Speaker of the 

House Kevin McCarthy.24 Journalists have also commented on the “rare alignment” of legislators 

on both sides of the aisle when it comes to safeguarding children’s online safety and privacy.25  

But the flurry of age-appropriate design codes is not the only novel privacy development 

from recent legislative sessions. At least two other distinct trends have emerged over the past year 

or so. First, legislatures have enacted laws or put forth proposals seeking to combat perceived bias 

in and to promote accountability over artificial intelligence (“AI”) tools and systems. Second, 

legislative proposals concerning digital innovation and competition policy, while not privacy laws 

on their face, increasingly contain provisions that could substantially impact the collection, 

processing, and sharing of sensitive personal information, including in the context of online 

targeted advertising. Together with the emergence of age-appropriate design codes, these two 

trends are novel in that they are among the first efforts of their kind. They are also significant in 

that they have the potential to fundamentally reshape elements of consumers’ experience of digital 

services and the privacy afforded them in connection with those services.   

To that end, this Article comprises both a retrospective on these regulatory and legislative 

developments and a distillation of how their key themes are likely to impact privacy law’s near- 

and medium-term future: what I call privacy’s “next act.” Part I explores in greater depth the three 

categories of policy proposals I have identified and that appear to be gaining in strength and 

frequency across jurisdictions: (i) age-appropriate design codes, (ii) bills targeting (and seeking to 

correct for) bias in AI systems; and (iii) legislative proposals that, while principally focused on 

competition policy, seem likely to impact consumer privacy in the context of e-commerce. Part II 

identifies trends relating to these developments. Part III briefly concludes.  

 

 

PART I: NOVEL LEGISLATIVE DEVELOPMENTS 

 

A. AGE-APPROPRIATE DESIGN CODES 

 

 
23

 See Joe Biden, President of the United States, Remarks by President Biden in State of the Union Address, (Feb. 7, 

2023) (transcript available on White House website), https://www.whitehouse.gov/briefing-room/speeches-

remarks/2023/02/07/remarks-by-president-biden-in-state-of-the-union-address-2/ (“And it’s time to pass bipartisan 

legislation to stop Big Tech from collecting personal data on kids and teenagers online, ban targeted advertising to 

children, and impose stricter limits on the personal data that companies collect on all of us.”). President Biden had 

previously endorsed children’s privacy legislation in his 2022 State of the Union Address. Cristiano Lima, Biden’s 

endorsement could be a game-changer for kids’ privacy legislation, THE WASH. POST (Mar. 2, 2022, 9:10 AM 

EST), https://www.washingtonpost.com/politics/2022/03/02/bidens-endorsement-could-be-game-changer-kids-

privacy-legislation/. 
24

 Cristiano Lima, Biden puts children’s privacy at the forefront, again, THE WASH. POST (Feb. 8, 2023, 9:07 AM 

EST), https://www.washingtonpost.com/politics/2023/02/08/biden-puts-childrens-privacy-forefront-again/.  
25

 Lauren Feiner, Lawmakers show rare bipartisan unity in pursuing protections for kids online, CNBC (Feb. 15, 

2023, 9:31 AM EST), https://www.cnbc.com/2023/02/15/lawmakers-set-their-sights-on-new-protections-for-kids-

online.html.  
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Age-appropriate design codes, the first trend analyzed in this Article, emerged as a trend 

in the children’s online privacy and safety space beginning in 2020 in the UK and have maintained 

their momentum in the years since. While the features of the codes may vary slightly, they 

substantively hew to the same key components, which mandate that businesses deemed to provide 

child-facing services and products adhere to stringent transparency requirements. This Section 

provides a brief history of the evolution of age-appropriate design codes with a focus on the 

recently enacted UK and California codes, as well as an overview of legislative proposals in other 

U.S. states that mirror the California law. 

 

i. UK Age-Appropriate Design Code  

 

The UK Age-Appropriate Design Code (“UK AADC”) became law following the 

advocacy efforts led by the 5Rights Foundation, an international non-profit organization that seeks 

to advance children’s online safety and privacy.26 The Foundation’s campaign for such a code was 

influenced by the disproportionate amount of money spent on online advertising to children. 

Statistically, online advertisers spend over three times more “on child-directed app[lications]” as 

opposed to those targeted to multigenerational audiences.27 These child-directed applications are 

also “more likely to share sensitive user data with advertisers.”28 

According to the 5Rights Foundation, passage of the UK AADC had a near-immediate 

positive impact on online products and services in the UK directed to children. In a 2022 report, 

the Foundation observed, “Within months of the [UK AADC] coming into effect, the big names 

in tech made positive changes.”29 Specifically, major online platforms modified their online tools 

to comply with the code. “Instagram banned adults from messaging children. It also turned off 

location tracking and introduced prompts that encourage children to take breaks from scrolling. 

Google made SafeSearch the default browsing mode for children and turned off YouTube’s 

autoplay function,” and “TikTok . . . made accounts for those under 16 years [old] private by 

default.”30 These challenges align with predictions by former United Kingdom Information 

Commissioner Elizabeth Denham that the UK AADC would “change systematically, and on a 

systems level, how [online] services are delivered to kids.”31 

The 5Rights Foundation sought to extend the success of the UK AADC in advocating for 

similar model legislation in California, a state well-known for being at the vanguard of privacy 

 
26

 More specifically, the UK AADC was introduced as an amendment authored by Baroness Beeban Kidron, 

founder of the 5Rights Foundation and Crossbench Peer in the House of Lords, to data protection legislation then 

under consideration by Parliament. Protecting Kids Online: Children’s Privacy and Manipulative Marketing: 

Hearing Before the Subcomm. on Consumer Prot., Prod. Safety and Data Sec. of the S. Comm. on Commerce, Sci., 

and Transp., 117th Cong. 2 (2021) (statement of Baroness Beeban Kidron, OBE); see also Natasha Singer, The 

Baroness Fighting to Protect Children Online, N.Y. TIMES (Aug. 27, 2019), 

https://www.nytimes.com/2019/08/27/technology/baroness-kidron-children-tech.html.  
27

 PIXALATE, MOBILE APPS: GOOGLE VS. APPLE COPPA SCORECARD (CHILDREN’S PRIVACY) 8 (2022), available at 

https://www.pixalate.com/hubfs/Reports_and_Documents/Mobile%20Reports/2022/App%20Reports/Active%20Ap

ps/Child-Directed%20Apps/Q1%202022%20-%20Apple%20vs.%20Google%20COPPA%20Scorecard 

%20Report%20-%20Pixalate.pdf. 
28

 Id. at 9.  
29

 5RIGHTS FOUNDATION, APPROACHES TO CHILDREN’S DATA PROTECTION 3 (Oct. 2022) 
30

 Id.  
31

 See Singer, supra note 26. 
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and data protection law.32 The California legislature acknowledged the important role of the UK 

AADC in the preamble to CA AADC, writing, “It is [our] intent . . . that businesses covered by 

the [CA AADC] may look to guidance and innovation in response to the Age-Appropriate Design 

Code established in the United Kingdom when developing online services, products, or features 

likely to be accessed by children.”33 In this way, the UK and California codes' age-appropriate 

design can be viewed as sharing a sort of common pedigree and as potentially helpful interpretive 

guides for understanding each other. 

 

ii. California Age-Appropriate Design Code 

 

California Governor Gavin Newsom signed the CA AADC into law on September 15, 

2022, shortly after it passed both chambers of the state legislature with unanimous support.34 In 

signing the bipartisan measure35 into law, Governor Newsom characterized the law in terms similar 

to those used by the 5Rights Foundation, trumpeting its passage as “aggressive action . . . to protect 

the health and wellbeing of our kids.”36 

While all “businesses” as defined under the CPRA are within the scope of the CA AADC, 

a business’s products and services must be “likely to be accessed by children” for compliance 

obligations to attach.37 “Likely to be accessed by children” is a key phrase under the statute and 

defined to mean that “it is reasonable to expect, based on [specified] indicators, that the online 

service, product, or feature would be accessed by children.”38 While, on its face, the phrase might 

appear flexible (indeed, “reasonable” suggests at least some common sense limitations), this is not 

strictly the case. The statute goes on to identify indicators that a service falls within the scope of 

those “likely to be accessed by children,” and these indicators are far more prescriptive. They 

consist of the following:  

 

(1) that the service “is directed to children as defined by the Children’s Online Privacy 

Protection Act (“COPPA”)”39;  

 
32

 See, e.g., CPRA, supra, note 3.  
33

 See Age-Appropriate Design Code Act, AB 2273, 2022 Reg. Session § 1(d) (Cal. 2022) [hereinafter, “CA AADC 

Bill”]. 
34

 AB-2273 The California Age-Appropriate Design Code Act, CALIF. LEGIS. INFO., https://leginfo.legislature.ca.gov 

/faces/billVotesClient.xhtml?bill_id=202120220AB2273 (last accessed Feb. 17, 2023). Note, however, that five 

members of the California State Assembly and seven members of the California State Senate were counted as 

“NVR,” which is a moniker used to refer to legislators marked “absent, abstaining, or not voting.”   
35

 In addition to garnering support from nearly every elected member of the California legislature, the bill was also 

co-sponsored by both a Democrat, Assemblymember Buffy Wicks of Oakland, and a Republican, Assemblymember 

Jordan Cunningham of San Luis Obispo. Governor Newsom Signs First-In-Nation Bill Protecting Children’s Online 

Data and Privacy, OFF. OF GOV. GAVIN NEWSOM (Sept. 15, 2022), https://www.gov.ca.gov/2022/09/15/governor-

newsom-signs-first-in-nation-bill-protecting-childrens-online-data-and-privacy/. 
36

 Id.  
37

 The CA AADC provides that, unless otherwise provided by the text of the statute, terms used in the CA AADC 

will have the meanings assigned them under the CPRA. See CA AADC Bill at § 1798.99.30(a); see also CPRA at § 

1798.140 (defining key terms used in the CCPA, as amended by the CPRA). For this reason, the CA AADC applies 

to “businesses” subject to the CPRA who offer services, products, or features that are likely to be accessed by 

children. 
38

 CA AADC Bill at § 1798.99.30(b)(4). 
39

 See 15 U.S.C. § 6501 et seq. 
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(2) the service “is determined, based on competent and reliable evidence regarding 

audience composition, to be routinely accessed by a significant number of children”; 

(3) the service features “advertisements marketed to children”;   

(4) the service “is substantially similar or the same as an online service, product, or feature” 

that is determined to be accessed by a significant number of children;  

(5) the service “has design elements that are known to be of interest to children, including, 

but not limited to, games, cartoons, music, and celebrities who appeal to children”; and 

(6) “A significant amount of the audience of the online service, product, or feature is 

determined, based on internal company research, to be children.”40 

 

Implicit in the phrasing of these indicators is the understanding that businesses must engage 

in continual mapping of their own services against competitors; conduct regular audience analyses, 

including demographic assessments; and map the internal components of their services to 

understand whether and to what extent they could be considered “known to be of interest to 

children.” Undertaking these efforts will be no small feat. For one, most “businesses” likely do not 

have existing processes and procedures in place which address these requirements, as they are 

more extensive than privacy impact assessment under existing privacy laws. Second, 

implementing such holistic internal examinations of a digital product or service requires expertise 

far beyond a business’s privacy office. Product, engineering, user experience/interactions, legal, 

and other teams are likely to be involved in any cross-functional effort to satisfy the code’s 

exacting requirements. Third, independent researchers and consultants may also be engaged to 

assist businesses in objectively assessing the audiences of peer products and services. While the 

statute does not purport to mandate this benchmarking, the practical impact of the text of the is 

that a business regulated by the code must conduct and document such an assessment to determine 

whether and in what ways it may be subject to the code. As a wide range of organizations are 

deemed “businesses” under the CPRA, this implicit requirement for subjecting online products 

and services to extensive internal and potentially external research is a silent requirement of the 

CA AADC that could have significant compliance implications. 

To the extent a business determines that it is subject to the code by virtue of offering 

services likely to be directed at children, it is then required to complete data protection impact 

assessments. These assessments must be completed prior to offering in-scope services to the 

public, and the business is required to  maintain documentation of the assessment, and to review it 

on a biennial basis.41 The statute further specifies eight separate considerations which the 

assessment must address––ranging from weighing the possibility that child users of the service 

could potentially be harmed by using the service to identifying whether the service involves the 

collection and processing of sensitive personal data.42 To the extent the assessment identifies “any 

risk of material detriment to children” implicated by the service, the entity is subsequently required 

to “create a timed plan to mitigate or eliminate the risk” prior to enabling child users to access the 

service.43 In addition, entities subject to the CA AADC and that offer services “likely to be directed 

 
40

 CA AADC Bill  at § 1798.99.30(b)(4)(A)-(D). 
41

 See id. at § 1798.99.31(a)(1)(A). 
42

 See id. at § 1798.99.31(a)(1)(B)(i)-(viii). 
43

 Id. at § 1798.99.31(a)(2). Other provisions in the law underscore that assessments conducted pursuant to the CA 

AADC must be documented, retained, and be sufficiently organized such that the entity could produce assessment 

findings on short notice. See id. at § 1798.99.31(a)(4)(A) (requiring, upon request from the California Attorney 
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at children” are also required to publish child-friendly privacy and other notices,44 configure strong 

default data protection settings for child users,45 and signal to child users when their activities are 

being monitored or potentially surveilled by their parents or guardians.46  

Importantly, these requirements appear to require businesses to develop transparency 

disclosures targeted at children of different ages. While, for the purposes of the code, “children,” 

includes all minors 17-years-old and younger,47 the preamble to the statute differentiates between 

children’s developmental stages. The California legislature specifically explains, “[c]hildren 

should be afforded protections not only by online products and services specifically directed at 

them, but by all online products and services they are likely to access. In order to help support the 

design of online products, services, and features, businesses should take into account the unique 

needs of different age ranges . . . .”48 The code then establishes five “developmental stages: 0 to 5 

years of age or ‘preliterate and early literacy’; 6 to 9 years of age or ‘core primary school years’; 

10 to 12 years of age or ‘transition years’; 13 to 15 years of age or ‘early teens’; and 16 to 17 years 

of age or ‘approaching adulthood.’”49  

These developmental stages become significant when read together with another provision 

of the code, which requires businesses to, “provide any privacy information, terms of service, 

policies, and community standards concisely, prominently, and using clear language suited to the 

age of children likely to access that online service, product, or feature.”50 Presumably, this 

language would require businesses to prepare multiple versions of their public-facing notices to 

align with the developmental stages identified by the legislature or, at minimum, to conduct some 

sort of screening to validate that their notices are understandable to the children at different literacy 

levels. (How a business might render topics typically discussed in public notices, such as 

consumers’ rights over their personal data, in child-friendly terms is left unspecified; perhaps a 

graphic comic would suffice?). 

In addition to the obligations described above, the code also contains a small number of 

prohibitions on particular data privacy practices. For example, regulated entities may not use 

children’s personal data “in a way that the business knows, or has reason to know, is materially 

detrimental to the physical health, mental health, or well-being of a child.”51 Profiling child users 

is also prohibited, subject to narrow exceptions,52 and additional restrictions are put in place with 

respect to the collection, use, and disclosure of child users’ geolocation data.53  The practical 

 
General, the production within five business days of data impact assessments completed by an entity pursuant to the 

CA AADC). 
44

 Id. at § 1798.99.31(a)(7).  
45

 Id. at § 1798.99.31(a)(6). 
46

 Id. at § 1798.99.31(a)(8). 
47

 Id. at § 1798.99.30(b)(1). 
48

 Id. at § 1(a)(5). 
49

 Id.  
50

 Id. at § 1798.99.31(a)(7). 
51

 Id. at § 1798.99.31(b)(1). 
52

 Id. at § 1798.99.31(b)(2). (“Profiling” is defined under the statute to refer to “any form of automated processing 

of personal information that uses personal information to evaluate certain aspects relating to a natural person, 

including analyzing or predicting aspects concerning a natural person’s performance at work, economic situation, 

health, personal preferences, interests, reliability, behavior, location, or movements.”). Id. at § 1798.99.30(b)(6).  
53

 See, e.g., § 1798.99.31(b)(5) (prohibiting the “[c]ollect[ion], [sale], or shar[ing] [of] any precise geolocation 

information of children by default unless the collection of that precise geolocation information is strictly necessary 
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import of these prohibitions will likely depend on the interpretation of key phrases (such as 

“materially detrimental”) by the California Department of Justice, the state agency tasked with 

enforcing the code.54 On first blush, however, this language would similarly appear to require some 

amount of internal soul-searching by regulated businesses about the impact of their services on 

child users.  

  

a. Challenge to the Constitutionality of the CA AADC 

 

A brief aside is necessary before examining other examples of age-appropriate design 

codes or similar legislation. This is because, shortly after being enacted,the CA AADC was 

promptly challenged in court by NetChoice, a trade association whose members include Google, 

Amazon, and Meta.55 As this Article was being edited, a Northern District of California district 

court judge issued a preliminary injunction blocking California from beginning to enforce the 

statute as planned, beginning in 2024.56 The court determined NetChoice had shown a likelihood 

of success on their First Amendment challenge to the statute.57 

While a full examination of the court’s order is beyond the scope of this Article, a brief 

overview is necessary to contextualize the litigation among other efforts to challenge kids’ privacy 

laws.58 First, as a threshold matter, the court concluded “the Act’s prohibitions—which restrict 

covered businesses’ ability to collect, sell, share, or retain personal information for certain 

purposes essentially limits the ‘availability and use’ of information by certain speakers, thus 

regulating protected speech.59 Second, the court analyzed the affirmative mandates of the Code 

(i.e., assessing and determining, for each product or service, whether it is likely to be accessed by 

children), determining that they too trigger First Amendment scrutiny.60 Third, the Court analyzed 

 
for the business to provide the service, product, or feature requested and then only for the limited time that the 

collection of precise geolocation information is necessary to provide the service, product or feature”). 
54

 Enforcement of the CA AADC is delegated to the California Department of Justice, not the California Privacy 

Protection Agency. Id. at § 1798.99.35(a); see also id. at § 1798.99.35(d) (clarifying that the code does not create a 

private right of action enabling individuals to enforce the code’s provisions through civil actions). The California 

Privacy Protection Agency or CPPA was established by the CPRA upon its passage in November 2020. See CAL. 

CIVIL CODE § 1798.189(d) (discussing the mechanism by which the CPPA would take over enforcement 

responsibility for the CPRA from the California Attorney General); see also About CPPA, CALIF. PRIVACY 

PROTECTION AGENCY, https://cppa.ca.gov/about_us/ (last accessed Feb. 17, 2023). Fines to be imposed by the 

Department of Justice are potentially steep: the California Attorney General may seek civil monetary penalties of up 

to $2,500 “per affected child for each negligent violation” and up to $7,500 “per affected child for each intentional 

violation.” CAL. CIVIL CODE § 1798.99.35(a) (2022). 
55

 See generally NetChoice LLC v. Rob Bonta, Attorney General of the State of California, Case No. 5:22-cv-08861 

(N.D. Cal. Dec. 14, 2022). 
56

 Order Granting Motion for Preliminary Injunction, NetChoice, LLC v. Bonta, Case No. 22-cv-8861-BLF (N.D. 

Cal. Sept. 18, 2023), ECF No. 29 [hereinafter, “Preliminary Injunction Order”]. 
57

 Id. at 2. 
58

 The ruling in NetChoice is notable because it came on the heels of other litigation that curtailed state efforts to 

regulate children’s privacy. See, e.g., Ken Miller, Judge strikes down Texas law requiring age verification to view 

pornographic websites, ABC News (Sept. 1, 2023, 7:58 AM), https://abcnews.go.com/US/wireStory/federal-judge- 

strikes-texas-law-requiring-age-verification-102863573; Memorandum Opinion and Order, NetChoice LLC v. Tim 

Griffin, Case No. 5:23-cv-05105-TLB (W.D. Ark Aug. 31, 2023), ECF No. 44 (blocking enforcement of the 

Arkansas “Social Media Safety Act” which “requires social media companies to verify the age of all account holders 

who reside in Arkansas”). 
59

 Preliminary Injunction Order at 13.  
60

 See id. at 13-16. 

https://abcnews.go.com/US/wireStory/federal-judge-
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both the Code’s prohibitions and mandates as commercial speech subject to First Amendment 

intermediate scrutiny protections, finding NetChoice was “likely to succeed in showing that the 

[Code’s] challenged mandates and prohibitions fail” under such a standard.61 

While the court’s decision in NetChoice v. Bonta dealt a blow to proponents of the CA 

AADC, it is important to remember that, while the issuance of a preliminary injunction indicates 

the movant successfully established a likelihood of success on the merits, the code has not yet been 

found unconstitutional as a matter of law (although it may be at some point in the coming months 

or years). Striking as that would be, adverse rulings relative to the statute—or any other state age-

appropriate design code for that matter—would not make the CA AADC any less worthy of 

inclusion in this Article’s taxonomy of trends in privacy law and lawmaking. This is for at least 

three reasons. First, the mere fact that the statute was introduced and passed by the California 

legislature is indicative of the broader trends discussed here. Second, the CA AADC is but one 

(admittedly novel) effort to legislate children’s privacy, and should it be struck down, such efforts 

would likely remain ongoing. Third, the unanimity with which California legislators passed the 

statute—perhaps even knowing that such a challenge was likely—may suggest a willingness on 

the part of lawmakers to pursue creative means to regulate children’s privacy, even if they are 

accompanied by litigation risk.62 Thus, while the court’s decision to temporarily block 

enforcement of the CA AADC is notable, it does not preclude mention of the code in this Article. 

 

iii. Related Developments 

 

To that end, I now return to the comparative analysis. As suggested above, the UK and 

California codes in fact evolved against a backdrop of other children’s online privacy and safety 

legislation within and outside of the U.S. Even those frameworks which are not “age-appropriate 

design codes” often contain similar language, insofar as they seek to impose additional obligations 

on businesses engaging with children and their personal information online. One example of this 

is the Irish data protection regulator’s “Fundamentals for a Child-Oriented Approach to Data 

Processing” (the “Irish Fundamentals”), which appears to largely track the requirements of both 

the UK and California AADCs.  

 

 
61

 Id. at 34. 
62

 Litigation aside, the CA AADC’s future is also contingent on privacy lawmaking at the federal level. As currently 

drafted, preemption provisions in the ADPPA would effectively override California’s state comprehensive privacy 

law, the CPRA, and significantly curtail the California Privacy Protection Agency, “the nation’s first-ever data 

enforcement agency.” Julia Angwin, Federal Privacy Law Has Momentum, but There’s a Catch, THE MARKUP 

 (July 30, 2022, 8:00 ET), https://themarkup.org/newsletter/hello-world/federal-privacy-law-has-momentum- 

but-theres-a-catch; see also ADPPA, H.R.8152, 117th Cong. § 404(b) (2022). California’s Congressional delegation 

is strongly opposed to the inclusion of such preemption language in the ADPPA and has publicly voiced their 

concern to the House Energy and Commerce Committee. See Maria Curi, California Democrats Demand Stronger 

Privacy Protection Bill (2), BLOOMBERG GOV’T 

 (July 13, 2022, 7:31 PM), https://about.bgov.com/news/california-democrats-push-for-stronger-privacy-protection-

bill/ (“California Democrats want to make sure the federal standard doesn’t weaken their state law by taking 

precedent over it. That issue of preemption has been one of the most contentious throughout the negotiations.”). The 

CPPA echoed similar concerns in a letter to Congress regarding the ADPPA, going so far as to assert that the bill 

would “compromise[]” privacy protections currently available to California residents under state law. See How the 

American Data Privacy and Protection Act (ADPPA) Compromises Californians’ Privacy Protections, CALIF. 

PRIVACY PROTECTION AGENCY (July 1, 2022), https://aboutbgov.com/3XA.  

      

https://themarkup.org/newsletter/hello-world/federal-privacy-law-has-momentum-
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Together, these domestic and international legislative developments underscore the extent 

to which the UK and California AADCs are part of an emergent trend towards stricter children’s 

online safety and privacy standards, including those requiring age authentication, detailed 

transparency notices, as well as certain privacy assessments. 

 

a. Legislative Proposals in Other U.S. States 

 

Multiple age-appropriate design codes have been advanced in U.S. states since the 

enactment of the CA AADC. For example, in New York, State Senator Andrew Gounardes 

introduced a similar bill during the State Senate’s 2022 legislative session.63 Senator Gounardes’ 

bill, the “New York Child Data Privacy & Protection Act,” largely mirrors the CA AADC in that 

it imposes obligations on online service providers who “know[] or should know” that their 

products are “accessible to and used by children”64 17 or younger.65 The New York bill would 

require regulated entities to adhere to certain privacy requirements when configuring “out of the 

box” settings for products directed at child users.66 Like the CA AADC, the New York bill would 

also require regulated entities to conduct data protection impact assessments for products targeted 

to children before such products could be made publicly available.67 Unlike the CA AADC, 

however, regulated entities under the New York bill would also be required to submit this 

assessment to a state agency, the New York Bureau of Internet and Technology,68 for pre-

approval69––and to submit additional assessments to the Bureau annually regarding their product.70   

The New York proposal is not the only one currently under consideration in U.S. 

statehouses. State Representatives Herbert Conaway and Daniel Benson introduced similar 

legislation in New Jersey, as well.71 The New Jersey bill, like the New York analog, roughly 

approximates the CA AADC in form and substance but was introduced more recently, in 

December 2022.72 Similar codes have also been introduced in Maryland and New Mexico.73 It is 

 
63

 New York Child Data Privacy & Protection Act, S.B. 9563, Legis. 263rd Sess. (N.Y. 2022) (to be codified at 

N.Y. GEN. BUS. LAW § 899-cc) [hereinafter, “N.Y. CDPA”].  
64

 The New York bill does not use the same phrasing as the CA AADC (“likely to be accessed by children”) but 

achieves the same outcome. For instance, entities are subject to the New York bill when their online services are 

“targeted towards child users.” See generally N.Y. CDPA. While the use of the word “targeted” implies a deliberate, 

affirmative step on the part of a covered business in order to fall under the ambit of the bill, this is not true. In fact, 

the “targeted towards child users” definition is flexible and would reach those with constructive knowledge that a 

minor could use their service. See id. at §4(l) (“Targeted towards child users’ shall mean that the online product [sic] 

knows or should know that its product is accessible to and used by children.”). Id. at §4(b). 
65

 Like the CA AADC, use of the word “child” under the bill refers to individuals 17 or younger. See N.Y. CDPA at 

§ 899-cc(1)(b). 
66

 See id. at § 899-cc(i) (defining “privacy by default in the context of the N.Y. CDPA). 
67

 See id. at § 899-cc(2). 
68

 The Bureau is a subdivision of the Office of the New York State Attorney General. See id. at § 899-cc(1)(a).  The 

New York State Attorney General is the sole enforcement authority under the N.Y. CDPA. See id. at § 899-cc(11). 
69

 Id. at § 899-cc(2)(a). 
70

 Id. at § 899-cc(4)(a). 
71

 A.B. 4919, 220th Leg. Sess. (N.J. 2022). 
72

 A.B. 4919, 220th Leg. Sess., LEGISCAN, https://legiscan.com/NJ/bill/A4919/2022 (last visited Dec. 8, 2023). 
73

 See supra notes 18 & 20 and accompanying text.  
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widely expected that the CA AADC will continue to inspire lookalike bills in other states,74 

including during the 2023-2024 legislative session and beyond.75 While it remains to be seen 

whether and how other U.S. states may further refine the principles first articulated stateside in the 

CA AADC, the impact of California’s code as the “first mover” remains significant.  

 

b. Legislative Proposals in the U.S. Congress 

 

As of publication, there are no examples of similar age-appropriate design code legislation 

having been introduced at the federal level. However, Senators Blumenthal (D-CT) and Blackburn 

(R-TN)’s proposed Kids Online Safety Act (“KOSA”) checks similar boxes.76  In contrast with 

the regulatory framework developed under the UK and California AADCs, the KOSA takes a 

different approach by imposing a duty of care on covered platforms to prevent certain harms to 

minors, making them vulnerable to civil suits by minors’ parents or guardians if they fail to carry 

out that duty.77 Parents are also empowered to monitor minors’ interactions with covered platforms 

through stringent parental controls, which must be enabled by default.78 But like the age-

appropriate design codes enacted in the UK and California, the KOSA also addresses age 

verification—although, rather than impose explicit requirements, it directs a cadre of federal 

institutes, agencies, and departments to collaborate on “a study evaluating the most technologically 

 
74

 The notion that regulatory innovations in California serve as models for other U.S. states to follow is well developed 

in the scholarly literature. See DAVID VOGEL, TRADING UP: CONSUMER AND ENVIRONMENTAL REGULATION IN A 

GLOBAL ECONOMY 6 (1997) (“The California effect refers to the critical role of powerful and wealthy ‘green’ political 

jurisdictions in promoting a regulatory ‘race to the top’ among their trading partners.”). Vogel describes the California 

Effect as a pivotal force in the United States’ adoption of automobile emission standards, for instance. He explains 

that the amendments to the Clean Air Act in 1970 specifically empowered California to adopt stricter state-level 

emissions standards than those in effect at the federal level. California elected to enact such standards, which the 

federal government ultimately matched, leaving California again, this time in 1990, able to ratchet up its own state-

level standards. Id. at 259. This same phenomenon—or a substantively similar one—may well be underway in the 

context of children’s online privacy and safety, with legislators in other states having already introduced legislation 

modeled after the CA AADC. See infra Part II.A (discussing, for example, similar codes proposed in New Jersey and 

New York); cf. Jens Frankenreiter, The Missing ‘California Effect’ in Data Privacy Law, 39 YALE J. ON REG. 1068 

(2022) (arguing that the impact of European Union privacy laws, such as  the GDPR, on privacy protections extended 

by companies to American consumers is in fact quite limited).  
75

 See, e.g., Joseph Duball, California Age-Appropriate Design Code final passage brings mixed reviews, INT’L 

ASSOC. OF PRIVACY PROF.’S (Aug. 31,  2022), https://iapp.org/news/a/california-age-appropriate-design-code-final-

passage-brings-mixed-reviews/ (recounting Future of Privacy Forum Youth and Education Privacy Counsel Bailey 

Sanchez’s observation that the CA AADC is “the first child-centered design bill we’ve seen in the U.S. If enacted, 

many expect that we will see other variations introduced by other state legislatures next year”).  
76

 See Kids Online Safety Act, S.1409, 118th Cong. 1 (2023) [hereinafter, “KOSA”]. Senator Cantwell (D-WA) had 

just reported the bill out of committee with an amendment as this piece was being prepared for publication. Thus, the 

focus here is on the earlier draft introduced by Senators Blumenthal and Blackburn.  

In addition to KOSA, Congress is also considering the Children and Teens’ Online Privacy Protection Act 

(“CTOPPA”), which—unlike proposals to create a new regulatory framework for children’s privacy—would 

essentially update an existing law, COPPA, for the new millennium. S.1418, Children and Teens’ Online Privacy 

Protection Act, 118th Cong. 1 (2023) [hereinafter, “CTOPPA”]. Among other things, CTOPPA would ban targeted 

advertising directed at children and establish a “Digital Marketing Bill of Rights for Teens,” consisting of certain 

prohibitions on data practices relating to children’s privacy. Id. at §§ 5-6. The bill would also create a new Youth 

Marketing and Privacy Division within the FTC, which could facilitate more FTC policy and enforcement focus on 

children’s privacy both within and outside the COPPA context. Id. at § 10. 
77

 See generally KOSA § 3. 
78

 See id. at § 4(b). 
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feasible methods and options for developing systems to verify age at the device or operating system 

level.”79 In practice, the duty of care imposed on platforms by the bill could have the impact of 

encouraging platforms to be more risk-averse in the design and implementation of their content 

moderation policies (to, for instance, remove content deemed potentially harmful to children).80 

Whether the KOSA will advance to a floor vote and pass remains to be seen, although there is 

some momentum behind the bill. In July 2022, the Senate Commerce Committee voted 

unanimously to advance the bill to the full Senate.81 This led some to speculate about the bill’s 

potential inclusion in 2022 year-end spending and defense measures, although this ultimately did 

not occur.82 It was subsequently reintroduced in the 2023-2024 session, however, and recently 

reported out of committee again.83 

 

c. Legislative Proposals Abroad 

 

Global comparison points also abound. A number of countries, including France,84 Brazil,85 

Ireland,86 India,87 and the Netherlands,88 among others, have recently passed childrens’ online 

 
79

 See generally id. at § 9. The National Institute of Standards and Technology, the Federal Communications 

Commission, the Federal Trade Commission, and the Secretary of Commerce are instructed to coordinate on the 

development of the study, subject to certain instructions from the Congress. Id. at § 9(a). 
80

 Some in the advocacy community view this possibility as a potential threat to children’s internet freedom, 

particularly in the context of those minors who are members of historically marginalized communities. See, e.g., 

Coalition Letter on Privacy and Free Expression Threats in Kids Online Safety Act, CTR. FOR DEMOCRACY & TECH. 

(Nov. 28, 2022), https://cdt.org/insights/coalition-letter-on-privacy-and-free-expression-threats-in-kids-online-

safety-act/ (explaining, by reference to an earlier version of KOSA that also imposed such a duty, that a coalition of 

advocacy organizations, including LGBTQ and reproductive rights advocacy organizations, oppose the KOSA on 

the grounds that it would “effectively forc[e] providers to use invasive filtering and monitoring tools,” which could 

result in privacy harms, such as the “jeopardiz[ation of] private, secure communications”). 
81

 Richard Blumenthal, Blumenthal & Blackburn’s Kids Online Safety Legislation Advances to the Senate Floor, 

U.S. SEN. FOR CONN. (July 27, 2022), https://www.blumenthal.senate.gov/newsroom/press/release/blumenthal-and-

blackburns-kids-online-safety-legislation-advances-to-the-senate-floor. 
82

 Ashley Gold, Kids’ Privacy Online Gets Year End Push in Congress, AXIOS (Nov. 16, 2022), 

https://www.axios.com/2022/11/16/kids-privacy-online-congress-yearend-push. 
83

 See generally S.1409 - Kids Online Safety Act, CONGRESS.GOV 

https://www.congress.gov/bill/118th-congress/senate-

bill/1409/text/is?s=1&r=1&q=%7B%22search%22%3A%22kids+online+safety+act%22%7D (last accessed Dec. 

17, 2023). 
84

 Digital rights of children, COMMISSION NATIONALE DE L’INFORMATIQUE ET DES LIBERTÉS (CNIL), 

https://www.cnil.fr/ 

en/digital-rights-children (last accessed Feb. 27, 2023) (comprising eight recommendations by France’s national 

supervisory authority for data protection and privacy regarding children’s digital privacy). 
85

 General Personal Data Protection Act, Brazilian National Congress § 3 (2020). Decreto No. 13,853 de 14 de Agosto 

de 2020, [Official Gazette] (Bra.). 
86

 Children Front and Centre: Fundamentals for a Child-Oriented Approach to Data Processing, DATA 

PROTECTION COMM’N (IRELAND) (Dec. 2021) https://www.dataprotection.ie/sites/default/files/uploads/2021-

12/Fundamentals%20for%20a%20Child-Oriented%20Approach%20to%20Data%20Processing_FINAL_EN.pdf 

[hereinafter, “Irish Fundamentals”].  
87

 The Digital Personal Data Protection Bill, Indian Parliament Ch. 2, § 10 (2022).  
88

 Code for Children’s Rights, Ministry of the Interior and Kingdom Relations (The Netherlands) (2021) 

https://codevoorkinderrechten.nl/wp-content/uploads/2021/07/Code-voor-Kinderrechten-Wordversie_EN.pdf.  

https://www.congress.gov/bill/118th-congress/senate-bill/1409/text/is?s=1&r=1&q=%7B%22search%22%3A%22kids+online+safety+act%22%7D
https://www.congress.gov/bill/118th-congress/senate-bill/1409/text/is?s=1&r=1&q=%7B%22search%22%3A%22kids+online+safety+act%22%7D
https://www.congress.gov/bill/118th-congress/senate-bill/1409/text/is?s=1&r=1&q=%7B%22search%22%3A%22kids+online+safety+act%22%7D
https://www.congress.gov/bill/118th-congress/senate-bill/1409/text/is?s=1&r=1&q=%7B%22search%22%3A%22kids+online+safety+act%22%7D
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privacy and safety reforms. Of these, the Irish reforms are particularly similar to the UK AADC.89 

Instead of an “age-appropriate design code,” though, the Irish developments take the form of 

guidance from the country’s Data Protection Commission (“DPC”), articulating 14 

“fundamentals” for organizations to consider when developing their privacy and data protection 

governance and policies.90 Unlike the CA AADC, the Irish Fundamentals are applicable to both 

online and offline services.91 Furthermore, while both the CA AADC and Irish Fundamentals 

include transparency requirements (e.g., posting a description of individual rights available to 

users), the Irish Fundamentals go further: under Fundamental 3.2, “Methods to Convey 

Information to Children,” the DPC specifically encourages organizations to create mechanisms by 

which child users could pose questions to––and receive answers from––organizations that process 

their personal information.92 The DPC suggests that the ready availability of such tools (including 

“instant chat[s], dedicated email address[es], or [ ] privacy dashboard[s]”)93 is key to ensuring 

meaningful transparency of organizations’ data privacy practices.  

 

B. ARTIFICIAL INTELLIGIENCE 

 

As age-appropriate design codes have proliferated, so too have novel approaches to the 

regulation of AI systems. Such AI reforms are the second trend analyzed in this Article. At their 

core, they focus on rooting out bias in AI decision-making models and improving transparency 

into algorithmic decision-making. Regulators and decision-makers are employing varied strategies 

in pursuit of these twin aims, including developing taxonomies to distinguish between AI systems 

based on the harms they could potentially cause, requiring extensive assessments and 

documentation of potential biases, and requiring operators of AI systems to proactively mitigate 

known risks. The most promising of these regulatory developments appears to be the European 

Union’s proposed AI Act, which would comprehensively regulate the use of AI systems within 

the 27-nation bloc.  

 

i. European Union AI Act 

 

 
89

 See, e.g., Children’s Data: A Comparison of the DPC and ICO’s Approaches, ARTHUR COX (Jan. 1, 2021), 

https://www.arthurcox.com/knowledge/childrens-data-a-comparison-of-the-dpc-and-icos-approaches/; Children’s 

Privacy: New Irish Fundamentals v UK AADC, REED SMITH (Dec. 22, 2021), 

https://viewpoints.reedsmith.com/post/102heyo/ 

childrens-privacy-new-irish-fundamentals-v-uk-aadc; Dan Cooper et al., Irish DPC publishes draft Fundamentals 

for a Child-Oriented Approach to Data Processing, COVINGTON: INSIDE PRIVACY (Jan. 15, 2021), https://www. 

insideprivacy.com/childrens-privacy/irish-dpc-publishes-draft-fundamentals-for-a-child-oriented-approach-to-data-

processing/; The Irish DPC Publishes Final Version of its Children’s Fundamentals, GOODWIN (Jan. 13, 2022), 

https://www.goodwinprivacyblog.com/2022/01/13/the-irish-dpc-publishes-final-version-of-its-childrens 

-fundamentals/. 
90

 See Irish Fundamentals, supra note 86.  
91

 Id. at 6. (“[The Fundamentals] introduce child-specific data protection interpretative principles and recommended 

measures that will enhance the level of protection afforded to children against the data processing risks posed to them 

by their use of/ access to services in both an online and offline world.”). 
92

 Id. at 31. 
93

 See id. Further, the Irish Fundamentals provide that, “children should be able to expect that response times and 

customer service commitments in this regard . . . are consistently upheld.” Id.  
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The Act would be the first, globally, to comprehensively regulate AI systems and.94 It 

would apply to any AI system95 used in the EU, even if it was not produced there, thus bringing a 

 
94

 See generally EU AI Act: first regulation on artificial intelligence, Euro. Parliament News, 

https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-

artificial-intelligence (last updated June 14, 2023) (explaining, at a high level, the EU AI Act’s approach, which is 

described as imposing “different rules for different risk levels”).  

By way of background, lawmaking at the European Union level is a complicated endeavor. The Act was initially 

proposed in 2021 by the European Commission, the executive arm of the European Union. See Proposal for a 

Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence 

(Artificial Intelligence Act) and Amending Certain Union Legislative Acts, COM (2021) 206 final (April 21, 2021) 

[hereinafter “AI Act”]; see also European Commission, Euro. Union, https://european-union.europa.eu/ 

institutions-law-budget/institutions-and-bodies/institutions-and-bodies-profiles/european-commission_en (last 

accessed Mar. 2, 2023) (explaining the role of the European Commission).  

The following year, the EU Council––the entity through which EU member states discuss new policy proposals––

released an updated consensus draft of the legislation. See Proposal for a Regulation of the European Parliament and 

of the Council laying down harmonised rules on artificial intelligence (Artificial Intelligence Act) and amending 

certain Union legislative acts, COD (2022) 14954 final (Nov. 25, 2022) [hereinafter, “Updated AI Act”]. Notably, 

The European Parliament approved further amendments to the AI Act in June 2023 and will now negotiate the final 

text of the proposal with the European Commission and EU Council. MEPS ready to negotiate first-ever rules for sale 

and transparent AI, Euro. Parliament (June 14, 2023, 12:52), https://www.europarl.europa.eu/news/en/press-

room/20230609IPR96212/meps-ready-to-negotiate-first-ever-rules-for-safe-and-transparent-ai. Among others, the 

amendments refine the definition of an “AI system” to focus on the use of machine-learning; extending certain 

obligations to developers of “foundation models,” forms of machine-learning that power generative AI tools; and 

tinkering with what constitutes a “high risk AI system.” See here at Amendments 18, 60 & 99 [hereinafter, “AI Act 

Amendments”].  

The final step is for the EU Council and European Parliament to reach a political agreement on the bill and to put it to 

a vote. See generally How EU policy is decided, Euro. Union, https://european-union.europa.eu/institutions-law- 

budget/law/how-eu-policy-decided_en (last accessed Dec. 17, 2023)  (providing an overview of the EU’s approach to 

legislative lawmaking, which maps onto the chronology described above). The EU Council and Parliament reached 

such an agreement as this Article was being prepared for publication in early December 2023, although the text of 

such agreement was not yet publicly available and enforcement in 2024 appears unlikely. See Press Release, Euro. 

Parliament, Artificial Intelligence Act: deal on comprehensive rules for trustworthy AI, (Dec. 9, 2023), 

https://www.europarl.europa.eu/news/en/press-room/ 

20231206IPR15699/artificial-intelligence-act-deal-on-comprehensive-rules-for-trustworthy-ai; Jess Weatherbed, EU 

reaches provisional agreement on AI Act, paving way for landmark law, THE VERGE (Dec. 8, 2023, 3:34 p.m. EST), 

https://www.theverge.com/2023/12/8/23991850/eu-ai-act-artificial-intelligence-regulation-provisional-deal-law-

brussels (“The earliest that we will likely see these rules come into force is 2025.”) 

For ease of reference, this Article will cite primarily to the AI Act, as the Updated AI Act, as amended, primarily 

tracks the AI Act in terms of structure (i.e., the definitions section is found in Article 3 of both the AI Act and Updated 

AI Act). The reader is cautioned, however, that the terms of the above-referenced political agreement between the EU 

Council and Parliament may require a different analysis. For instance, the announcement of the agreement indicated 

certain “foundation models” will be subject to specific obligations, whereas the AI Act and Updated AI Act drew no 

such distinctions. See Press Release, Euro. Council, Artificial intelligence act: Council and Parliament strike a deal 

on the first rules for AI in the world (Dec. 9, 2023), https://www.consilium.europa.eu/en/press/press-

releases/2023/12/09/artificial-intelligence-act-council-and-parliament-strike-a-deal-on-the-first-worldwide-rules-for-

ai/ (defining “foundation models” as “large systems capable to competently perform a wide range of distinctive tasks, 

such as generating video, text, images, conversing in lateral language, computing, or generating computer code”).  
95

 The AI Act defines “artificial intelligence system” or “AI system” to mean “software that is developed with one 

or more of the techniques and approaches listed in Annex I and can, for a given set of human-defined objectives, 

generate outputs such as content, predictions, recommendations, or decisions influencing the environments they 

interact with.” AI Act art. 3(1). The AI techniques and approaches cross-referenced at Annex I include machine-

learning approaches, such as deep learning; logic- and knowledge-based approaches, such as inference and 

deductive engines; as well as certain statistical analyses. AI Act at Annex I. The Updated AI Act employs a roughly 

https://www.europarl.europa.eu/doceo/document/TA-9-2023-0236_EN.html
https://www.europarl.europa.eu/doceo/document/TA-9-2023-0236_EN.html
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wide range of technologies within its purview.96  The  Act creates a risk-based taxonomy for AI 

systems based on the level of risk posed by the system to individuals and society as a whole 

(“unacceptable risk,” “high risk,” “limited risk,” and “minimal risk”).97 Systems posing 

unacceptable risks (e.g., social scoring by EU member states or done on their behalf) are 

prohibited.98 High risk systems, on the other hand, are the primary target of the proposed law and 

would be subject to robust compliance obligations.99 By contrast, systems categorized as “limited” 

or “minimal risk” would be encouraged (but not required) to adhere to the same requirements as 

high-risk systems.100   

Providers of high risk systems would be obligated to, among other things, conduct required 

assessments of their AI tools prior to making them available to the public, perform regular audits 

and implement certain technical and governance controls, and subject their tools to ongoing 

monitoring. These ex ante conformity assessments are a key piece of the proposed law, and are 

designed to determine whether an AI system complies with relevant EU laws before entering the 

marketplace, or before certain changes are made available to current and prospective customers.101  

Once a “high risk” AI system product enters the marketplace, compliance obligations 

continue. Risk management systems must be put in place and run throughout its lifecycle to 

identify and track both foreseeable and unknown risks.102 “Training, validation and testing data” 

used to generate and maintain the AI system must be subject to enumerated governance controls,103 

and the system must also be configured to facilitate automatic “logging capabilities” to “ensure a 

level of traceability of the AI system’s functioning.”104 Separate from the logging capabilities, 

providers of “high risk” systems are also required to create, implement, and oversee post-market 

 
similar definition, albeit one that is more focused on the ways machine learning works. See Updated AI Act at art. 

3(1); AI Act Amendments at Amendment 18.  
96

 AI Act at art. 2(1); Updated AI Act at art. 2(1). These extraterritoriality provisions echo those in the GDPR. See 

also General Data Protection Regulation 2016 O.J. (L 119) art. 3 (providing that the GDPR “applies to the processing 

of personal data in the context of the activities of an establishment of a controller or a processor in the [EU], regardless 

of whether the processing takes place in the [EU] or not”).  
97

 While determining how to categorize an AI system within the Act’s taxonomy is up to the provider of the system, 

the AI Act provides guidance, such as a list of AI tools which regulators would automatically consider “high risk.” 

These include systems “used for the . . . remote biometric identification of natural persons;” systems that “evaluate 

the creditworthiness of natural persons” or their eligibility for public assistance, subject to exceptions; systems used 

for a range of law enforcement purposes by the state; as well as systems employed in certain educational and 

vocational training settings as well as those used to assess certain employee performance metrics. AI Act Annex III. 

Certain other AI systems, whether or not referenced under Annex III of the Act, are also deemed “high risk.” These 

include AI systems used in connection with certain products separately regulated under EU law and subject to 

conformity assessments by those laws. See id. Art. 6(1). The Updated AI Act builds on this framework. Updated AI 

Act at art. 6; see also AI Act Amendments at Amendment 60. It will be important for organizations employing AI 

systems to carefully consult the terms of the EU Council and Parliament’s political agreement on the future of the 

EU AI Act as it may determine the scope of high risk systems. 
98

 AI Act at art. 5(1)(c); Updated AI Act at art. 5(1). 
99

 See AI Act at arts. 8-15; Updated AI Act at arts. 8-15. 
100

 See, e.g.,.AI Act at art. 69 (providing for the establishment of “codes of conduct intended to foster the voluntary 

application to AI systems other than high [ ] risk AI systems of the requirements [applicable to high risk AI systems 

under the Act]”). 
101

 See generally id. art. 43 (discussing the Act’s conformity assessment provisions). 
102

 Id. art. 9. 
103

 Id. art. 10. 
104

 Id. art. 12. 
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monitoring systems that “actively and systematically collect, document and analyze relevant data 

provided by users or collected through other sources on the performance of high risk AI systems 

throughout their lifetime. . . .”105 

The comprehensive nature of the AI Act’s risk-based taxonomy is notable and 

distinguishes the AI Act as a “first-mover” in the realm of AI transparency and accountability. It 

led Amanda Lawson of the Responsible AI Institute to observe that the bill “sets the bar for AI 

regulation” and that “[r]esponsible AI advocates around the world will watch EU developments 

closely and model their strategies accordingly.”106 

 

ii. Canada Artificial Intelligence and Data Act 

 

The Canadian Artificial Intelligence and Data Act (“CAIDA”) echoes the EU AI Act and 

imposes similar assessment obligations on certain organizations. The Act is one component of a 

package of data protection reforms introduced in June 2022 by Minister of Innovation, Science 

and Industry François-Philippe Champagne, a member of Prime Minister Justin Trudeau’s 

government, and that is currently pending in committee before the House of Commons.107 Like 

the EU AI Act, this bill focuses on reigning in use of AI systems108 that have the potential to do 

the most harm (which the bill refers to as “high-impact systems”).  

To determine whether a given AI tool falls within the scope of the Act, covered businesses 

are required to, “in accordance with the [yet-to-be-promulgated] regulations, assess whether [the 

tool] is a high-impact system.”109 If a system is determined to be “high-impact,” then the person 

responsible for the system must “establish measures to identify, assess and mitigate the risks of 

harm or biased output that could result from the use of the system.”110 Regulated AI systems are 

also subject to transparency obligations. For instance, both the provider of such a system and the 

person who manages its implementation must publish, online, “a plain-language description” of 

how the system works and is used, “the types of content that it generates and the decisions, 

 
105

 See id. art. 61. 
106

 See Amanda Lawson, EU AI Act Explained, Responsible Artificial Intelligence Inst. (Dec. 20, 2022), 

https://www.responsible.ai/post/eu-ai-act-explained; see also Proposal for a Regulation laying down harmonised 

rules on artificial intelligence, Euro. Comm’n (Apr. 21, 2021), https://digital-

strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence (“The 

Regulation is also key to building an ecosystem of excellence in AI and strengthening the EU's ability to compete 

globally.”). 
107

 Digital Charter Implementation Act, 2022, C-27 (Can.) [hereinafter, the “Canadian AI Act”]. For a digital 

version of the act, see Digital Charter Implementation Act, 2022, C-27, 44th Parliament. (2022). LEGISINFO, 

https://www.parl.ca/LegisInfo/en/bill/44-1/C-27?view=progress (last accessed Mar. 3, 2023). The other components 

are the Consumer Privacy Protection Act and the Personal Information and Data Protection Tribunal Act. Id. 

Together, the three proposals that form Bill C-27 reflect an effort by the current Canadian government to revisit and 

revise (in large part) Canada’s existing federal privacy law, the Personal Information Protection and Electronic 

Documents Act (“PIPEDA”). Florence So, A look at Canada’s new federal privacy legislation, Bill C-27, INT’L 

ASS’N OF PRIVACY PROF.’S (June 21, 2022), https://iapp.org/news/a/a-look-at-canadas-new-federal-privacy-

legislation/. As these other legislative proposals are not relevant to this Article, I do not explore them in depth here.  
108

 The Act defines an “artificial intelligence system” as “a technological system that, autonomously or partly 

autonomously, processes data related to human activities through the use of a genetic algorithm, a neural network, 

machine learning or another technique in order to generate content or make decisions, recommendations or 

predictions.” Canadian AI Act, supra note 113, § 2. 
109

 Id. § 7. 
110

 Id. § 8. These obligations are also subject to record-keeping obligations, id. at §§ 10-11. 
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recommendations or predictions that it makes,” as well as any other measures implemented by the 

provider to mitigate known or foreseeable risks of using the system.111  

It is difficult to gauge how many and which types of AI tools will be deemed “high-impact 

systems,” however, as the bill offers no definition for the term, instead indicating that the definition 

will be provided by regulation following the enactment of the proposed law.112 Like its EU 

counterpart, though, the AI Act is likely to implicate a range of AI tools and would mark a 

significant and unprecedented move to address the unique regulatory challenges posed by the 

increasingly ubiquitous deployment of AI tools.113 Indeed, its proposal is already impacting 

Canadian businesses. While the Act remains pending, the Canadian government announced, in 

September 2023, a voluntary code of conduct for generative AI which addresses similar themes as 

the Act.114 As of publication, 19 organizations have publicly signed onto the code of conduct.115 

 

iii. AI Regulation in the U.S. 

 

Domestic efforts to comprehensively regulate AI are in their infancy. Congress, for 

example, has not passed algorithmic transparency and/or accountability legislation. It is, however, 

currently considering a proposal by Representative Yvette Clark (D-NY) and Senators Wyden (D-

OR) and Booker (D-NJ) entitled “The Algorithmic Accountability Act.”116 The Act parallels the 

EU AI Act in some respects. For instance, it requires covered businesses to conduct impact 

assessments, subject to content requirements,117 and requires that such assessments be submitted 

to a regulator (here, the Federal Trade Commission) before an AI product can be put on the 

market.118 However, unlike the EU AI Act and CAIDA, the Act would not explicitly differentiate 

between high- and low-risk AI technologies.  

In the absence of Congressional action, other levels of government are beginning to move 

more decisively into the AI space. For instance, municipal governments have entered the fray and 

begun regulating AI tools. The New York City Council was a trailblazer in this regard, passing an 

ordinance to address the potential for bias in the AI tools used by a variety of New York City 

businesses to recruit, evaluate, and hire employees. Specifically, their ordinance prohibits the use 

 
111

 Id. § 11(1)-(2). 
112

 Id. § 5(1). 
113

 See, e.g., Lisa R. Lifshitz, Canada’s First AI Act Proposed, A.B.A. (July 13, 2022), 

https://www.americanbar.org/groups/business_law/publications/blt/2022/07/canada-ai-act/ (“While drafted at a high 

level with much detail to follow in forthcoming regulations, there is no doubt that the AI Act represents an absolute 

sea change in the proposed regulation of certain artificial intelligence systems in Canada.”). 
114

 Voluntary Code of Conduct on the Responsible Development and Management of Advanced Generative AI 

Systems, Gov’t of Canada (Sept. 2023), https://ised-isde.canada.ca/site/ised/en/voluntary-code-conduct-responsible-

development-and-management-advanced-generative-ai-systems. 
115

 Id. 
116

 See Algorithmic Accountability Act of 2022, H.R. 6580, 117th Cong. (2022) [collectively, and hereinafter, 

“Algorithmic Accountability Act”]; see also Algorithmic Accountability Act of 2022, S. 3572, 117th Cong. 

(2022).Representative Clarke and Senators Wyden and Booker reintroduced their model legislation in the 2023-

2024 session. This Article references the earlier version of the legislation, however. There are no substantive 

differences between the proposals. See Algorithmic Accountability Act of 2023, H.R. 5628, 118th Cong. (2023); 

Algorithmic Accountability Act of 2023, S.2893, 118th Cong. (2023). 
117

 See generally Algorithmic Accountability Act . § 4. 
118

 Id. § 3(b)(1)(E). The Federal Trade Commission is then tasked with aggregating learnings from the assessments it 

receives from covered businesses and making high-level summaries available to the public. See id. § 6(b)(1)(D)(V). 
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of AI tools to make employment decisions about individuals unless the tool has been subject to a 

“bias audit” within the previous year and “[a] summary of the results of the most recent bias audit 

. . . has been made publicly available . . . prior to the use of such tool.”119 Importantly, the bias 

audit must consist of “an impartial evaluation” conducted “by an independent auditor.”120  

While the law only applies to employers in New York City, its impact is likely to be felt 

far outside the city limits. First, large employers based in New York City who are subject to the 

law may implement AI audits across their HR departments, impacting recruiting and hiring 

elsewhere. This is made more likely by the fact that the vast majority of New York City employers 

use AI tools,121 and are therefore subject to the law. Second, federal agencies have taken notice of 

the New York City law and have signaled they are also increasing their focus on the use of AI 

tools in the employment context. For instance, the Equal Opportunity Employment Commission 

(“EEOC”) stated, in a draft of its next strategic plan, that it plans to devote significant focus to the 

use of AI tools in this context and the biases they might perpetuate.122 To that end, the Federal 

Trade Commission published a blog post in February 2023 cautioning organizations about the 

importance of accurate disclosures regarding AI tools and suggesting it may pursue enforcement 

actions for unfair and deceptive practices against entities that exaggerate or misrepresent what 

their AI products can do, the extent to which their AI products are better at particular tasks than 

non-AI products, and whether AI is actually a component of a given product.123 

Separately, as this Article was being edited, the President issued an Executive Order on 

Safe, Secure, and Trustworthy Artificial Intelligence, which signaled increased domestic policy 

focus on the field of AI.124 The Executive Order represents, in the words of the Administration, an 

attempt to advance “a coordinated, Federal Government-wide approach to” govern “the 

development and use of AI” in a safe and responsible manner.125 

 

It does so in several ways that are relevant to this Article.126  

 
119

 N.Y.C., N.Y., Int. No. 1894-A, § 20-871 (2021). 
120

 Id.  
121

 According to one study by the Society for Human Resource Management, 79 percent of employers use AI tools 

in their recruitment and hiring processes. J. Edward Moreno, Workplace AI Vendors, Employers Rush to Set Bias 

Auditing Bar, BLOOMBERG L. (Mar. 13, 2023, 2:30 AM), https://news.bloomberglaw.com/daily-labor-

report/workplace-ai-vendors-employers-rush-to-set-bias-auditing-bar. 
122

 Specifically, the EEOC identified “eliminating barriers in recruitment and hiring,” including “the use of 

automated systems, including artificial intelligence or machine learning” and “screening tools or requirements that 

disproportionately impact workers based on their protected status, including those facilitated by artificial 

intelligence or other automated systems” as a subject matter priority for 2023-2027. See Draft Strategic Enforcement 

Plan, 88 Fed. Reg. 1379, 1381 (Jan. 10, 2023).  
123

 Michael Atleson, Keep your AI claims in check, FED. TRADE COMM’N (Feb. 27, 2023), 

https://www.ftc.gov/business-guidance/blog/2023/02/keep-your-ai-claims-check. 
124

 Executive Order on the Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence, THE 

WHITE HOUSE (Oct. 30, 2023), https://www.whitehouse.gov/briefing-room/presidential-

actions/2023/10/30/executive- 

order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/ [hereinafter, “AI 

Executive Order.”] 
125

 Id. at Sec. 1. 
126

 The Executive Order represents one of the most comprehensive statements of federal policy to date and as such 

is very detailed. A full summary and analysis of the Order is beyond the scope of this Article. For a primer on the 

Order that provides more detail on the sections not addressed herein, see FACT SHEET: President Biden Issues 

Executive Order on Safe, Secure, and Trustworthy Artificial Intelligence, THE WHITE HOUSE (Oct. 30, 2023), 
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● First, it articulates “eight guiding principles and priorities” ranging from “[a]rtificial 

intelligence must be safe and secure” to “[a]rtificial intelligence policies must be consistent 

with . . .  equity and civil rights.”127  

● Second, the Order requires that companies affirmatively report the results of technical tests 

designed to identify flaws (whether security- or bias-related) and vulnerabilities in an AI 

model when those models could pose significant risks, as well as the training of such 

models.128 These new reporting requirements must be satisfied prior to the public release 

of the models.129  

● Third, it requires agencies across the federal government to develop guidelines, standards, 

and best practices for AI safety, security, implementation, equity, and innovation––and 

imposes aggressive deadlines for them to do so.130  

● Fourth, the Order envisions, and outlines steps to realize, a deeper AI talent pool within the 

federal government.131 This involves “rapid recruitment” of AI specialists and, 

importantly, the roll-out of “AI training and familiarization programs” for civil servants, 

including in key fields such as public procurement.132  

 
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-

executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/. 
127

 See generally AI Executive Order at Sec. 2. 
128

 See id. at Sec. 4.2(a)(ii)(C); see also id. at Sec. 3(d) (defining the scope of the contemplated testing). For 

additional background on such testing requirements, see Deepa Shivaram, Biden plans to step up government 

oversight of AI with new ‘pressure tests,’ NAT’L PUB. RADIO (Updated Oct. 30, 2023, 7:04 PM ET), 

https://www.npr.org/2023/10/30/1209343819/ai-biden-oversight-executive-order (explaining that “Tech companies 

currently do their own ‘red-teaming’ of products––subjecting them to tests to find potential problems, like 

disinformation or racism” and explaining that the Order “requires companies to notify the government and share [ ] 

red-teaming results for [] products that could pose major risks before releasing systems.”). 
129

 AI Executive Order at Sec. Sec. 4.2(a)(ii)(C). 
130

 See, e.g., id. at Sec. 4.1 (requiring that some of these efforts must conclude by July 2024). It appears, though, 

that some progress is already being made. Days after the Executive Order was announced, Vice President Kamala 

Harris debuted initial implementation guidance from the Office of Management and Budget while attending the 

United Kingdom’s AI Safety Summit.  OMB Releases Implementation Guidance Following President Biden’s 

Executive order on Artificial Intelligence, THE WHITE HOUSE (Nov. 1, 2023), 

https://www.whitehouse.gov/omb/briefing-room/2023/ 

11/01/omb-releases-implementation-guidance-following-president-bidens-executive-order-on-artificial-intelligence/. 
131

 See AI Executive Order at Sec. 10.2. 
132

 See generally id.; see also Cristiano Lima & Cat Zakrzewski, Biden signs AI executive order, the most expansive 

regulatory attempt yet, The Wash. Post (Updated Oct. 30, 2023, 4:36 PM EDT), 

https://www.washingtonpost.com/technology/2023/10/30/biden-artificial-intelligence-executive-order/ (“The order 

harnesses federal purchasing power, directing the government to use risk management practices when using AI that 

has the potential to impact people’s rights or safety . . . .”). Procurement standards are discussed elsewhere in the 

Executive Order in relation to specific industries and/or AI use cases. See, e.g., id. at Sec. 4.4 (seeking to mitigate 

risks relative to the use of AI in the context of chemical, biological, and nuclear weaponry and technologies). For a 

primer on the considerations implicated by and potential of AI reforms in the procurement context, see Cary 

Coglianese & Erik Lampmann-Shaver, Contracting for Algorithmic Accountability, 6 ADMIN. L. REV. ACCORD 175 

(2021). 
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● Fifth, the Executive Order explicitly ties efforts to “unlock AI’s potential” to the United 

States’ military and diplomatic efforts abroad.133 The Administration contemplates, among 

others, bilateral partnerships, collaborative efforts to align on “a strong international 

framework for managing the risks and harnessing the benefits of AI,” and the establishment 

of a “plan for global engagement on promoting and developing AI standards.”134  

● Sixth, the Executive Order founds the White House Artificial Intelligence Council to 

coordinate the myriad efforts it outlines.135 Perhaps out of a desire to signal the far-reaching 

remit of the Council, its members include Cabinet secretaries from across government (or 

their designees), as well as key national security, economy, and policy advisers, and 

representatives of the intelligence community.136 

 

Aside from its substance, the Executive Order is noteworthy for the context within which it 

was introduced. Days after President Biden signed the Executive Order, Vice President Harris 

presented it to the international community at the United Kingdom’s November 2023 AI Safety 

Summit, perhaps the most powerful recent example of global efforts to reign in the unfettered use 

of AI while harnessing its potential. The Summit yielded, among other outcomes, the release of an 

international declaration on the need for comprehensive AI policies signed by 28 countries and an 

agreement with companies like Google, OpenAI, Amazon, Microsoft, and Meta to enable 

government testing of emergent AI technologies for “national security, safety, and societal 

harms.”137  

Viewed holistically, these varied efforts suggest regulators and lawmakers alike are eager to 

impose guardrails on AI systems before they become too ubiquitous, unregulated, and entrenched. 

Privacy experts are responding in kind. They are recommending that organizations deploying AI 

tools begin compliance planning now, before such laws have even been enacted, due to the 

complexity of AI.138 Indeed, mapping data flows used by AI tools, tweaking long-used datasets on 

 
133

 See AI Executive Order. at Sec. 11. 
134

 Id. at Sec. 11(b)(i)-(ii). 
135

 See id. at Sec. 12. 
136

 See id. at Sec. 12(c). 
137

 For more on the international declaration, see Neil Ross & Katherine Holden, Key announcements from the 

Global AI Safety Summit, techUK (Nov. 6, 2023), https://www.techuk.org/resource/key-announcements-from-the-

global-ai-safety-summi.html. Labeled the “Bletchley Declaration” in honor of Bletchley Park, the host venue of the 

Summit and the UK’s World War II-era code-breaking lab, the declaration was signed by, among others, the United 

States, China, and the European Union. Id. For more on the testing agreement reached with industry leaders, sSee 

Dan Milmo & Kiran Stacey, Tech firms to allow vetting of AI tools, as Musk warns all human jobs threatened, The 

Guardian (Nov. 3, 2023, 3:16 EDT), https://www.theguardian.com/technology/2023/nov/02/top-tech-firms-to-let-

governments-vet-ai-tools-sunak-says-at-safety-summit. Notably, follow up conversations have already been 

scheduled. South Korea will host virtual follow up conversations among key stakeholders in early 2024, and France 

will host a second, in-person AI Safety Summit later next year. Id 
138

 It is important to remember that the AI systems in use today are generally considered “black boxes.” Put 

differently, their “inputs and operations are not visible to the user, or another interested party.” Abhishek Gupta, 

Steven Mills & Kay Firth-Butterfield, Scaling AI: Here’s why you should first invest in responsible AI, WORLD 

ECON. F. (Nov. 18, 2022), https://www.weforum.org/agenda/2022/11/artificial-intelligence-invest-responsible-ai/. 

In addition, AI systems are built on “complex technical pipelines that ingest, transform, and feed data into 

downstream machine learning models to achieve business goals,” and therefore require collaboration across teams 

and stakeholders, the “sociotechnical architecture” undergirding AI systems. Id. As a result, compliance planning for 

AI systems “will therefore be unique [for each organization] based on their technical maturity, cultural nuances, and 

practical resource constraints.” Id. 
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which algorithms have been trained, and incorporating such changes into organizational strategic 

plans will take time. Anticipating this, a prominent AI expert has observed that compliance 

planning for forthcoming AI reforms has officially begun in many large companies and is “going 

to be ongoing pretty much forever.”139 

This is unsurprising, as the World Economic Forum estimates compliance planning relative to 

forthcoming AI regulations may take several years to complete.140 Thus, much like the age 

authenticating technologies contemplated by age-appropriate design codes, the assessments, risk 

mitigation, and other requirements of forthcoming AI regulations are likely to significantly impact 

the future of privacy compliance, as well as the experiences of AI users and customers. 

  

C. COMPETITION & DIGITAL INNOVATION 

 

The third trend analyzed in this Article arises from a different set of reforms: those relative 

to competition and digital innovation. A small handful of recently enacted European laws––the 

Digital Services Act (“DSA”) and Digital Markets Act (“DMA”)141––appear on their face to only 

address competition and digital innovation, but in fact have significant implications for privacy, 

specifically in areas pertaining to online advertising, use of sensitive data, and certain 

cybersecurity safeguards, such as encrypted messaging. The DSA and DMA therefore represent a 

growing trend of drafting laws seemingly unrelated to privacy, but which are likely to interact with 

data protection and privacy frameworks, such as the EU’s GDPR.  

 

i. EU Reforms 

 

The DSA and DMA together constitute a bundle of reforms referred to as the “Digital 

Services Package” and have many high-level similarities.142 For the purposes of analyzing their 

specific impacts on privacy law, however, this Article treats them separately.  

 

Digital Services Act. The DSA is a sweeping law that imposes on digital services 

providers143 requirements relating to content moderation and takedown, the quality of products 

 
139

 Eduardo Ustaran (@EUstaran), TWITTER (Feb. 24, 2024, 6:13 AM), 

https://twitter.com/EUstaran/status/1629122281992593410; see also @EUstaran, TWITTER (Feb. 24, 2023, 6:13 

AM), https://twitter.com/EUstaran/status/1629122254591205377 (“An effective way to explain how [AI] regulation 

will affect legal compliance activities that [American privacy] professionals clearly understand is to show how the 

requirements will equate to the efforts devoted to meeting [GDPR] accountability obligations, but several times 

over”).  
140

 See Abhishek Gupta, Steven Mills & Kay Firth-Butterfield, Scaling AI: Here’s why you should first invest in 

responsible AI, World Econ. F. (Nov. 18, 2022), https://www.weforum.org/agenda/2022/11/artificial-intelligence-

invest-responsible-ai/. (“But creating a comprehensive responsible AI programme takes time –– three years on 

average. This means companies . . . . [s]houldn’t even wait until they are ready to scale their AI efforts. Instead, they 

need to start early and mature responsible AI ahead of AI.”). 
141

 The DSA entered into force on November 16, 2022. Digital Services Act: Application timeline, EUR. PARL. 

THINK TANK, (Nov. 30, 2022), https://www.europarl.europa.eu/thinktank/en/document/EPRS_ATA(2022)739227; 

The DMA entered into force on November 1, 2022. Digital Markets Act: Application timeline, EUR. PARL. THINK 

TANK (Nov. 30, 2022), https://www.europarl.europa.eu/thinktank/en/document/EPRS_ATA(2022)739226. 
142

 See Digital services package, Eur. Council, Council of the Eur. Union, https://www.consilium.europa.eu 

/en/policies/digital-services-package/ (last visited Oct. 26, 2022). 
143

 The DSA distinguishes between categories of digital services providers. For instance, “very large online platforms” 

or “VLOPS” and “very large online search engines” or “VLOSEs” are subject to heightened requirements, whereas 
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offered for sale online, as well the processes by which specific offerings are recommended to 

consumers.144 From a privacy perspective, the DSA’s provisions on targeted advertising and the 

use of sensitive personal information are particularly notable.  

 

The DSA subjects platforms to a series of online advertising transparency requirements145 

such as requiring that advertisers, “through prominent markings,” label content as an 

advertisement, identify the entity on behalf of whom the content is presented, and provide 

“meaningful information . . . about the main parameters used to determine the recipient to whom 

the advertisement is presented and, where applicable, about how to change those parameters.”146 

In other words, the DSA is reshaping the online advertising landscape by making it much easier 

for consumers to understand when, why, and how they are being marketed to. The result is 

increased transparency regarding how personal data is used in online advertising.  

Platforms are also prohibited under the DSA from “present[ing] advertisements” to users 

based on profiles created with their  sensitive personal data,147 essentially cutting off platforms 

from using information about an individual’s health, race, ethnicity, or sexual orientation for the 

purpose of targeting online ads.148 This bright line rule could require online advertisers to revisit 

and fundamentally reshape the tools they use to reach existing and prospective customers online.  

 

 
“micro- and small enterprises” are subject to comparatively lighter regulation. There are other subcategories of 

providers, as well (e.g., intermediary services, hosting services). See Adopting the Digital Services Act, EUR. PARL 

RESEARCH SERVICE, (July 2022), 

https://www.europarl.europa.eu/RegData/etudes/ATAG/2022/733562/EPRS_ATA(2022)733562_EN.pdf; see also 

The Digital Services Act: ensuring a safe and accountable online environment, EUR. COMM’N, 

https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/digital-services-act-

ensuring-safe-and-accountable-online-environment_en (last visited Feb. 24, 2023). As the requirements on VLOPS 

and VLOSEs are strongest and most likely to impact American companies, those requirements form the bulk of this 

Article’s assessment of the DSA. 

Separately, the author notes that, as this Article was being edited, American “very large online platforms” subject to 

the Act publicly disclosed at least some of their anticipated compliance measures. These include taking steps to address 

the privacy-related provisions discussed here. For instance, Google made changes to their Ads Transparency Center 

“to meet the requirements outlined by the legislation.” Meta, meanwhile, “will soon start displaying and archiving all 

the ads that target users in the EU while also including the parameters used to target the ads, as well as who was served 

the ad.” Snap and TikTok are also taking additional measures. See Emma Roth, The EU’s Digital Services Act goes 

into effect today: here’s what that means, The Verge (Aug. 25, 2023, 9:50 AM PDT), 

https://www.theverge.com/23845672/eu-digital-services-act- 

explained.  
144

 See generally Digital Services: landmark rules adopted for a safer, open online environment, EUR. PARL. NEWS 

(July 5, 2022), https://www.europarl.europa.eu/news/en/press-room/20220701IPR34364/digital-services-landmark-

rules-adopted-for-a-safer-open-online-environment. 
145

 See generally DSA at Art. 26. Note, however, that providers of VLOPs or of VLOSEs are subject to additional 

advertising transparency obligations. Specifically, they are required to create and maintain “repositories” of certain 

information about the online advertisements they present, including their content, the persons on whose behalf they 

are presented and who purchased them, the period of time during which they are presented, the reach of the 

advertisement, as well as whether and how the advertisements were targeted to particular audiences. See generally id. 

at Art. 39. 
146

 See id. at Art. 26(1)(a)-(d). 
147

 Id. at Art. 26(3). 
148

 These categories of personal data are included within the definition of “special category” data, as the phrase is 

defined under the GDPR and incorporated into the DSA. See id. at GDPR, Art. 9(1).  
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Digital Markets Act. The DMA, meanwhile, seeks to regulate certain large online 

platforms to maximize competitiveness in the EU digital economy.149 It does this by prohibiting 

certain anti-competitive conduct and requiring that certain large online platforms, which the Act 

terms “gatekeepers,”150 take affirmative measures to incentivize innovation and facilitate new 

entrants into the marketplace.151 These measures include prohibiting gatekeepers from “ranking 

[their] services and products . . . higher than similar services or products offered by third parties 

on the gatekeeper’s platform.”152  

 

And, while the rationale behind the DMA is primarily one of ensuring competitiveness,153 

the Act’s provisions regarding data use and sharing, among others, are likely to impact businesses’ 

privacy practices. To that end, the DMA limits entities’ use of targeted advertising and imposes 

new interoperability requirements. For example, gatekeepers are prohibited from “cross-us[ing] 

personal data from the relevant core platform service in other services provided separately by the 

gatekeeper, including other core platform services . . . .”154 In other words, gatekeepers are limited 

in how they leverage personal data collected through their platforms for their own gain.  

In addition, gatekeepers will be required under the Act to make their proprietary messaging 

services interoperable (i.e., compatible) with third party messaging services.155 This has the 

potential, again, to facilitate new entrants into the digital economy by imposing guardrails on 

entrenched players’ abilities to dominate online communications platforms. Commenters are of 

the view that this requirement would likely extend to messaging apps operated by Apple, Google, 

Facebook, WhatsApp, Instagram, and Microsoft.156 The Act provides that these companies 

 
149

 For a brief overview of the Act, see EURO. PARLIAMENT, DIGITAL MARKETS ACT: ADOPTION IN PLENARY 1 (July 

2022), https://www.europarl.europa.eu/RegData/etudes/ATAG/2022/733561/EPRS_ATA(2022)733561_EN.pdf 

(“[A] small number of online platforms control key digital channels of distribution. This is mainly because of strong 

network effects . . ., the platforms’ intermediary role (i.e. between sellers and customers), and their ability to access 

and collect large amounts of data . . . .”). 
150

 “Gatekeepers” are commercial undertakings that (i) have “a significant impact on the internal [EU] market,” (ii) 

“provide[] a core platform service which is an important gateway for business users to reach end users,” and (iii) 

“enjoy[] an entrenched and durable position, in [their] operations, or it is foreseeable that [they] will enjoy such a 

position in the near future.” See, e.g., DMA at Art. 3(1). High annual turnover and numbers of monthly active end 

users may create a presumption that an entity is a “gatekeeper,” id. at Art. 3(2). To that end, as this Article was being 

edited, in September 2023, Alphabet, Google, Amazon, Apple, Meta, Microsoft, and ByteDance were designated 

“gatekeepers.” Commission designates six gatekeepers under the Digital Markets Act, EURO. COMM’N (Sept. 6, 2023), 

https://digital-markets-act.ec.europa.eu/commission-designates-six-gatekeepers-under-digital-markets-act-2023-09-

06_en. As such, they will be required “to gain explicit consent before tracking a user for advertising purposes.” Martin 

Coulter, How the EU’s Digital Markets Act challenges Big Tech, REUTERS (Sept. 6, 2023, 9:36 AM PDT), 

https://www.reuters.com/technology/how-eus-digital-markets-act-challenges-big-tech-2023-09-06/. Further, 

“Business customers using online ad services provided by Amazon, Google, and Meta will also be empowered to ask 

for data collected in relation to their campaigns, a valuable resource often kept hidden from business customers.” Id. 
151

 See EU Digital Markets Act and Digital Services Act Explained, EUR. PARL. NEWS, https://www.europarl. 

europa.eu/news/en/headlines/society/20211209STO19124/eu-digital-markets-act-and-digital-services-act-explained 

(last updated Aug. 24, 2023). 
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 Id.  
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 See EUR. PARL., DIGITAL MARKETS ACT: ADOPTION IN PLENARY, supra note 164.   
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 DMA at Art. 5(2)(c). 
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 See generally id. at Art. 7. 
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“services will be required to make ‘end-to-end’ text messaging,’ including various kinds of media 

attachments, interoperable on request by a competing service, within three months of a request.”157 

Additional interoperability requirements relating to group chats and voice and video calls will 

come into force over the next two to four years.158 

The DMA’s interoperability requirements have the potential to upend major platforms’ 

privacy practices with respect to online messaging technologies. Yet, implementing the Act’s 

novel requirements may prove uniquely challenging due to how the at-issue messaging 

technologies function. In essence, “the goal of interoperability is to make it easier for people to 

leave Big Tech platforms for competing platforms, without hampering their ability to communicate 

with anyone who chooses to remain within Big Tech’s walled gardens.”159 The messaging context, 

however, is a particularly challenging environment within which to design and offer interoperable 

services.160 This is because services like Apple’s iMessage or Meta Platform’s WhatsAppemploy 

end-to-end encryption as a default security measure.161 For these services to be interoperable, their 

providers would need to create security measures that maintain users’ privacy but nonetheless 

facilitate connectivity with other services. This seems simple enough in theory but is near 

impossible to operationalize, as end-to-end encryption protocols are typically service specific. Said 

differently, an interoperable approach would require end-to-end encryption within myriad online 

messaging services that are nonetheless compatible with one another, perhaps via some kind of 

key. As of publication, no interoperable end-to-end encrypted messaging solutions of that kind 

appear widely available. Thus, the European Commission’s implementing regulations will likely 

need to address the technical specifications of such interoperability and how gatekeepers operating 

such messaging services are to balance privacy tradeoffs with the DMA’s interoperability 

requirements.162 

 

ii. Domestic Efforts 

 

Domestic proposals have in many ways parroted the DSA/DMA frameworks but have had 

less legislative success. For example, the American Innovation and Competition Online Act, the 

Open App Markets Act, and the Augmenting Compatibility and Competition by Enabling Service 

Switching (“ACCESS”) Act represent three attempts to promote competition in the U.S. digital 

economy and facilitate new market entry. The American Innovation and Competition Online Act 

would prohibit certain online platforms from materially restricting or impeding the ability of a 

competitor to access or interoperate with the platform or technologies it controls.163 The Open App 

 
FDN. (May 2, 2022), https://www.eff.org/deeplinks/2022/04/eu-digital-markets-acts-interoperability-rule-addresses-

important-need-raises. 
157

 Id.  
158

 See DMA at Art. 7(1)(b)-(c). 
159

 ELEC. FRONTIER FDN., supra note 171. 
160

 Matt Burgess, Forcing WhatsApp and iMessage to Work Together Is Doomed to Fail, WIRED (Mar. 29, 2022, 

12:06 PM), https://www.wired.com/story/dma-interoperability-messaging-imessage-whatsapp/ (noting that Steve 

Bellovin, former Chief Technologist of the FTC has remarked, “Interoperable [end-to-end encryption] is somewhere 

between extraordinarily difficult and impossible”). 
161

 Id.  
162

 For examples of how the European Commission could craft regulations that preserve the data security of users of 

gatekeepers’ messaging services, see id. 
163

 See generally American Innovation and Competition Online ActS. 2992, 117th Cong. § 3 (2021). The bill was 

reintroduced this session. See American Innovation and Competition Online Act, S. 2033, 118th Cong. § 3 (2023). 
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Markets Act is similar but is more narrowly tailored to address online app marketplaces.164 Under 

that bill, covered online app stores would be prohibited from “interfer[ing] with legitimate business 

communications between developers and users” as well as from “us[ing] non-public business 

information from a third-party app to compete with the app.”165 The ACCESS Act addresses data 

portability and interoperability, specifically. .166 If passed, it would require certain online platforms 

to take steps to enable consumers to switch to another platform more easily and to take their data 

with them.167 Implementation of the Act would pose many of the same challenges as described 

above regarding the DMA. Making platforms and their technologies interoperable requires 

balancing, on the one hand, a user’s ability to exert control over their data, and on the other hand, 

not making connections between platforms and/or technologies so porous or vulnerable that users 

lose security over that information.168  

 

 

PART II: THE NEXT ACT 

 

 

The three policy developments summarized in this Article represent novel efforts to 

reshape consumers’ relationships with their personal data, reframe the ways organizations think 

about their use of consumers’ data, and re-engineer the guardrails on such uses. They epitomize 

the next iteration of privacy laws, throughout which decision makers continue to tinker around the 

edges of frameworks like the GDPR and CCPA/CPRA to address emerging technologies (i.e., AI 

and machine learning) and market realities (e.g., broader adoption of e-commerce and other digital 

platforms). While a full accounting of the impact of these and related reforms is beyond the scope 

of this Article, the following Section highlights three preliminary and important takeaways.  

 

A. TOWARDS AGE AUTHENTICATION 

 

The first such trend is the rapid emergence of and strong momentum behind age 

authentication, the process by which websites approximate individual users’ ages and tailor their 

experience accordingly. This is most pronounced in the context of age-appropriate design codes, 

which presuppose that age authentication is possible and necessary. Age authentication as 

contemplated by the codes is different from what many consumers may imagine. To that end, while 

many internet users may be familiar with websites that, for instance, require visitors to attest to 

being at least 21-years-old to view information about alcohol, such “age gates” are distinct from 

“age authentication” protocols.  

Consider, for instance, the CA AADC. It provides that regulated businesses must 

“[e]stimate the age of child users with a reasonable level of certainty appropriate to the risks that 

arise from the data management practices of the business or apply the privacy and data protections 

 
164

 Open App Markets Act, S. 2710, 117th Cong. (2021). 
165

 See S. 2710 – Open App Markets Act, CONGRESS.GOV, https://www.congress.gov/bill/117th-congress/senate-

bill/2710 (last accessed Feb. 23, 2023) (summarizing the bill). 
166

Augmenting Compatibility and Competition by Enabling Service Switching Act of 2022, S. 4309, 117th Cong. 

(2021). Citations herein are to the 2022 version of the bill, although it was recently reintroduced. See ACCESS Act 

of 2023, S. 2521, 118th Cong. (2023). 
167

 See S. 4309, 117th Cong. at § 3. 
168

 Id. at § 3(a); (b)(1). 
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afforded to children to all consumers.”169 Importantly, the requirement is to estimate users’ ages, 

not simply to determine whether they are adults or not. (Were the requirement that simple, the task 

of complying might not be as challenging.) In doing so, the code imposes much different 

obligations on business than are already in place under COPPA.170 

Complying with the high bar set by the CA AADC will involve the creation of new age 

approximation tools and businesses––but will also pose new and pressing privacy challenges.171 

For example, many websites will need to collect more information about internet users to 

approximate their ages. The safest bet would likely be for a website operator to use account 

information, credit cards, or identity documents to definitively establish a user’s age. However, 

this poses privacy risks, as such data contains other identifying information that could be used to 

profile the user––or which, if accessed or acquired by a malicious actor, could be used for nefarious 

purposes.172 Using facial recognition tools for age authentication purposes poses similar dangers173 

and may be even more difficult to implement due to its regulation, in some jurisdictions, by 

existing biometric information privacy laws.174  

 
169

 Cᴀʟ. Cɪᴠ. Cᴏᴅᴇ § 1798.99.31(a)(5). 
170

 COPPA requires that businesses collecting, using, or sharing children’s personal information first obtain 

verifiable consent from the child’s parent or guardian. See Children’s Online Privacy Protection Rule: A Six-Step 

Compliance Plan for Your Business, FED. TRADE COMM’N, https://www.ftc.gov/business-

guidance/resources/childrens-online-privacy-protection-rule-six-step-compliance-plan-your-business (last accessed 

Mar. 15, 2023). Key to this requirement is the word “verifiable.” The Federal Trade Commission, the federal agency 

tasked with enforcing COPPA, has identified seven acceptable forms of verifiable consent. Id. These include having 

the parent or guardian sign and return a consent form, speaking to a company representative over the phone or by 

video conference, using a credit card or form of government-issued ID to verify the adult’s identity prior to 

accepting their consent, or requiring the parent or guardian to answer knowledge-based challenge questions to which 

their child would be unlikely to be able to respond in order to establish their identity before collecting their consent. 

Id. While potentially onerous for businesses to operationalize and parents to complete, these requirements are 

significantly less expansive than the age authentication obligations established by the CA AADC. This is because 

the COPPA verifiable consent requirements are triggered only when the business has actual knowledge they seek to 

collect, use, or share personal information about a child. Id. The CA AADC does not provide an actual knowledge 

“shield” to online businesses. Instead, the CA AADC imposes stricter requirements on when a business is said to be 

likely to be directed at children––requirements which, in practice, will obligate businesses to take affirmative steps 

to identify users and their age. See supra, Part II.A. 
171

 Singer, supra note 26 (“Industry and civil liberties experts also warn that the code could reduce user privacy, the 

opposite of its intended outcome. To comply with the code, these critics say, apps might need to collect more 

information about users to determine their age.”). 
172

 Businesses seeking to verify that a user is an adult typically require them to enter a credit card number or provide 
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WALL ST. J. (Feb. 27, 2022, 8:00 AM ET), https://www.wsj.com/articles/why-age-verification-is-difficult-for-
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 David McCabe, Anonymity No More? Age Checks Come to the Web, N.Y. TIMES (Oct. 27, 2021), https:// 

www.nytimes.com/2021/10/27/technology/internet-age-check-proof.html (“Many of the new age verification efforts 

require users to submit government-issued identification or credit cards information. But other companies are using, 
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 See 740 ILL. COMP. STAT. 14/10 (defining “biometric identifier” under the Illinois Biometric Information Privacy 
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No matter the course website operators choose to take, implementing age authentication 

technology raises significant questions concerning the data protection mechanisms in place to 

safeguard such data and ensure it is only used for age authentication purposes.175 (To address this 

concern, the French data protection regulator has suggested companies subject to age 

authentication requirements should enlist independent third-party auditors to assess users’ age to 

preserve, as much as possible, individuals’ control over sensitive personal data used for age 

authentication purposes.176) 

Of course, another option remains. Organizations could opt to reconfigure their product 

and service offerings such that they are no longer directed at children, and therefore are not subject 

to the laws like age-appropriate design codes. 177 To that end, the 5Rights Foundation, chief 

architect of age-appropriate design code legislation, disputes the claim that implementing age 

authentication measures would be unnecessarily complex or costly. They assert that “[m]any of 

the changes necessary to make a service age appropriate do not need additional or new age 

assurance technologies, but rather require services to disable some of their more intrusive or risky 

design features such as geolocation data tracking, private messaging or targeted advertising.”178 

They further argue that the implementation of age-appropriate design codes “will drive the 

development of new products and services and create a richer and more diverse digital ecosystem 

in which children are an acknowledged user group.”179 

Whether and how to implement age authentication is therefore a key component of efforts 

to safeguard children’s privacy and security online, especially but not exclusively in the context 

of age-appropriate design codes.  

 

B. ASSESSMENTS AS COMPLIANCE 

 

The second such trend relates to the role of internal assessments in frameworks like age-

appropriate design codes and AI reforms. Organizations subject to comprehensive privacy 

frameworks are likely already familiar with privacy impact assessments and similar requirements 

to proactively document and address known or foreseeable privacy risks. Indeed, privacy impact 

assessments are a familiar and well-utilized tool in lawmakers’ arsenals. However, age-appropriate 

design codes and some  proposed AI reforms require much more detailed and expansive 

assessments. Further, they mandate that certain assessments, or their results, be affirmatively 

provided to regulators. The increased transparency required of internal, privacy-related 

 
175

 Id. Notably, mechanisms requiring users and/or their parents or guardians to provide additional sensitive 

information for the purposes of age authentication may “put[] groups with less access to identification or in more need 

of privacy—such as undocumented people, LGBT youth and sex workers—at higher risk.” Snow, supra, note 175. 
176

 Online age verification: balancing privacy and the protection of minors, Commission nationale de 

l’informatique et des libertés(CNIL) (Sept. 22, 2022), https://www.cnil.fr/en/online-age-verification-balancing-

privacy-and-protection-minors. 
177

 That is, unless industry ignores the CA AADC completely. Justin Brookman, director of technology policy at the 

consumer watchdog group Consumer Reports, has “guess[ed] [that] [the CA AADC] will probably just be ignored by 

tech companies.” Pia Ceres, The US May Soon Learn What a ‘Kid-Friendly’ Internet Looks Like, WIRED (Sept. 1, 

2022, 7:00AM), https://www.wired.com/story/california-aadc-kids-privacy-age-checks/. 
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 The Foundation views reticence on the part of covered businesses with skepticism. See 5RIGHTS FOUNDATION, 

BUT HOW DO THEY KNOW IT IS A CHILD? 7 (Oct. 2021) (“At the heart of concerns about age assurance is a reluctance 

on the part of service providers to take on the responsibilities they would have to children once their age is known.”).  
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assessments will ratchet up the stakes, making it that much more important for regulated entities 

to prepare analyses primed for external (and perhaps critical) audiences. 

Take for instance the exemplar of age-appropriate design codes in the US, the CA AADC. 

The law imposes an obligation on businesses subject to the CCPA/CPRA to conduct assessments 

of whether and to what extent their online products and services are directed toward children.180 

As discussed, supra, the determination of whether a product or service is directed to children (and 

therefore subject to the code) hinges on certain enumerated factors, including whether similarly 

situated products and services are directed at children.181 Implicit in this requirement is a secondary 

obligation to, at minimum, maintain awareness of one’s peers in the online marketplace as well as 

the configuration of their products and services. At maximum, this silent requirement means 

CCPA/CPRA businesses will find themselves conducting regular market research aimed at  

discerning whether and how such competitors direct their offerings to children. This type of 

assessment is arguably far more detailed than a typical privacy impact assessment. Further, 

because the outcome of the assessment determines whether the code applies or not, it is critical to 

an organization’s compliance strategy and risk management. 

The EU AI Act provides another example. That bill contains similarly novel assessment 

requirements. There, however, the focus is on determining the level of risk a product or service 

poses to individuals’ privacy interests. The Act requires regulated businesses to affirmatively 

assess such risks prior to putting a product or service on the market––and that those determinations 

be documented and maintained.182 In practice, therefore, the stakes for maintaining sufficiently 

detailed assessments to satisfy regulators are high. They are made higher still by the fact that the 

Act does not provide that regulators may only request such information in the context of ongoing 

investigations. It is therefore entirely possible––and maybe even likely––that regulators will cast 

a wide net in issuing such demands and only then determine which entities warrant additional 

scrutiny.  

Taken together, age-appropriate design codes and emerging AI frameworks183 suggest 

lawmakers are increasingly shifting the burden of determining threshold questions of applicability 

and scope to potentially regulated entities themselves. This marks a departure from privacy impact 
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 See supra, notes 39–40 & accompanying text. 
181

 CA AADC Bill at § 1798.99.30(b)(4)(A)-(D). 
182

 See AI Act at arts. 10–12. 
183

 Additional examples abound. For instance, the shift towards compliance as assessment is perhaps nowhere as stark 

as ongoing rulemaking by the CPPA. In September 2023, the CPPA released draft risk assessment regulations in 

advance of a scheduled board meeting. See Cal. Privacy Protection Agency, Draft Risk Assessment Regulations for 

California Privacy Protection Agency Sept. 8, 2023 Board Meeting 

(2023), https://cppa.ca.gov/meetings/materials/20230908item8part2.pdf. Per the draft regulations, which again are not 

yet subject to formal rulemaking, risk assessments will be required when a business’s processing of personal 

information “presents significant risk to consumers’ privacy,” which includes circumstances involving the selling or 

sharing of personal information (e.g., to third party advertisers), as well as certain uses of automated decision-making 

technologies like AI, and the processing of sensitive personal information. Id. at § 7150(a)-(b). Risk assessments under 

this proposed framework would need to consider, among other things, the expectations of consumers with respect to 

the processing of the data in question and the “operational elements of the processing” (i.e., the model for collecting, 

using, storing, and disposing of data).  See generally id. at § 7152 (laying out the requirements of risk assessments 

under the proposed framework). The risk assessments must conclude with a determination of whether identified 

negative impacts of the processing activities, as mitigated by the business, outweigh the benefits of the processing. Id. 

at § 7152(a)(10). Where this is not the case, the processing is prohibited. Id. at § 7155(a). While businesses must make 

their risk assessments available to the CPPA upon request, they are mandated to proactively submit “abridged form[s]” 

of the assessments on an annual basis. Id. at § 7158. 
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assessments, whose primary import is showing that an organization considers known risks when 

weighing whether to use or share personal data in a specific way (i.e., to transfer it internationally). 

As the assessments required under both age-appropriate design codes and AI frameworks concern 

threshold questions about whether and how the frameworks will even apply, they represent an even 

greater shift towards “assessments as compliance” than previously seen. 

 

C. PRIVACY EVERYWHERE 

 

The third such trend is more abstract. None of the legislative developments described in 

this Article are comprehensive data privacy laws. Yet, they all implicate privacy law and its future. 

To that end, they reflect the necessity of adopting a wide lens when conceptualizing “privacy” and 

“privacy law.” Taking a narrow view of privacy (and of laws relevant to privacy as a legal doctrine) 

risks missing these trends and failing to account for the ways they are likely to shape and reshape 

privacy as a field over the coming years.  

Nowhere is this clearer than in the context of the DMA and DSA. While on their face laws 

concerning macroeconomic trends, their provisions regarding advertising technologies, sensitive 

personal data, and user profiling are clearly privacy related. Thus, their inclusion in the DMA and 

DSA reflects the growing normalization of privacy obligations as a component of legislation, 

generally.184 They are likely only the first examples of statutes that, while purporting to address a 

potentially unrelated topic, in fact have privacy implications.185 Tracking, identifying, and 

understanding the impacts of such provisions demands a reorientation of privacy professionals 

towards a broader range of privacy-adjacent fields and a greater awareness among individuals who 

might not consider themselves privacy professionals of the basics of privacy law.  
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 It could be that, as data collection, processing, sharing, and retention become even more integral parts of all 

organizations’ day-to-day operations, data privacy laws cease entirely to become a separate category of laws and 

instead become recognized as a genre of obligations typically included in any statute, like record-keeping or 

destruction obligations. That topic is thematically adjacent to the trend analysis conducted here and is left for 

another paper. 
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 As another example, consider the privacy measures that found their way into the 2023 National Defense 

Authorization Act (“NDAA”), the 4,408-page omnibus spending bill that allocated over $816 billion to the United 

States’ national defense infrastructure. See, e.g., Chris Baumohl, John Davisson, Jake Wiener & Ben Winters, Privacy, 

Surveillance, and AI in the FY’ 23 National Defense Authorization Act (NDAA), Elect. Privacy Info. Ctr. (Jan. 26, 

2023), https://epic.org/privacy-surveillance-and-ai-in-the-fy23-national-defense-authorization-act-ndaa/ (discussing 

H.R. 7776, the NDAA spending bill). Most privacy-related provisions in the bill are directed towards government 

actors. For instance, it contained provisions requiring the Director of National intelligence to undertake certain efforts 

regarding AI. See, e.g., James M. Inhofe National Defense Authorization Act for Fiscal Year 2023, H.R. 7776, 117th 

Cong. § 6310 (2023). However, other provisions are far-reaching in their scope. The NDAA also promotes judicial 

security by prohibiting data brokers from “knowingly selling, licensing, trading for consideration, transferring, or 

purchasing” certain information pertaining to judicial officers and their family members. Id. at § 5934(d)(1)(A); see 

also generally id. at § 5931 et seq. While exceptions apply, this prohibition applies to all entities that “collect[] and 

sell[] or license[] to third parties the personal information of an individual with whom the entity does not have a direct 

relationship.” Id. at § 5933(3)(A). Notably, however, some commentators have opined that the many exceptions to the 

definition of “data broker” under  the judicial security provisions of the NDAA render its protections relatively weak. 

See EPIC Statement Expressing Concerns on the Inclusion of the Judicial Security and Privacy Act in the NDAA, 

Elect. Privacy Info. Ctr. (Dec. 13, 2022), https://epic.org/epic-statement-expressing-concerns-on-the-inclusion-of-the- 

judicial-privacy-and-security-act-in-the-ndaa/ (noting that, “as currently written,” such provisions “would make 

almost all data brokers exempt from the rules that are ostensibly meant to limit data broker sales of protected personal 

information.”) 
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PART III: CONCLUSION 

 

Privacy law’s next act is already underway––and every indication is it will fundamentally 

reshape the relationship between consumers and businesses engaged in the digital economy. 

Unlike past iterations of privacy laws and regulations in the U.S. and abroad, new reforms are 

poised to impose a range of novel compliance obligations that may require organizations to revisit 

not only their privacy policies, but also the very structure of their consumer data flows. From the 

collection, processing, and sharing of children’s data to the widespread adoption of AI tools and 

limitations on online targeted advertising, emergent trends in privacy legislation over recent 

legislative sessions underscore the dynamism of privacy law. They epitomize the ways lawmakers 

are seeking to address risks associated with new technologies as a result of ever-changing social 

mores about the internet, e-commerce, and consumers’ abilities to exercise control over their data.   

But where in the story of privacy law does this next act fall? That is less clear. In contrast 

to established privacy frameworks like the GDPR and CPRA, the novel trends examined in this 

Article do not reflect a holistic conception of data privacy, nor are they necessarily related to one 

another in terms of structure, scope, or approach. Instead, they reflect increasingly targeted, 

specialized attempts to shape and reshape our digital lives (and our control over them) by focusing 

on the types of data and data uses most salient to particular technological and social landscapes. 

So, while it is unlikely this next act is privacy’s last, it may well prove to be a pivotal one, as 

legislators the world over appear to be laying the groundwork for fundamentally different baselines 

of acceptable privacy practices than were dominant mere months ago.  
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