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Abstract. It remains a challenging task to identify human activities from a video
sequence or still image due to factors such as backdrop clutter, fractional occlu-
sion, and changes in scale, point of view, appearance, and lighting. Different ap-
pliances, as well as video surveillance systems, human-computer interfaces, and
robots used to study human behavior, require different activity classification sys-
tems. A four-stage framework for recognizing human activities is proposed in
the paper. As part of the initial stages of pre-processing, video-to-frame con-
version and adaptive histogram equalization (AHE) are performed. Additionally,
watershed segmentation is performed and, from the segmented images, local tex-
ton XOR patterns (LTXOR), motion boundary scale-invariant feature transforms
(MoBSIFT) and bag of visual words (BoW) based features are extracted. The
Bidirectional gated recurrent unit (Bi-GRU) and the Bidirectional long short-term
memory (Bi-LSTM) classifiers are used to detect human activity. In addition, the
combined decisions of the Bi-GRU and Bi-LSTM classifiers are further fused, and
their accuracy levels are determined. With this Dempster-Shafer theory (DST)
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technique, it is more likely that the results obtained from the analysis are ac-
curate. Various metrics are used to assess the effectiveness of the deployed ap-
proach.

Keywords: Human activities, improved LTXOR, BoW, Bi-LSTM, Bi-GRU classi-
fier
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1 INTRODUCTION

Human action recognition (HAR) is a classification task in which the movement of
a person is evaluated using data from different sources, such as sensors and cam-
eras. It has several applications in the health care industry, primarily, in moni-
toring the actions of elderly people and detecting falls [1, 2, 3]. The system has
the potential to support innovative appliances, such as enhanced realism, inter-
net of things (IoT), interior localization, and smart building control systems to
maintain a secure indoor environment with superior energy efficiency [4, 5]. Sev-
eral studies have been conducted using computer vision (CV), smartphones, sen-
sors, and ambient devices to develop HAR schemes. There are two types of mon-
itoring schemes: passive and active [6, 7, 8]. Wearable cameras and sensors are
used as part of active monitoring systems (AMS). A sensor-based HAR requires
individuals to hold sensors, such as gyroscopes, accelerometers, and pedometers,
which can be difficult to manage in several situations, particularly for senior citi-
zens [9, 10, 11].

With a vision-oriented HAR [12, 13], humans can be recognized both indoors
and outdoors using cameras and machine vision schemes. One of the major chal-
lenges that such schemes face is the presence of noise in the video and image
streams [14, 15, 16]. Depending on the surrounding environment, the capturing
device, and several other factors, there may be several types of noise, including mul-
tiplicative noise, additive noise, etc. If a vision-based recognition and classification
scheme is to be effective, it must eliminate the noise before implementation. In
recent studies, deep learning schemes, such as deep belief networks (DBNs), convo-
lutional neural networks (CNNs), and deep convolutional neural networks (DCNNs)
have produced competent results in image-oriented HAR [17, 18, 19]. Although
these improvements have been made, certain challenges remain, including a lack
of accuracy, that must be overcome by the application of appropriate technology
in the future [20, 21, 22, 23]. The major contributions of this study are listed as
follows.
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1. The first step in this study is to propose a multi-feature fusion approach that
will combine local texton XOR pattern (LTXOR), BoW, and motion boundary
scale-invariant feature transform (MoBSIFT) features to investigate datasets at
a deeper level.

2. To improve the accuracy of the HAR system, bidirectional gated recurrent units
(Bi-GRU) have been combined with bidirectional long short term memory (Bi-
LSTM) classifiers using Dempster-Shafer theory (DST).

This paper is organized as follows: Section 2 discusses the literature on HAR. An
overview of datasets is provided in Section 3. In Section 4, the proposed HAR
model is described. A discussion of the experimental results is provided in Section 5.
Section 6 concludes this paper.

2 RELATED WORKS

Bokhari et al. [24] proposed a method called deep gated recurrent unit (DGRU) for
non-obtrusive HAR. Further, a de-noising approach based on the empirical model
decomposition (EMD) has been used, followed by a linear discriminant analysis
(LDA) and a discrete wavelet transform (DWT), aimed at reducing the dimension-
ality and extracting features from the data. It is evident from the results of the
investigation that the DGRU produces the highest level of classification accuracy.
A faster networking approach was developed by Xu et al. [25]. To enhance the
efficiency of the optical flow features, fusion methods of spatio-temporal features
were investigated, in which the temporal and spatial information was combined to
form a single feature. Further, CNN with OFF was projected in place of VGG16-
network, which was used to achieve a high number of features. In terms of accuracy,
the proposed method outperformed these conventional schemes. A deep neural net-
work (DNN) for HAR has been developed by Qin et al. [26] based on several sensor
data sets. The DNN encoded the time series of the sensor data as images and
controlled these deformed images to preserve the important characteristics of the
HAR. In addition, a deep residual network (DRN) with different layers was used to
accommodate the different dataset sizes. According to the results, the DNN tech-
nique outperformed the previously demanding techniques in terms of F1-score and
precision.

Explaining and reasoning with knowledge-oriented and data-driven models, Jia
et al. [27] developed a hierarchical structure-oriented scheme and technique for
HAR. The method consists primarily of creating a hierarchical representation of
the compound action based on the semantic meaning. As a result, the hierar-
chical approach to symbolic analysis had been established as a useful methodol-
ogy. As demonstrated by Liu et al. [28], the normalized dynamic graph convo-
lutional network (MRDGCN) continuously updates the structure of the data un-
til an optimal model is obtained. An optimal convolution layer was constructed
to determine the structure of the data. Thus, the MRDGCN has learned higher
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level sample features to improve its learning performance on the data representa-
tions.

Jung et al. [29], Sena et al. [30] and L’Yvonnet et al. [31] presented a sound
recognition-oriented HAR method using recurrent neural networks (RNNs). This
study collected sound data by analyzing ten groups of people who performed daily
concerts in the internal environment. With the help of a Log Mel-filter bank energies
technique, the features have been derived from aural data, and an RNN scheme with
various layers has been trained based on the aural data. In comparison with the
existing models, the RNN model provided enhanced recall scores.

As a result of the DCNNs, Sena et al. [30] derived patterns using data from
a variety of chronological scales. It was appropriate to use this method as the data
were presented prior to a temporal series and the derived scales provided valuable
information regarding the activities carried out by the users. By using this scheme,
it was possible to extract both simple and composite movement. Multitemporal and
multimodal systems have been developed that outperform the previous studies using
two diverse datasets. The HAR scheme presented by L’Yvonnet et al. [31] is based
on the possible differences in human performance. A discrete-time Markov chains
(DTMC) and a PRISM model were used to examine and express the motivating
temporal reasons that pertain to the dynamic development of activities within this
scheme. It was observed that the DTMC’s scheme performed better compared to
the other schemes.

The reviews on the HAR models are summarized in Table 1. The LDA is gener-
ally used for improving the accuracy and increasing the F1-scores [24]. The tentative
scenarios, however, were not measured as a result of the study. To improve the speed
and accuracy, Xu et al. [25] used the CNN method. Further, the DRN model was
used to provide higher F1 values and greater accuracy than previous models [26]. To
accomplish this, it is necessary to focus on datasets that are larger in size. Although
it is a complex method, the HMM scheme was able to achieve high reliability, as well
as improve the recognition rate despite its complexity [27]. The MRDGCN scheme
has been used for increasing the accuracy of the recognition rate and for improving
the recognition rate; however, it is important to investigate the local invariance as
well [28]. In addition, the RCNN was found to provide greater precision and recall
when compared to other methods; however, it is essential to consider a variety of
classes of activity [29]. Generally, the DCNN incurs a negligible bias and condensed
arrays, however, the kernel selection for the DCNN must be examined [30]. Ad-
ditionally, the DTMCs provided better prediction accuracy and required a shorter
processing time [31]. However, the temporal reasons characteristics are not taken
into account.

3 DATASET DESCRIPTION

The proposed method is evaluated using multiple benchmark datasets, including
UCF-ARG [32], UCF-101 [33], Hollywood2 [34] and HMDB51 [35].
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Author Deployed
Schemes

Features Challenges

Bokhari
et al. [24]

LDA Higher accuracy Improved
F1-score.

No consideration on exper-
imental scenarios.

Xu
et al. [25]

CNN Superior speed High exact-
ness.

Optical flow was not pro-
duced.

Qin
et al. [26]

DRN Higher accuracy Higher F1
value.

Need spotlight on advanced
datasets.

Jia
et al. [27]

HMM Highly consistent Better
detection.

More multifaceted.

Liu
et al. [28]

MRDGCN Higher detection rate Im-
proved accuracy.

Requires deliberation on lo-
cal invariance.

Jung
et al. [29]

RCNN Improved precision Higher
recall.

Need spotlight on diverse
activity classes.

Sena
et al. [30]

DCNN Negligible bias Condensed
count of array.

Require assessment on ker-
nel election.

L’Yvonnet
et al. [31]

DTMCs Least time period Higher
prediction accurateness.

Need spotlight on temporal
reason characteristics.

Table 1. Study on existing HAR models

3.1 UCF-ARG Dataset

There are ten different types of human activities included in the UCF-ARG dataset,
including carrying, digging, boxing, jogging, opening-closing trunks, clapping, run-
ning, walking, throwing, and waving. It is a multi-view dataset collected using
aerial cameras mounted on ground cameras, helium expands, and roof cameras.
The videos were recorded in high resolution throughout and were divided into
three sets, namely training, testing, and validation, in a ratio of 6:3:1. In Fig-
ure 1, a few samples of the video frames from the UCF-ARG dataset are pre-
sented.

Figure 1. Video frame samples from UCF-ARG dataset
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3.2 UCF-101 Dataset

There are 101 different realistic action videos in the UCF-101 dataset, which depict
a variety of human activities. While the videos were being recorded, there were
large variations in the camera’s motion. There are five categories of data that can
be found in this dataset: human-human communication, human-object cooperation,
playing instrument, body-motion only, and sports. There is a wide range of human
actions in this dataset. The collected videos have been divided into three sets:
training, testing, and validation. In Figure 2, a few samples of the video frames
from the UCF 101 dataset are presented.

Figure 2. Video frame samples from UCF101 dataset

3.3 Hollywood2 Dataset

The Hollywood dataset contains twelve human activities. Datasets such as this one
are extremely comprehensive and are considered benchmarks in the field of activity
recognition. This repository contains 810 video clips in the AVI format, which were
created from 69 Hollywood films. Figure 3 shows a few video frame samples from
the Hollywood2 dataset.

3.4 HMDB51 Dataset

There are 51 different types of realistic action videos in the HMDB51 dataset. A va-
riety of internet sources and digitized movies were used to collect the videos. There
are five categories in this dataset: body movements for human interaction, general
facial actions, body movements with object interaction, general body movements, and
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Figure 3. Video frame samples from the Hollywood2 dataset

facial actions with object manipulation. The training and testing sets were divided
in a 7:3 ratio between all the collected videos.

In Figure 4, a few samples of the video frames from the HMDB51 dataset are
presented.

Figure 4. Video frame samples from HMDB51 dataset

4 METHODOLOGY

To classify human activity, the proposed method consists of four phases: prepro-
cessing, segmentation, feature extraction, and classification. Figure 5 illustrates the
overall architecture of the proposed work.
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Figure 5. Overall architecture of the proposed model

4.1 Pre-Processing

As the frames have diverse backgrounds and resolutions, it becomes necessary to
pre-process the images to enhance their quality.

4.1.1 Conversion of Video to Frame

Original video footage was collected which included human activities, such as boxing,
carrying, clapping, digging, jogging, running, and throwing. Each frame of the videos
was extracted using the video capture OpenCV function to extract the individual
frames in the form of moving frames. These video frames are implied by fr, which
will be used for further processing.
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4.1.2 Adaptive Histogram Equalization

Adaptive histogram equalization (AHE) [36] is a digitalized image processing method
that enhances the contrast of an image. It differs from the usual histogram equal-
ization (HE) method in that the adaptive technique improves the local contrast.
The HE is calculated for each division by dividing the image into separate blocks.
Therefore, the AHE calculates plenty of different histograms, each of which is related
to a distinct part of the image. In the different areas of the image, the contrast is
improved locally and the edges are described better. However, the AHE exhibits
certain noise disturbances. Therefore, in this study, a new modification is made to
overcome this problem.

Conventionally, the AHE is evaluated as shown in Equation (1), where, r refers
to the pixel with grey level value for new images, P (r) refers to the probability
density, x refers to the mean of the image and σ refers to the standard deviation
of the image. As per the improved concept, the AHE is modelled as shown in
Equation (2).

PS(s) ds = Pr(r) dr, (1)

PS(s) ds = Pr(r) dr +G(x), (2)

G(x) =
1√
2πσ2

e−
x2

2σ2 . (3)

The pre-processed frames are implied as frpr.

4.2 Watershed Segmentation

When it comes to extracting regions from images, watershed segmentation [37] is
a more effective and simpler method. As outlined below, there are several steps
involved in the watershed segmentation process.

Step 1: Image simplification: This process helps smooth out the image and elimi-
nates the noise interference.

Step 2: Calculation of morphological gradient image (MGI): The gray change in
an image is reflected by the MGI gr(f) [38] that is formulated as in Equation (4),
wherein s is a sign of the structuring component, Θ stands for the eroding
conversion and + is a sign of the dilating conversion.

gr(f) = (s+ f)− (sΘf). (4)

Step 3: This floating-point image f g(f) of activity is calculated according to Equa-
tion (5).

f g(f) =
gr(f) ∗ gr(f)

255.0
. (5)
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Step 4: Obtain the initial segmentation results similar to the watershed approach.
The segmented images are implied as frseg.

4.3 Feature Extraction

From frseg, various features can be derived. The extracting features assist in iden-
tifying the most valuable characteristics and removing those that are no longer
relevant. A description of the derived features is provided below.

4.3.1 LTXOR Features

The LTXOR pattern [39] uses seven different texton shapes to generate the texton
images. As a preliminary step, the image is split into overlapping blocks of 2 × 2,
which are referred to by the name B1. The gray value positions are referred to as P ,
Q, R, and S for the purpose of examination. According to the shape of the texton,
the subblocks are modeled as described in Equation (6).

Tx(Y, Z) =



1, B1(P ) = B1(Q)&B1(R) ̸= B1(S),

2, B1(Q) = B1(S)&B1(P ) ̸= B1(R),

3, B1(R) = B1(S)&B1(P ) ̸= B1(Q),

4, B1(P ) = B1(R)&B1(Q) ̸= B1(S),

5, B1(P ) = B1(S)&B1(Q) ̸= B1(R),

6, B1(Q) = B1(R)&B1(P ) ̸= B1(S),

7, B1(P ) = B1(Q)&B1(R) = B1(S),

8, B1(P ) ̸= B1(Q) & B1(R) ̸= B1(S).

(6)

The center of every pixel and its neighbors are collected on a texton image.
After the texton image has been computed, an XOR function is applied between
the center texton and its neighbors. LTXOR patterns are typically calculated as
shown in Equation (7). To obtain more precise content-oriented outputs, certain
modifications are made to the existing LTXOR. Based on the improved concept, the
LTXOR is calculated in accordance with Equation (8), where, HMw denotes the
weighted harmonic mean formulated in Equation (9), N refers to the overall weight,
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wi refers to the weight randomly selected among 1 and 2.

LTXORG,L =
G∑
l=1

2l−1 × f̃3(Tx(bl)⊗ Tx(ba)), (7)

ILTXORG,L =
G∑
l=1

2l−1 × f̃3(Tx(bl)⊗ Tx(ba))

HMw

, (8)

HMw =

∑n
l=1wi∑n
l=1

wi

yi

, (9)

f̃3(y ⊗ z) =

{
1, if y ̸= z,

0, else.
(10)

In Equation (10), ⊗ points to the XOR function amid the variables, Tx(ba)
points to the texton shape for the centre pixel ba, and Tx(bl) points to the tex-
ton shape for neighbour pixel bl. In addition, the particular image of the texton
is malformed to the maps of the LTXOR within 0 to 2p̃−1. In the LTXOR cal-
culation, it specifies the total map using the histogram construction as in Equa-
tion (11).

HisLTXoR(m) =

T1∑
J=1

T2∑
k=1

f̃2(LTXoR(j̃, k̃), m̃); m̃ ∈ [0, (2p̃ − 1)]. (11)

The extracted LTXOR features are specified as feILT .

4.3.2 BoW

Bag of words (BoW) [40] is most likely used as a feature representation scheme for
the still images and the videos in HAR. The bag of visual words, also known as the
BoW, is a symbolic scheme used to symbolize the documents for retrieval purposes.
The scheme was implemented to retrieve videos and images. BoW features are
indicated by the expression feBOW .

4.3.3 MoBSIFT

MoBSIFT interest point detection is similar to the working of a MoSIFT [41] de-
tector. It behaves as a temporal expansion of the well accepted SIFT [42] model.
Scale invariant feature transform (SIFT) established by Lowe is the most accepted
scheme to find the feature descriptors and key points (interest points). In SIFT, the
key points were the spatial interest points recognized by building the difference of
Gaussian (DoG) pyramids and after that local extremes of the DoG imageries were
found across the neighbouring scales. The interest point detection is mathematically
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depicted as shown in Equations (12) and (13).

O(a, b, σ) = g(a, b, σ) ∗ frse(a, b), (12)

U(a, b, σ) = O(a, b, lσ)−O(a, b, σ). (13)

In Equations (12) and (13), O(a, b, σ) refers to the scale spacing of the input im-
agery frse(a, b) attained by convolving it with the variable scale Gaussian, g(a, b, σ)
and U(a, b, σ) refers to the DoG of the input imagery. The extracted MoBSIFT
features are denoted by feSLBT .

4.3.4 Proposed Method for Fusion of Features

A Bi-LSTM and Bi-GRU variant of the RNN classifiers are trained using the ex-
tracted multi-features:

f = feILT .feBOW .feSIFT . (14)

4.4 Human Activity Classifcation

The Bi-GRU and Bi-LSTM classifiers have been used in the proposed work to classify
human activities. The performance of the HAR was tested using both the individual
classifiers as well as the combination of these classifiers. The Bi-LSTM and Bi-GRU
variants of the RNN classifiers are used in this study to classify the feature vectors f
from Equation (14). As the recurrently connected nodes are present in the hidden
layers of the RNN, its internal states are capable of remembering inputs from several
past timestamps.

4.4.1 Bi-GRU Variant of RNN Based Recognition

The Bi-GRU [40] uses exceptional gates (ut), known as reset and update gates for
the declining gradient dispersion with smaller loss. The ut substitute input and
forget gate of the LSTM, which depict the preservation degree of the preceding
data. The proposed architecture of the Bi-GRU variant of the RNN for HAR is
illustrated in Figure 6.

ut = µ(Wu.(Rt−1, Feat) + fu). (15)

In Equation (15), µ points out the sigmoid activation function among 0 and 1,
Feat stands for the input matrix at time step t, Rt−1 stands for the hidden state at
the prior time step t − 1. Wu stands for the weight matrix of ut and fu stands for
the bias matrix of ut. The rt regulates the amount of chronological data that has to
be ignored which is revealed in Equation (16), wherein, Wr characterizes the weight
matrix of rt and fr symbolizes the bias matrix of rt.

rt = µ(Wr.(Rt−1, Feat) + fr). (16)



Ensemble Based Feature Extraction and Deep Learning Classification Model 977

Figure 6. Proposed architecture of Bi-GRU variant of RNN for HAR in the present work

The hidden candidate state is exposed in Equation (17), wherein, tanh stands
for the activation function. fR and WR stand for the bias matrix and weight matrix
of the new cell state, * stands for the dot multiplication function. As a result, the
output (Rt) implies linear disruption amid Rt−1 and (R̃t).

R̃t = tanh(WR.(Rt−1 ∗ rg, Feat) + fR), (17)

Rt = (1− ut) ∗Rt−1 + ut ∗ R̃t. (18)

The forward and backward GRUs capture the prior and forthcoming facts of the

input data. The Bi-GRU is devised as shown in Equation (19), wherein,
←−
Rt and

−→
Rt correspond to the hidden state of backward and forward GRU in that order, Ct
corresponds to combining technique of the outputs at two directions.

Y t = Ct(
←−
Rt,
−→
Rt). (19)

4.4.2 Bi-LSTM Variant of RNN Based Recognition

The Bi-LSTM classifier [39] covers a series of recurrent LSTM cells. The Bi-LSTM
cells include the “forget gate, input gate, and output gate”. Let, the variables be
the hidden and cell state. The proposed architecture of the Bi-LSTM variant of the
RNN for the HAR is illustrated in Figure 7.

(Xt, Dt−1, Zt−1) and (Zt, Dt) designate the input and output layer. At cer-
tain times, the output, input and forget gate implies Ot, It, Ft. The Bi-LSTM
primarily uses Ft to sort the information. Ft is formulated as shown by Equa-
tion (20).

Ft = σ(JIFXt + LIF + JZFZt−1 + LZF ). (20)

In Equation (20), (JZF , LZF ) and (JIF , LIF ) points out the weight and bias
constraint to map the hidden and input layers to forget that the gate and activation
function is signified by σ. The input gate is exploited by the Bi-LSTM as revealed
in Equations (21), (22) and (23), wherein, the (JZG, LZG) and (ZII , LII) imply the
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Figure 7. Proposed architecture of Bi-LSTM varient of RNN for HAR in the present work

weight and bias constraint to map the hidden and input layers to It.

G(t) = tanh(JIGXt + LIG + JZGZt−1 + LZG), (21)

It = σ(JIIXt + LII + JZIZt−1 + LZI), (22)

Dt = FtDt−1 + ItGt, (23)

Ot = σ(JIOXt + LIO + JZOZt−1 + LZO), (24)

Zt = Ot tanh(Dt). (25)

The Bi-LSTM cell obtains a hidden-layer from the output gate as shown in Equa-
tions (24) and (25), in which, (JZO, LZO) and (JIO, LIO) represent the weight and
bias to map the hidden and the input layer to Ot.

4.4.3 Proposed Approach of Combining Bi-GRU
and Bi-LSTM Variants of RNN Classifiers

The purpose of this section is to demonstrate how Bi-LSTMs and Bi-GRU variants
of RNN can be combined to produce more accurate predictions from the individual
class probabilities. In this process, both Bi-LSTMs and Bi-GRU variants of RNN
are simultaneously trained with f and then combined with the probabilistic output
of Bi-LSTMs and the probabilistic output of Bi-GRU using DST [43], as shown in
Figure 8.

Fusion using DST. A DST of evidence is different from statistically based com-
bination methods in that it is capable of representing lack of knowledge and uncer-
tainty. This is quite important in the context of classifier combinations, since each
classifier generally possesses a certain degree of uncertainty related to its perfor-
mance. The DST method utilizes gradient descent learning to minimize the mean
square error (MSE) between the output of a training set and the target output [43].
An illustration of a DST-based method is provided below.
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Figure 8. The proposed technique of fusing the Bi-LSTMs and Bi-GRU variants of RNN
classifiers

Suppose C = {C1, C2, . . . , Cn} is a finite set of exclusive classes. There is a mass
function M that is defined on the power set of C, represented by P (C), which maps
onto [0, 1]. ∑

M(x) = 1, x ⊆ C and M(ϕ) = 0, (26)

P (C) = 2|C|. (27)

In Equation (27), P (C) denotes the number of elements. The belief function bel is
defined in terms of Equation (28), which refers to the probabilistic lower bound.

bel(x) =
∑

M(y);∀x ⊆ C,where y ⊆ x and y ̸= ϕ. (28)

In addition, the plausibility function pf is defined using Equation (29), which
represents the probability that all the evidence does not contradict x.

pf (x) =
∑

M(y);∀x ⊆ C,where y ∩ x ̸= ϕ. (29)

pf (x)− bel(x) denotes the imprecision associated with subset x of C.
Using Equation (30), let us assume that two mass functions M1 and M2 derived

from two independent sources can be combined to form a consonant mass function
MC.

MC(z) =

∑
x∩y=z M1(x)×M2(y)

1−
∑

x∩y=ϕ M1(x)×M2(y)
. (30)

5 EXPERIMENT RESULTS AND DISCUSSIONS

In this section, an evaluation of the proposed activity recognition approach based
on different metrics including overall accuracy, precision, and recall is presented.
The different benchmark datasets including the UCF-ARG, UCF-101, Hollywood2,
and HMDB51 are used to evaluate the proposed approach. The performance of
the proposed model is compared with the performance of the state-of-the-art mod-
els for activity recognition. It is implemented and evaluated in Python 3.9.7 on
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a Windows 11 operating system (64 bit) using an Intel Core i7 processor (11th gen-
eration) and a 12GB GeForce Titan X graphics processing unit (GPU). For all the
four datasets, the experiments were conducted using a stratified sample of 70% for
training and 30% for testing. An explanation of the parameters evaluated, the re-
sults of each dataset, and a comparison with the current state-of-the-art techniques
are provided below.

5.1 Hyperparameters Bi-GRU and Bi-LSTM Variants of RNN Classifiers

This study presents a Bi-LSTM model that has two hidden layers (optimal values).
There are two hidden layers, the first of which processes the input sequence forward
and the second of which processes it backward. A stochastic gradient descent (SGD)
optimization technique has been used to determine the optimal number of hidden
layers. In addition, there are 64 memory blocks that are recurrently connected in the
hidden layers. A ReLU activation function has been applied to each memory block.
The gates were activated using a sigmoid activation function. The softmax activation
function has been used to activate the neurons in the output layer. There are
three hidden layers in the Bi-GRU model, two of which process the input sequences
forward and one of which processes the input sequences backward. This model uses
the sigmoid functions for the control reset gate and the update gate, whereas the
functions are used for the hidden state. The activation function at the hidden layer
is the ReLU.

Bi-LSTM and Bi-GRU variants of the RNN accept a 128 by 128 dimensional
feature vector as input. Based on the RMSprop optimizer algorithm with a learn-
ing rate of 0.0001, both networks have been optimized to minimize the categorical
cross-entropy losses. A variety of the memory blocks, epochs, and batch sizes have
been experimented with for each hidden layer of the Bi-LSTM and Bi-GRU. In this
study, the optimal values of the various hyperparameters of the RNNs have been
determined, as shown in Table 2.

5.2 Classification Results Using Bi-GRU Variant of RNN

Bi-GRU have been trained and tested on data using varying epochs, block sizes,
and batch sizes. The accuracy of the proposed HAR system using the Bi-GRU
variant of RNN classifiers is presented in Table 3. Based on Table 3, it can be seen
that LSTMs with small batch sizes produce better recognition results. Additionally,
Table 3 demonstrates that hidden layer 3 has improved recognition performance
over hidden layer 1.

The performance of the HAR system using the Bi-GRU variant of the RNN
classifier on UCF-101, Hollywood2, and HMDB51 dataset are given in Table 4.
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Hyperparameters
Search Optimal
Space Value

Bi-LSTM hidden layer 1–3 2

Bi-GRU hidden layer 1–3 3

Memory blocks in the first Bi-LSTM hidden layer 32–64 64

Memory blocks in the second Bi-LSTM hidden layer 32–64 32

Memory blocks in the first Bi-GRU hidden layer 32–64 64

Memory blocks in the second Bi-GRU hidden layer 32–64 32

Memory blocks in the third Bi-GRU hidden layer 32–64 64

Batch size in Bi-LSTM hidden layer 20–40 30

Batch size in Bi-GRU hidden layer 10–20 10

Epochs 100–300 200

Learning rate 0.0001–0.0002 0.0001

Table 2. Optimal set of values of the various hyperparameters used in the Bi-LSTM and
Bi-GRU variants of the RNN classifier

Hidden Layer Blocks Epochs Batch Size Accuracy

1 32 100 10 96.7%
20 96.3%

200 10 96.9%
20 96.7%

64 100 10 97.3%
20 96.5%

200 10 97.2%
20 96.8%

2 32 100 10 97.6%
20 97.4%

200 10 98.1%
20 97.8%

64 100 10 98.1%
20 95.1%

200 10 97.4%
20 98.1%

3 32 100 10 98.2%
20 97.8%

200 10 98.1%
20 97.9%

64 100 10 98.3%
20 98.1%

200 10 98.9%
20 98.3%

Table 3. Accuracy of the proposed HAR system using the Bi-GRU variant of the RNN
classifier [UCF-ARG dataset]
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Metric UCF-101 Hollywood2 HMDB51

Accuracy 95.2% 98.3% 77.6%

Precision 88.9% 72.5% 69.3%

Recall 85.1% 68.6% 66.2%

Table 4. Performance of the HAR system using the Bi-GRU variant of the RNN classifier

5.3 Classification Results Using Bi-LSTM Variant of RNN

Bi-LSTMs have been trained and tested on data using varying epochs, block sizes,
and batch sizes. The accuracy of the proposed HAR system using the Bi-LSTM
variant of RNN classifiers is presented in Table 5. Based on Table 5, it can be seen
that hidden layer 2 has improved recognition performance over hidden layer 1.

The performance of the HAR system using the Bi-LSTM variant of the RNN
classifier on UCF-101, Hollywood2, and HMDB51 dataset are given in Table 6.

5.4 Classification Results by Combining the Bi-GRU
and the Bi-LSTM Variant of the RNN Classifier

Based on the proposed classifier combination discussed in Section 4.4.3, the activ-
ity recognition rates are presented in this section. On the UCF-ARG dataset, the
performance of the Bi-GRU and Bi-LSTM variants of the RNN classifiers was evalu-
ated. Using the Bi-GRU and Bi-LSTM variants of the RNN classifiers, the proposed
HAR system was analysed, as shown in Table 7.

Three evaluation metrics were used to evaluate the proposed technique. The
accuracy, precision, and recall for each dataset was calculated to assess the positive
predictive value and sensitivity of the proposed technique. The results can be found
in Figure 9.

Figure 9. Evaluation of the proposed technique using accuracy, precision, and recall
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Hidden Layer Blocks Epochs Batch Size Accuracy
1 32 100 20 95.7%

30 96.1%
40 95.6%

200 20 95.9%
30 96.3%
40 95.7%

300 20 95.5%
30 95.9%
40 95.4%

64 100 20 96.3%
30 96.5%
40 96.1%

200 20 96.5%
30 96.7%
40 96.3%

300 20 96.1%
30 96.3%
40 95.9%

2 32 100 20 96.4%
30 96.9%
40 96.3%

200 20 96.7%
30 97.4%
40 96.4%

300 20 96.2%
30 96.6%
40 96.2%

64 100 20 96.7%
30 96.9%
40 96.5%

200 20 96.9%
30 97.1%
40 96.7%

300 20 96.5%
30 96.7%
40 96.3%

3 32 100 20 96.2%
30 96.7%
40 96.1%

200 20 96.5%
30 97.2%
40 96.1%

300 20 95.9%
30 96.3%
40 96.0%

64 100 20 96.4%
30 96.6%
40 96.2%

200 20 96.6%
30 96.9%
40 96.5%

300 20 96.2%
30 96.4%
40 96.0%

Table 5. Accuracy of the proposed HAR system using the Bi-LSTM variant of the RNN
classifier [UCF-ARG dataset]
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Metric UCF-101 Hollywood2 HMDB51

Accuracy 94.9% 97.9% 77.2%

Precision 88.1% 72.1% 68.6%

Recall 84.6% 69.2% 67.2%

Table 6. Performance of the HAR system using the Bi-LSTM variant of the RNN classifier

Metric Bi-GRU Bi-LSTM Fusion (Bi-GRU+Bi-LSTM)

Accuracy 98.9% 97.4% 99.8%

Precision 97.6% 96.3% 98.9%

Recall 98.3% 97.7% 98.5%

Table 7. Overall performance analysis of the proposed HAR system by combining the Bi-
GRU and Bi-LSTM variant of the RNN classifier [UCF-ARG]

5.5 Comparison with the State-of-the-Art Results

As shown in the Table 8, some existing HAR systems available in the literature
are compared to the proposed system. To evaluate the performance of the existing
systems, the same datasets (UCF-ARG, UCF-101, Hollywood2 and HMDB51) were
used similar to the state-of-the-art study.

6 CONCLUSION AND FUTURE WORK

In this study, an HAR scheme was developed that enabled video-to-frame conver-
sion and AHE could be accomplished through a pre-processing step. In addition,
watershed segmentation was performed, and features such as LTXOR, MoBSIFT,
and BoW were extracted from the segmented images. A motion, shape, and texture
feature was used to represent an activity in a selected shot. A novel deep learn-
ing model was developed to classify the human activities that combine Bi-GRU
and Bi-LSTM variants of RNNs. To verify its effectiveness, the proposed system
was extensively tested using different accuracy matrices for four benchmark activity
recognition datasets. Due to its ability to process video streams in near real time,
its low time complexity, and high detection accuracy, the system was considered
suitable for industrial applications. Based on the empirical results, the proposed
approach appears to be robust in the context of an HAR. As a result of this ap-
proach, it is possible to identify the activity of a single individual within a video.
Further research will be conducted on individual and group activities for the HAR
in the future. In addition, the multi-view datasets and complex datasets will be
examined to recognize the activities.
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Reference Classifier(s)
Used

UCF-101 Hollywood2 HMDB51 UCF-ARG

Mliki
et al. [44]

LSTM – – – 99.5%

Subra-
manian
et al. [45]

Deep genetic
model

– 98.42% – 81.40%

AlDahoul
et al. [46]

Stochastic gradi-
ent descent

– – – 98%

Burghouts
et al. [47]

SVM – – – 93%

Ullah
et al. [48]

LSTM 94.45% 69.5% 72.21% –

Ullah
et al. [3]

DS-GRU 95.5% 71.3% 71.3% –

Xin
et al. [49]

LSTM 85.3% 63.1% 58.2% –

Li et al. [50] Bi-LSTM 94.2% – 70.4% –

Yang
et al. [51]

3D-CNNs and bi-
directional hier-
archical LSTM

94.8% – 71.9% –

Wang
et al. [52]

temporal seg-
ment network

94.2% – 69.4% –

Mahasseni
et al. [53]

RLSTM 86.9% – 55.3% –

Liu
et al. [54]

Hierarchical clus-
tering

76.3% – 51.4% –

Ke
et al. [55]

descriptor ap-
proaches

– 64.60% – –

Lan
et al. [56]

Multi-skIp Fea-
ture Stacking

89.1% 68% 65.4% –

Islam
et al. [57]

SVM – 87% – –

Hou
et al. [58]

FASNet, MIFS,
SVM

– 78.1% – –

Proposed
system

Fusion of Bi-
GRU and Bi-
LSTM

96.8% 98.9% 78.2% 99.8%

Table 8. An analysis of the comparative performance with a limited number of studies
already available
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