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Abstract: A particularly useful assessment tool for evaluating uncertainty and dealing with fuzziness 

is the Fermatean fuzzy set (FFS), which expands the membership and non-membership degree 

requirements. Distance measurement has been extensively employed in several fields as an essential 

approach that may successfully disclose the differences between fuzzy sets. In this article, we discuss 

various novel distance measures in Fermatean hesitant fuzzy environments as research on distance 

measures for FFS is in its early stages. These new distance measures include weighted distance 

measures and ordered weighted distance measures. This justification serves as the foundation for the 

construction of the generalized Fermatean hesitation fuzzy hybrid weighted distance (DGFHFHWD) 

scale, as well as the discussion of its weight determination mechanism, associated attributes and 

special forms. Subsequently, we present a new decision-making approach based on DGFHFHWD and 

TOPSIS, where the weights are processed by exponential entropy and normal distribution weighting, 

for the multi-attribute decision-making (MADM) issue with unknown attribute weights. Finally, a 

numerical example of choosing a logistics transfer station and a comparative study with other 

approaches based on current operators and FFS distance measurements are used to demonstrate the 
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viability and logic of the suggested method. The findings illustrate the ability of the suggested 

MADM technique to completely present the decision data, enhance the accuracy of decision 

outcomes and prevent information loss. 

Keywords: Fermatean hesitant fuzzy set; hybrid weighted distance measure; exponential entropy; 

normal distribution weighting 
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1. Introduction 

1.1. Uncertainty 

In mathematics, fuzzy sets (FSs) are an extension of the notion of a crisp (or classical) set that 

allows for partial membership. An element in traditional set theory either belongs to a set or it does 

not. Many notions, however, are not that cut-and-dry in reality, and whether or not a concept belongs 

to a set may just be a question of degree. However, in the actual world, many notions are not as cut 

and dry, and belonging to a group may be dependent on one’s degree of involvement in that set. FSs 

provide us the ability to describe this kind of partial membership by allowing us to give each element 

in the set a degree of membership that may range from 0 (not a member at all) to 1 (completely a 

member). Although a number between 0 and 1 is often used to express the degree of membership, it 

is possible to use other scales as well. When there is no obvious border between members and non-

members, as there is with fuzzy sets, it is beneficial to depict complicated or ambiguous notions 

using fuzzy sets. Some examples of such concepts are “tall” and “heavy”. Artificial intelligence [1], 

decision analysis [2], control theory [3] and pattern recognition [4] are just a few of the numerous 

domains in which they are employed. 

A decision-making process known as multi-attribute decision-making (MADM) involves 

contrasting and evaluating several possibilities in light of various specific criteria or characteristics. 

Business, engineering and public policy are just a few of the fields where the MADM is helpful. 

Using the MADM approach, decision-makers first determine the pertinent features that are essential 

for evaluating the options under discussion. These factors include, but are not restricted to, things 

like cost, quality, dependability, availability and a host of other things. How important a feature is to 

the decision-making process will decide the weight or significance score that is often assigned to 

each characteristic. Decision-makers then assess the alternatives in relation to each aspect using a 

variety of methodologies, such as scoring [5], ranking [6] and pairwise comparison [7]. The 

selections are then ranked or given a final score based on the combined findings of these 

investigations. With MADM, a variety of techniques and tactics are employed. Some of these are the 

analytical hierarchy process (AHP) [8], simple additive weighting (SAW) [9] and technique for order 

Preference by similarity to an ideal solution (TOPSIS) [10]. When there are several options and 

factors to consider, the MADM process may be challenging. However, it is a potent instrument for 

making decisions that might assist ensure that conclusions are founded on a thorough and rigorous 

evaluation of all pertinent factors.  

Mathematical models, such as multivariate adaptive regression splines (MARS) [11], artificial 

neural networks [12] and linear regression (LR) [13], are the most widely used techniques for 

processing data and making predictions. It may be a challenging procedure for decision-makers to 

measure a collection of qualities with accurate values because of the growing uncertainty and 

ambiguity of the information, as well as the complexity and changeability of the decision-making 

environment in real life. As a consequence of this, more decision-makers have a tendency to employ 

fuzzy values rather than actual numbers to analyze the information before making judgments. 

Fuzziness was integrated with a variety of mathematical models or approaches, which led to the 

development of new fuzzy mathematical methods. Zadeh [14] is credited with being the first person 

to suggest the idea of FSs. The research of fuzzy theory has made progress, and numerous new 

concepts and models of expansions of FSs have been developed. Atanassov [15] created the idea of 
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intuitionistic fuzzy set (IFS). He included the non-membership degree to represent the disagreement 

of evaluators, which is referred to as a generalization of FSs. The extensive implementation of IFS 

theory in a variety of different disciplines has proved the advantages of the theory when it comes to 

coping with uncertainty [16–18]. Then, Yager and Abbasov [19] presented Pythagorean fuzzy set 

(PFS), extended the constraint requirement of the IFS to the sum of the squares of the membership 

and non-membership degrees being less than 1, and improved the capacity of FSs to characterize 

uncertainty. PFS theory has been extensively applied to a wide variety of MADM disciplines, with 

several publications focused on information aggregation operators [20,21], decision-making methods 

[2,22], correlation coefficient [23], information measures [4,24] and other related topics. 

1.2. Related works 

The limitations of IFS and PFS become more noticeable when the difficulty of the issue and the 

reluctance of decision-makers increases. Assume that a person chooses to communicate his choice 

for one option over another in such a manner that the degree of satisfaction is 0.8 while the degree of 

discontent is 0.7. In this scenario, it is very clear that 0.8 + 0.7>1, as is the case with 0.8^2 + 0.7^2>1. 

The requirements of IFS and PFS make it difficult to resolve such situations. Therefore, the 

Fermatean fuzzy set (FFS), which is a useful tool for representing uncertainty and was first presented 

by Senapati and Yager [25], has emerged as a more generic fuzzy set for the purpose of addressing 

MADM issues. The FFS extends the requirement to include situations in which the total number of 

cubes representing degrees of membership and non-membership is less than or equal to one. When 

compared to IFS and PFS, it can lessen the limits placed on the degrees of membership and non-

membership, enhance the capacity to capture uncertainties and cope with a greater degree of 

ambiguity. Thus, a growing number of scholars have shown interest in FFS as it is considered a more 

effective tool for solving problems with insufficient information. It has been effectively implemented 

in a number of different study domains, such as aggregation operators [26,27], distance measures 

[28,29], similarity measures [30], decision-making procedures [31,32] and so on. From the existing 

literature, FFS has made significant advances in theory and practice in recent years, although a 

comprehensive theoretical system need to be developed. The research filed should be enlarged and 

developed, and the decision-making method of FFS needs to be further improved. To enrich the 

theoretical research of FFS, this work discusses different distance measures under the Fermatean 

hesitant fuzzy environment and creates a new MADM approach based on the provided distance 

measure. 

Despite FFS has addressed some of the issues that plagued IFS and PFS, they are still unable to 

accurately portray the reluctance of decision-makers to provide assessment data. Torra [33] initially 

developed the notion of the hesitant fuzzy set (HFS), which enables the membership degree of an 

attribute belonging to a HFS to include a set of potential values. HFS can solve the subjective 

hesitation of evaluators and is widely used in MADM problems [34]. Since its appearance, various 

traditional fuzzy sets have been combined with HFS to propose new fuzzy concepts and models, 

such as an intuitionistic hesitant fuzzy set (IHFS) [35], interval-valued hesitant fuzzy set (IVHFS) 

[36], a Pythagorean hesitant fuzzy set (PHFS) [37] and hesitant q-rung orthopair fuzzy set [38,39]. 

Recently, some scholars introduced the HFS into Fermatean fuzzy environment and achieved some 

results, which are listed in Table 1. From Table 1, the combination of FFS and HFS has received the 

interest of some scholars, but it is in the initial stage. To expand the theoretical research of Fermatean 
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hesitant fuzzy sets (FHFSs), we provide several distance measures of FHFSs and establishes a 

decision-making model based on the developed distance measure to solve the MADM problem with 

unknown attribute weights.  

Table 1. Some related works under the Fermatean hesitant fuzzy environment in recent years. 

Content Method Attribute weights References 

Hamming distance measure of 

FHFS 

FHF-VIKOR MADM 

method 

Given in advance Mishra et al. [40] 

Fermatean hesitant fuzzy weighted 

average and geometric operator 

MCDM method The maximum deviation 

principle 

Kirisci [41] 

Some weighted operators of 

FHFSs 

TOPSIS method Given in advance Khan et al. [42] 

A new score function of FFS and 

the definition of hesitant 

Fermatean fuzzy sets (HFFSs) 

A hesitant Fermatean fuzzy 

CoCoSo method 

Given in advance Lai et al. [43] 

The weighted Bonferroni mean 

and Einstein weighted Bonferroni 

mean operators of HFFSs 

MADM method Given in advance Wang et al. [44] 

The prioritized Heronian mean 

operator of FHFSs 

MADM method The weights with priority 

information are calculated 

using special formula 

Ruan et al. [45] 

Some Choquet integral ordered 

aggregation operators of FHFSs 

MADM method The λ-fuzzy measure is used 

to observe the impact of 

different values of lambda on 

the decision result 

Sha and Shao [46] 

Various distance measures and 

aggregation operators of interval-

valued HFFSs 

A hybrid conventional 

complex proportional 

assessment (COPRAS) 

method 

Given in advance Mishra et al. [47] 

Four types of correlation 

coefficients for FFSs were 

developed and expanded to 

include correlation coefficients 

and of interval-valued FHFSs 

MCDM method Given in advance Demir [48] 

As an important information integration tool for MADM, distance measure can reflect the 

difference between complex fuzzy information or different fuzzy sets. Therefore, there is a lot of 

discussion about how to provide actual distance measure for FSs. Distance measure has been 

combined with various classical decision-making techniques and often used in many fuzzy settings 

and fields, such as pattern analysis [49], medical diagnosis [50], linear Diophantine fuzzy sets [51], 

Fermatean fuzzy linguistic term set (FFLTS) [52], etc. In particular, linear Diophantine fuzzy sets are 

a new extension of FSs. By taking additional reference or control parameters into account, the sum of 

membership and non-membership degrees in linear Diophantine fuzzy sets can be greater than 1. 

Therefore, the research on this fuzzy set has achieved some results in recent years, and several 

scholars have studied its application in decision-making. Under the Fermatean fuzzy environment, 
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Liu et al. [52] constructed a new similarity measure between FFLTS and combined the cosine 

similarity measure and Euclidean distance measure to obtain a corresponding distance measure. Yang 

et al. [53] presented a novel decision-making framework based on Fermatean fuzzy integrated 

weighted distance measure and TOPSIS approach. Kirisci [54] presented new metrics of distance and 

cosine similarity amongst FFS. Genie [55] established a number of different innovative distance 

measurements for FFSs by using t-conorms. Deng and Wang [56] suggested two unique distance 

measures for FFSs, one based on the Hellinger distance, and the other based on the triangular 

divergence. Both of these measures are based on the Hellinger distance. In their study on the quality 

of low-carbon cities, Zeng et al. [57] established a unique comprehensive framework that was based 

on TOPSIS and Fermatean fuzzy hybrid weighted distance measure. Therefore, there is a significant 

theoretical void in regards to the distance measurements for FFSs, and very few articles have 

investigated it; therefore, it is an area that merits being discussed and investigated further. In 

conclusion, some studies on FFSs in recent years are shown in Table 2. 

Table 2. Some related works on information measures for FFSs in recent years. 

Information measures Method References 

Some similarity and distance measures between 

FFLTS, including the weighted cosine similarity 

measure, the weighted generalized distance measure 

and the weighted distance measure 

MCDM with TODIM and 

TOPSIS methods 

Liu et al.[52] 

The Fermatean fuzzy ordered weighted average and 

Fermatean fuzzy integrated weighted average 

distance measures 

MCDM with TOPSIS method Yang et al.[53] 

Several new cosine similarity and distance measures 

for FFS 

MADM with TOPSIS method Kirisci [54] 

Some novel distance measures using t-conorms and 

knowledge measures for FFS 

MCDM method Ganie [55] 

The distance measure based on the Hellinger 

distance and the triangular divergence of FFS 

MADM method Deng and Wang [56] 

The hybrid weighed distance measure between 

different FFS 

MADM with TOPSIS method Zeng et al. [57] 

The ordered weighted distance measure (OWD) and a method for determining the weights of 

OWD measures were first developed by Xu and Chen [58]. Unlike traditional distance measures, 

OWD takes into account the impact of position weights on the aggregation results and it has the 

ability to dynamically weaken or strengthen certain positions to arrive at a choice that is more logical. 

OWD measure has been further developed into other forms and extended to various fuzzy settings as 

a result of its efficiency in data processing. These forms include linguistic continuous OWD [59], 

induced OWD [60], ordered weighted averaging distance measure [61] and so on. However, OWD 

measure only considers the importance of attribute weights, so it is limited to decision-making 

problems with attribute location information. Then, the hybrid weighted distance (HWD) measure 

developed by Xu and Xia [62] accurately captures the significance of aggregated data and its location 

and effectively expands the application of OWD. A novel risk prioritization model was developed by 

Liu et al. [63] and it makes use of interval 2-tuple HWD measure. The hybrid weighted Pythagorean 
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fuzzy distance measure was introduced by Zeng et al. [64], who then used it to study a new TOPSIS 

model. Ding et al. [65] created a Tomada de decisao interativa multicriterio (TODIM) dynamic 

emergency decision-making approach based on HWD that operates in an environment that is 

probabilistically uncertain and reluctant. Zeng et al. [66] develops a novel comprehensive framework 

based TOPSIS and Fermatean fuzzy hybrid weighted distance measure for low-carbon city quality. 

1.3. Motivation 

To summarize, the investigation into FFSs is only at its preliminary phases at this point. The 

vast majority of theoretical accomplishments are centered on aggregation operators, whereas just a 

few research are concerned with distance measurements. There has not been much study done on 

FHFS, and the theoretical underpinnings of the system have not even been defined yet. It is of major 

academic value to research novel distance measures for FHFSs, particularly distance measures that 

include attribute weight and position weight. This is because the distance measure is a crucial 

instrument for expressing the degree of difference that exists between a number of different FSs. In 

this study, we extend the HWD measure to the Fermatean hesitant fuzzy environment and develops 

different distance measures based on the FHFS in order to cover the necessary theoretical gaps that 

have been identified. Following this step, a combination attribute weighting mechanism that makes 

use of the exponential entropy is built. The weighting of the normal distribution is also taken into 

consideration when determining the position weight. After that, a new generalized Fermatean 

hesitant fuzzy hybrid weighted distance measure is created, and its relevant features and special 

forms are examined. This distance measure is denoted by the acronym DGFHFHWD. The exponential 

entropy and the normal distribution weighting both contribute to the development of this novel 

distance measure. It is able to remove the impact of excessively big or excessively tiny variations on 

the outcomes of the decision-making process, as well as handle the issue of subjective and objective 

weight allocation. In addition to that, we put out an original MADM methodology that is derived 

from DGFHFHWD and the TOPSIS method. This DGFHFHWD-TOPSIS approach is able to effectively 

make full use of the existing information from the original data, take into consideration the effects of 

attribute and position weights and provide results that appropriately represent the gaps between the 

evaluation schemes. In conclusion, a numerical example taken from the industry of logistics and 

transportation is used to demonstrate the viability of the suggested technique as well as the rationale 

behind it. The discussion then moves on to examine how much of a role the parameter had in 

determining the rankings. 

The following is a list of the primary contributions that this paper makes: 

In this paper, we use Fermatean hesitant fuzzy numbers to describe the evaluation information 

and considers the subjective hesitancy of experts to make the decision more realistic. 

New distance measures for FHFSs are developed, such as the weighted distance measure 

(DFHFWD), the OWD measure (DFHFOWD) and the HWD measure (DFHFHWD). These new distance 

measures are all denoted by their respective abbreviations. 

For the purposes of weight processing, we make use of the exponential entropy weighting 

approach for determining attribute weight and the normal distribution weighting method for 

determining position weight, respectively. 

A generalized Fermatean hesitant fuzzy hybrid weighted distance, abbreviated as DGFHFHWD, is 

described. This distance measure takes into account the significance of aggregating data as well as 
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the location of the data, and its associated features and special forms are examined. 

A MADM model that is constructed on the basis of DGFHFHWD and TOPSIS is what is going to 

supply an acceptable assessment approach for picking out the logistics transfer station.   

The following describes the structure of this paper’s organization. In Section 2, we go over 

some of the most fundamental definitions of the various forms of FSs. Previous distance 

measurements between HFS are discussed in Section 3, as well as some new distance measures that 

have been defined in the context of the Fermatean hesitant fuzzy environment. The fourth section 

provides an illustration of a novel Fermatean hesitant fuzzy TOPSIS MADM technique based on a 

generalized Fermatean hesitant fuzzy hybrid weighted distance measure as well as a demonstration 

of the method’s particular phases. Following this, a numerical example pertaining to the logistics and 

transportation business as well as a comparative study of parameter are carried out in order to test the 

rationale and efficiency of the technique that are discussed. 

2. Generalized Fermatean hesitant fuzzy hybrid weighted distance measure 

2.1. Basic concepts 

In this section, some basic concepts related FHFS for the understanding of proposed work are 

discussed. 

Definition 1. [40] Let  be a universe of discourse. A FHFS  in  is an object of the following form 

 (1)  

where and  are nonempty finite 

subsets of , denoting several possible membership and non-membership degrees of  belonging 

to . The condition  holds for  with  and . 

, 

is named as the set of membership degrees of  on .  

For convenience, this paper regards  as a FHFN and takes  for the set of all 

FHFNs. 

To compare different FHFNs further, the scoring function and the accuracy function were 

defined, and specific comparison methods were proposed accordingly. 

Definition 2. [41] Let ,  and  are the cardinal numbers of the set  and . 

Then the scoring function  and the accuracy function  are defined as follows: 
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 (2)  

 (3)  

Let , , then 

(1) If , then . 

(2) If , then the accuracy function is further compared. 

(ⅰ) If ，then ; 

(ⅱ) If ，then . 

2.2. Fermatean hesitant fuzzy distance measures 

This paper first develops several distance measures of FHFSs and supposes 

. In general, the cardinal number of different sets is not equal, 

that is, . The above sets should have the same cardinal 

number to ensure the rationality of the calculation. To solve this problem, considering the varying 

risk preferences of decision-makers, Xu and Xia [62] proposed some fuzzy sets with small extending 

cardinal numbers and equalized the cardinal number of the two sets by adding new elements. The 

details are as follows: 

From the optimistic perspective: adding multiple large elements to the set with a small cardinal 

number. 

From the pessimistic perspective: adding multiple small elements to the set with a small 

cardinal number. 

The following distance measures for HFSs are defined through the above processing. 

Definition 3. [34] Let  and  be two HFSs in a nonempty set . 

The normalized hesitant Hamming distance between  and  is defined as follows: 

 (4)  
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The normalized hesitant Euclidean distance between  and  is defined as follows: 

 (5)  

The normalized generalized hesitant distance between  and  is defined as follows: 

 (6)  

where  and  denote the  largest element of the set  and .  is termed as 

the cardinal number of  ,  and . 

The above-mentioned distance measures of HFSs all involve the difference operation of the 

 largest element in  and , indicating that the elements in the sets are 

sorted in ascending or descending order and subtracted from the elements of the same position. 

Therefore, to maintain the overall coordination, the elements in the rest of this paper are added by 

default from a pessimistic perspective and represented by simplified symbols. The elements in the 

sets of the membership, non-membership and hesitancy degrees are arranged in ascending order. 

Example 1. Let  and  be two FHFNs. To fully 

reflect the fuzzy information and consider the hesitancy of  and , this paper adds the information 

of indeterminacy degree, then 

, 

 

Add the smallest element to  and  from a pessimistic perspective, then 

 , 

, . 

Definition 4. Let  and  be two FHFSs with , 

,  and  are, respectively, the number of elements in  and . 
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Then, the distance between  and  is given as: 

 (7)  

where  is the set of hesitancy degrees and satisfies the following 

condition that . 

Example 2. Let  and  be two FHFSs. Add the 

information of indeterminacy degree, we have 

 

 

Add the smallest element to  and  from a pessimistic perspective, then 

 

 

Then, the distance between  and  can be calculated 

 

= 

 

 

Lemma 1. Let , , then 

 (8)  

Proof. Let . 

If , , then , , . 

It is easy to get 
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. 

If , , then , . 

(1) If , then  

 

 

If , then 

 

. 

If , ，then , , . 

So we have 

 

. 

If ， ，then , . 

(1) If , then 

 

. 

(2) If ，then 

 

. 

In conclusion,  holds permanently in all 

of the above cases.  

Theorem 1. For ,  and . 

(1)  and , if and only if ; 

(2) ; 

(3) .  
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Proof.  

(1) For , it is easy to see that 

 

  

 

 . 

According to Lemma 1,  holds for 

. We have 

. 

(2) The equation is obviously true and the proof process is omitted here. 

(3)   

( +  

+  

( ) 

+ (  ) 

. 

Then, several distance measures of FHFS are defined based on the aggregation operator theory. 

Definition 5. Let  and  be two FHFSs in 

, the weighted distance measure between  and  is a mapping 

 with , which has the following form: 

 (9)  
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where the weighting vector of elements is  with  and  

To relieve the impact of excessively large or excessively small deviations on the decision results, 

Xu and Chen [58], inspired by the OWA operator, proposed an ordered weighted distance measure 

that is extended to the Fermatean hesitant fuzzy environment in this paper. 

Definition 6. Let  and  be two FHFSs on a 

nonempty set  with . An ordered weighted distance measure 

between  and  is a mapping  that has an associated weighting 

 with  and , such that 

 (10)  

where  is any permutation of , which satisfies the following condition: 

. Here,  

considers the attribute positions and therefore weights the ordered positions of each distance measure. 

The importance of the position of aggregated elements has been reflected in the weighting 

vector of , which is essentially the same as the weighting method of the OWA operator. 

Xu [67] summarized multiple weight-determining methods of OWA operators and proposed a 

weighting method based on the normal distribution. Normal distribution weighting can reduce the 

influence of abnormal information on decision results and obtain a more objective result by giving 

less weight to abnormal elements. Thus, it is a helpful tool for determining the weight of FHFOWA 

operators. 

As two distance measures of FHFSs,  and are similar to the 

intuitionistic fuzzy weighted average (IFWA) operator and intuitionistic fuzzy ordered weighted 

average (IFOWA) operator proposed by Xu [16]. The difference is that the weight of the former 

reflects the importance of aggregated data, whereas the weight of the latter reflects the importance of 

positions. Because the two previously mentioned distance measures have apparent shortcomings, this 

paper further proposes a hybrid weighted distance measure under the Fermatean hesitant fuzzy 

environment by combining the attribute and position weights.  

Definition 7. Let  and  be two FHFSs on a 

universe of discourse  and . Then, 
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 (11)  

is called as a hybrid weighted distance measure between  and  on a mapping 

, where  represents the ith largest of the weighted 

distance  with ,  denotes 

the weighting vector of distance  with  and . 

 is the position weighting vector of  with  and . For 

, (  is any permutation of  ( , 

which leads to the following conclusion： 

. 

Theorem 2. (1) If the attribute weighting vector of elements is , 

then  

. (12)  

(2) If the position weighting vector of elements is , then 

. (13)  

Definition 8. Let  be a universe of discourse.  and 

 are two FHFSs in  with . A generalized hybrid weighted 

distance measure between and is a mapping  such that 

 (14)  

where  represents the position weighting vector of  with  and 

. Furthermore, 
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 (15)  

where  denotes the weighting vector associated with distance  

with  and .  is any permutation of , such that 

. 

The distance  has some special forms when parameter  selects different 

values.  

Theorem 3. (1) When ,  will be reduced to . That is, 

 (16)  

where  is called a Fermatean hesitant fuzzy hybrid weighted Hamming distance. 

When , a Fermatean hesitant fuzzy hybrid weighted Euclidean distance is given as: 

 (17)  

In addition, Theorem 1 yields the following conclusions based on the properties of hesitant 

fuzzy distances. 

Theorem 4. Let  and  be two FHFSs, then the  has the following properties: 

(1) ; 

(2) , if and only if ; 

(3) . 

3. Fermatean hesitant fuzzy TOPSIS method 

3.1. Fermatean hesitant fuzzy MADM problems 

When numerous qualities or criteria need to be taken into account at once, the process is known 

as multi-attribute decision-making (MADM). In many different disciplines, such as business, 

engineering, economics and public policy, this kind of decision-making is typical. MADM entails 

assessing and contrasting several options depending on how well they perform against a variety of 

features or criteria. AHP, TOPSIS, preference ranking organization method for enrichment 
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evaluations (PROMETHEE) and more methodologies and approaches are available for MADM. The 

decision-makers’ tastes and the difficulty of the situation determine the strategy to choose. By 

offering a structured method to take into account many factors and objectively assess options, 

MADM aids in addressing complicated decision-making circumstances. 

The scheme provided by the invited experts is suitable for solving MADM problems where the 

sum of the squares of the maximum membership degree and non-membership degree is less than 1. 

However, when dealing with the actual situation, the provided scheme may be difficult to deal with 

problems where the sum of the squares of the maximum degree of membership and non-membership 

is greater than 1. Decision-makers may have certain biases against the DM process, be hesitant about 

certain vital factors, or lose significant DM information provided by experts. Therefore, it is 

important to consider the weights of different factors simultaneously and broaden the application 

scope of DM methods. To solve this problem, this paper employs FHFNs to represent attribute values, 

which can broaden the range of the membership and non-membership degrees and make full use of 

the existing evaluation information. 

For MADM problems under the Fermatean hesitant fuzzy environment, let 

 be the finite set of alternatives and  be the set of 

attributes. Assume that the evaluation value of alternative  concerning 

attribute  is a FHFN . The associated weighting vector of 

attributes is that satisfies  and , which can be 

predetermined by experts and determined by an optimized model or the entropy weighting method. 

In this paper, the attribute weight is determined using the Fermatean hesitant fuzzy exponential 

entropy hybrid weighting method. The Fermatean hesitant fuzzy decision matrix  can 

be represented as the following matrix form: 

. 

Inspired by the literature [68], the attribute weights are obtained by defining the exponential 

entropy of FHFS and using the principle of minimizing information entropy. 

Definition 9. Let  be a FHFN, then the exponential entropy of  is defined as: 

 (18)  

where  and .  and  denote, respectively, the cardinal 

numbers of  and . 
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Example 3. Let  be a FHFS, then the exponential entropy of  is given 

as: 

 

3.2. The TOPSIS method and process based on generalized Fermatean hesitant fuzzy hybrid 

weighted distance measure 

Aiming at the attribute weights in the process of information aggregation, scholars have 

proposed multiple methods to determine the attribute weights, including criteria importance through 

intercriteria correlation (CRITIC) [22], AHP [8], entropy weighting [68], best-worst method (BWM) 

[69], coefficient of variation method (COV) [70], social network analysis [71] and so on. AHP and 

BWM are common subjective weighting methods. The original data is obtained by experts according 

to their subjective experience and preference, lacking an objective basis and easily leading to 

decision bias. CRITIC comprehensively measures the weight based on the comparison strength of 

evaluation indicators and the conflict between different indicators, which is only applicable to the 

situation where the data is stable and there is a certain correlation between evaluation indicators. 

COV determines the weight according to the variation degree between the current value of the 

evaluation indicator and the target value and has certain requirements for the selection of indicators, 

that is, the importance of each indicator is equal. 

Compared with AHP and BWM, entropy weighting method is not affected by subjective factors 

and reduces the influence of subjectivity on decision results. Compared with CRITIC and COV, 

entropy weighting is based on the idea of information entropy, and can objectively reflect the 

difference and importance of different indicators. It is more suitable for the situation where the 

correlation between indicators is weak. In this paper, the Fermatean hesitant fuzzy index is 

constructed according to the actual data information, and then the information entropy minimization 

principle and entropy-revised G1 combination weighting are used to calculate the attribute weight. 

According to the minimization principle of information entropy, the information entropy is 

. 

Calculate the differential coefficient  of the th indicator. For the th indicator, 

the smaller the difference of , the larger . When all of the th indicators are equal, 

= =1, then  is of no effect. Further, the more obvious the difference in the 

values of th indicator, the smaller , and the greater the role of this indicator. Therefore, 

the differential coefficient is defined as: 
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. (19)  

The larger , the more important this indicator. 

Then, the importance of indicators in the set of alternatives is ranked by experts. After that, the 

differential coefficient of the  indicator is calculated according to the ranking results, and the 

ratio of the importance  of adjacent indicators  and  is also determined. 

 (20)  

According to the given results, the weight of the  indicator under this criterion, which 

is denoted as , is calculated as well. 

. (21)  

Using the weight  mentioned above, the weights from indicator , indicator 

,..., up to the second indicator are calculated: 

  (22)  

where  represents the entropy-revised  combination weighting of the indicator  under 

this criterion. 

Considering the influence of different types of attributes on decision results, the decision matrix 

should be normalized further. The normalized decision matrix with  

is determined as follows: 

For cost-type attributes: , ; 

For benefit-type attributes: , . 

For convenience, this paper adds the elements of the set with a smaller cardinal number from a 

pessimistic perspective while keeping the cardinal number of the membership and non-membership 

degrees of each alternative with respect to each attribute the same. Let  and 

be the cardinal numbers of the membership degree and non-membership 



2741 

AIMS Mathematics  Volume 9, Issue 2, 2722–2755. 

degree of each alternative concerning attribute , respectively. Then 

. 

The positive and negative ideal solutions are determined after processing the information on 

each attribute. Let  and  be the positive and 

negative ideal solutions, respectively. Then 

 with and 

.  

 with  and 

. 

This paper proposes a novel method based on  and the TOPSIS method for 

solving Fermatean hesitant fuzzy MADM problems. The specific steps are listed below: 

Step 1. Establish the Fermatean hesitant fuzzy decision matrix. Based on the attribute information, 

the exponential entropy of attributes  is obtained, then the final attribute weight 

 is calculated using the entropy-revised combination weighting. 

Step 2. Normalize the Fermatean hesitant fuzzy decision matrix and complement the cardinal 

numbers of the sets. From a pessimistic perspective, the smallest elements are added to the set with 

smaller cardinal numbers. Then, the cardinal numbers of the membership and non-membership 

degree sets regarding each attribute can be the same. 

Step 3. Determine the positive and negative ideal solutions  and . 

Step 4. Combining with normal distribution weighting, the distances between alternative  with 

respect to criterion  (denoted by ) and the positive ideal solution ,  and the negative ideal 

solution , respectively represented as  and , are 

calculated. 

Step 5. Based on  and in Step 4, the distances  and 

 are determined according to Definition 8. 
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. (14)  

Step 6. Compute the closeness  of the alternatives, which is defined as: 

. (23)  

The priority order of the alternatives  is determined by the rankings of 

. The bigger the closeness , the better the alternative .  

4. An illustrative example of Fermatean hesitant fuzzy MADM problems 

4.1. Numerical example 

COVID-19 has had a significant impact on global economic development since 2020. From the 

overall isolation of the epidemic to today’s precise isolation, it is inextricably linked to the logistics 

and transportation industries. As an important bloodline of the national economy, the logistics and 

transportation industry has made great contributions to the development of various regions and 

industries affected by the epidemic. With the normalization of the epidemic, the risks faced by the 

logistics and transportation industry have become increasingly diverse, and the control of national 

governments may adjust at any time. The logistics industry should actively seek new ways to adapt 

to the development. Suppose the risk control of a certain path is carried out in logistics planning. In 

that case, it is very likely to cause irreparable losses to terminal warehousing and distribution, as well 

as a significant impact on the enterprise and transportation industries. The advantages of traditional 

efficient transportation and low inventory management are diminishing in the era of the epidemic. It 

is worthwhile to investigate how to reduce the risks encountered by enterprises at all stages of the 

supply chain through management DM methods. In this section, a numerical example of evaluating a 

collection of transfer stations is illustrated. The project aims to select an ideal transfer station among 

those available and expand it into a local transportation hub center that can provide logistics 

companies with a choice of transfer stations.  

Suppose W is a famous logistics company, needs to expand its local market share due to the 

rapid business development. Let  be a set of transit stations for selection. 

Now some experts are invited to evaluate each transmit station from the perspective of logistics 

operation management according to the four attributes  listed below: 

Transportation and Distribution Management ( ), Warehousing and Materials Management 

( ), Loading, Unloading and Handling Management ( ), Circulation and Processing 
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Management ( ). The evaluation information of four transfer stations with respect to each 

attribute is represented by FHFNs. For example, the experts express their satisfaction degrees and 

dissatisfaction degrees of with respect to the attribute Transportation and Distribution 

Management ( ) by some numbers between [0,1]. The higher the value of the satisfaction 

degree, the more satisfied, and the higher the value of the dissatisfaction degree, the less satisfied. 

Suppose the importance ranking of the attributes given by the experts is as follows: 

. Since different experts may have different opinions, the final result after 

negotiation is that the satisfaction degree is 0.2 and 0.6 and the dissatisfaction degree is 0.3 and 0.5. 

Therefore, the evaluation value of the alternative  with respect to attribute  can be 

denoted as a FHFN . Similarly, the assessment information of the 

rest alternatives is determined by , as shown in Table 3. 

Table 3. Fermatean hesitant fuzzy decision matrix. 

     

 〈{0.4,0.6},{0.3,0.5}〉 〈{0.6,0.8},{0.4,0.5}〉 〈{0.7,0.8},{0.4,0.5}〉 〈{0.5,0.7,0.8},{0.3}〉 

 〈{0.4,0.5},{0.2,0.7}〉 〈{0.3,0.4,0.5},{0.7}〉 〈{0.3,0.4},{0.7,0.9}〉 〈{0.6,0.9},{0.4,0.6}〉 

 〈{0.3,0.5,0.7},{0.8}〉 〈{0.7,0.8},{0.4,0.5}〉 〈{0.7,0.8,0.9},{0.5}〉 〈{0.5,0.8},{0.6,0.7}〉 

 〈{0.5,0.7,0.8},{0.4}〉 〈{0.3,0.7},{0.6,0.8}〉 〈{0.6,0.7},{0.6,0.8}〉 〈{0.6,0.7},{0.6,0.8}〉 

 〈{0.7,0.9},{0.4,0.6}〉 〈{0.8,0.9},{0.2,0.5}〉 〈{0.6,0.7,0.8},{0.7}〉 〈{0.4,0.7},{0.6,0.7}〉 

Step 1. Normalization of the decision matrix is unnecessary because each attribute belongs to the 

benefit type. Then, calculate the exponential entropy  of each attribute. 

 

Then, , ,  and . 

Calculate the attribute weight by the Fermatean hesitant fuzzy 

exponential entropy hybrid weighting method, then . 

Step 2. Compute the scoring function and accuracy function of the attribute values in Table 1, and 
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then the cardinals of each set are supplemented from a pessimistic perspective and the positive and 

negative ideal solutions  and  are determined, as shown in Table 4. For example, the smallest 

values in the membership degree set of  and  are 0.4 and 0.6, respectively. Therefore, when 

completing the cardinal number of each set, 0.4 and 0.6 are, respectively, added to the corresponding 

membership degrees so that the number of elements in all membership sets are three. Since the 

number of elements in the membership set of  and  is the maximum of two, there is no need to 

complete the cardinal number of the non-membership set. 

Table 4. The normalized processed Fermatean hesitant fuzzy decision matrix. 

     

 〈{0.4,0.4,0.6},{0.3,0.5}〉 〈{0.6,0.6,0.8},{0.4,0.5}〉 〈{0.7,0.7,0.8},{0.4,0.5}〉 〈{0.5,0.7,0.8},{0.3,0.3}〉 

 〈{0.4,0.4,0.5},{0.2,0.7}〉 〈{0.3,0.4,0.5},{0.7,0.7}〉 〈{0.3,0.3,0.4},{0.7,0.9}〉 〈{0.6,0.6,0.9},{0.4,0.6}〉 

 〈{0.3,0.5,0.7},{0.8,0.8}〉 〈{0.7,0.7,0.8},{0.4,0.5}〉 〈{0.7,0.8,0.9},{0.5,0.5}〉 〈{0.5,0.5,0.8},{0.6,0.7}〉 

 〈{0.5,0.7,0.8},{0.4,0.4}〉 〈{0.3,0.3,0.7},{0.6,0.8}〉 〈{0.6,0.6,0.7},{0.6,0.8}〉 〈{0.6,0.6,0.7},{0.6,0.8}〉 

 〈{0.7,0.7,0.9},{0.4,0.6}〉 〈{0.8,0.8,0.9},{0.2,0.5}〉 〈{0.6,0.7,0.8},{0.7,0.7}〉 〈{0.4,0.4,0.7},{0.6,0.7}〉 

 〈{0.7,0.7,0.9},{0.4,0.6}〉 〈{0.8,0.8,0.9},{0.2,0.5}〉 〈{0.7,0.8,0.9},{0.5,0.5}〉 〈{0.6,0.6,0.9},{0.4,0.6}〉 

 〈{0.3,0.5,0.7},{0.8,0.8}〉 〈{0.3,0.4,0.5},{0.7,0.7}〉 〈{0.3,0.3,0.4},{0.7,0.9}〉 〈{0.6,0.6,0.7},{0.6,0.8}〉 

Step 3. According to Definition 12, the distances between each attribute value  and ,  and  

can be calculated respectively. The results are as follows: 

 

 

Step 4. Use normal distribution weighting to compute the position weighting vector of , 

which is given as . Then the distances between each attribute and 

the solutions  and  are calculated when parameter .  

First, arrange  in descending order to calculate , 
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which is shown as follows: 

 
Similarly, it is easy to get 

 

 

 

 

 

 

 

 

 

Step 5. Calculate the closeness of each alternative, then , , , 

, . The ranking result is listed below: 

. 

4.2. Parameter analysis 

As shown in Table 5, the ranking will change when the parameter  selects different values. 

That is, the value of parameter  in  has a significant impact on the decision 

results. When , the ranking is , while when , the 

result is . With the increase of , the closeness of  and 

 decreases to varying degrees, whereas the closeness of ,  and  

increases gradually. Particularly, when , the sorting results tend to be stable and the 

distinction between different alternatives becomes smaller with the increase of . In addition, as 

can be seen from Table 3, the alternative  always scores the lowest, which is consistent with 

the fact that the attribute values of  in Table 1 are relatively small in all cases. Therefore, the 

decision approach based on the distance  is reasonable and stable, and it can 

sufficiently satisfy the multiple purposes and demands of different decision-makers. 
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Table 5. The ranking results of  with different values. 

 The closeness of all alternatives The ranking results 

 (0.6063,0.0028,0.5524,0.1517,0.9993)  

 (0.6061,0.0368,0.5565,0.2929,0.9797)  

 (0.6052,0.1572,0.5683,0.4057,0.8601)  

 (0.6035,0.2436,0.5847,0.4443,0.7596)  

 (0.5997,0.3047,0.6052,0.4604,0.7006)  

 (0.5908,0.3514,0.6160,0.4636,0.6791)  

 (0.5822,0.3739,0.6154,0.4635,0.6792)  

 (0.5700,0.3941,0.6137,0.4639,0.6872)  

The graphically comparison of ranking results for different values of λ is given in Figure 1. 

 

Figure 1. Graphically comparison of ranking results for different values λ. 

4.3. Comparative analysis 

In this section, we contrast and analyze the approach employed in this article with several 

Fermatean fuzzy DM algorithms that have recently been published, as stated in Table 6, in order to 

demonstrate its viability.  

Yang et al. [53] proposed Fermatean fuzzy integrated weighted average distance (FFIWAD) 

measure and presented the FFIWAD-TOPSIS method to assess the green low-carbon port evaluation 

of five major ports in China. Kirişci [54] introduced new cosine similarity and Euclidean distance 

measures for Fermatean fuzzy sets, and used the suggested FFDMT-DMω
FFS and FFDMT-DMFFS to 

compute the separation of each alternative between positive ideal and negative ideal solutions. 

Mishra et al. [40] proposed a MADM method based on FHFS and the modified VIKOR method that 

can overcome the drawbacks of the existing MADM methods. The authorss of [25] looked at the 

Euclidean distance between two FFSs and developed a Fermatean fuzzy TOPSIS (FF-TOPSIS) 

approach to select a site for a house based on this information. Hamacher operations and FFS were 
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merged by Hadi et al. [29] to create the Fermatean fuzzy Hamacher hybrid weight averaging 

(FFHHWA) operator. Literature [26] introduced two new weighted aggregation operators: Fermatean 

fuzzy weighted average (FFWA) and Fermatean fuzzy weighted geometric (FFWG) operators, and 

proposed a MADM method with Fermatean fuzzy imformation based on these operators. 

Table 6. A comparison of the existing Fermatean fuzzy decision methods. 

 The closeness of all alternatives The ranking results 

DGFHFHWD (0.5997,0.3047,0.6052,0.4604,0.7006)  

FFIWAD-TOPSIS [53] (0.6070,0.2953,0.6129,0.4047,0.7671)  

FFDMT-DMωFFS [54] (0.3991,0.6832,0.3894,0.5952,0.2734)  

FFDMT-DMFFS [54] (0.3961,0.6592,0.4104,0.5909,0.2769)  

FHF-VIKOR [40] (0.5008,0.5090,0.4899,0.5117.0.4233)  

FF-TOPSIS [25] (-1.4576,-2.7835,-1.1789,-2.1386,-0.4433)  

FFHHWA-MADM [29] (0.3643,-0.5475,0.4235,0.3387,0.4569)  

FFWA-MADM [26] (0.2215,-0.1353,0.1143,0.0200,0.2226)  

FFWG-MADM [26] (0.2146,-0.1293,0.1151,-0.0066,0.2253)  

The graphically comparison of the rankings of different Fermatean fuzzy decision methods is 

shown in Figure 2. 

 

Figure 2. Graphically comparison of the exisrting Fermatean fuzzy decision methods. 

The attribute weights for FFIWAD-TOPSIS, FFDMT-DMω
FFS, FFDMT-DMFFS, FHF-VIKOR, 

FF-TOPSIS, FFHHWA-MADM, FFWA-MADM and FFWG-MADM approaches are given in 

advance. To reduce the differences between the methods, all the above methods uniformly use the 

entropy-revised G1 combination weighting to process the weight. In the following, the ranking 

orders of the alternatives obtained by different MADM approaches are demonstrated, as shown in 

Table 6. From Table 6, it can be seen that although the sorting results obtained by different methods 

are slightly different, the optimal scheme remains unchanged and the overall ranking of the schemes 

is relatively stable. In particular, in FFDMT-DMω
FFS and FFDMT-DMFFS methods, the smaller the 
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score value of the alternative, the better the scheme. Then,  with the smallest scoring result is 

still the optimal scheme. 

The MADM approaches presented in [25] and [29] cannot distinguish the ranking order of the 

alternatives sometimes when the membership or non-membership values in the calculation process 

become zero. The FFDMT-DMω
FFS and FFDMT-DMFFS cannot indicate the sorting order of options 

well when the membership or non-membership values in the calculation process become zero. 

However, when the data volume is large, FFDMT-DMω
FFS and FFDMT-DMFFS are difficult to get 

perfect results. The sorting of FFDMT-DMω
FFS and FFDMT-DMFFS proposed in the literature [54] 

are different to some extent. Among them, the second-best scheme of FFDMT-DMω
FFS is 3P

, while 

the second-best scheme of FFDMT-DMFFS is 1P
. This is because both methods have a small  , and 

when the parameter value is larger, the results obtained by the two decision-making methods are 

more similar. Specifically, the FF-TOPSIS, FFIWAD-TOPSIS, FFDMT-DMω
FFS, FFDMT-DMFFS and 

FHF-VIKOR MADM approaches are consistent with the basic framework of the proposed method. 

These methods use TOPSIS or VIKOR and different distance methods to obtain the closeness of each 

alternative. In conclusion, the worst choice of the above four methods is the same, which is 

consistent with the proposed DGFHFHWD method. However, the FHF-VIKOR MADM method has the 

disadvantage of “ranking inversion or irregular ranking”, so the worst choice becomes . 

Compared with the above methods, the MADM method based on DGFHFHWD in this paper focuses on 

the importance of each attribute information and its location and fully considers the hesitancy of 

evaluators, so both subjective and objective weight information of attributes are considered. In 

conclusion, the best alternative of the above aggregation methods remains the same, which proves 

the feasibility and rationality of the presented decision-making method in this paper. 

The decision-making methods in references [25,26,29,53,54] are based on FFS. Compared with 

FHFS, these methods fail to consider the hesitancy of the evaluators. FFS has a limited ability to deal 

with complex decision-making problems and can only use single values to express the degree of 

agreement and disagreement of evaluators. However, in many real-world decision situations, the 

evaluators are often hesitant between multiple values, and it is difficult for them to express their 

preferences with single values. The MADM method in this paper uses FHFNs to represent the 

evaluation information, which reflects the hesitancy of the evaluators between these numbers. To 

make these methods suitable for Fermatean hesitant fuzzy environment, we add the number of 

elements in the membership and non-membership sets from a pessimistic perspective, which fully 

reflects the hesitancy of the evaluators during the decision-making process. By doing so, the 

evaluators can express agreement and disagreement with multiple possible values. Therefore, when 

considering complex unwillingness, the MADM method based on HFFS is superior to that based on 

FFS. 

5. Conclusions 

For MADM problems with unknown attribute weights and FHFNs, we define several new 
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distance measures between different FHFSs, including the weighted distance measure ( ), 

the ordered weighted distance measure ( ) and the hybrid weighted distance measure 

(  Then, a new generalized Fermatean hesitant fuzzy hybrid weighted distance 

measure, which is represented as , is constructed and its related properties and special 

forms are discussed. This new distance measure is obtained according to the exponential entropy 

hybrid weighting method. It can effectively make full use of the existing evaluation information, 

solve the allocation problem of subjective and objective weight and eliminate the influence of unduly 

large or unduly small deviations on the decision results. On this basis, a modified Fermatean hesitant 

fuzzy TOPSIS method based on  is proposed, and a combined attribute weighting 

method combining exponential entropy and normal distribution weighting is constructed. Finally, the 

feasibility and rationality of the proposed MADM method are illustrated by a numerical example, 

and the influence of parameter  on the ranking results is discussed as well. Through 

comparative analysis, it is easy to see that as different values are selected, the sorting results also 

change, indicating that the values of  has a significant impact on the decision results. When 

, the sorting results tend to be stable, and the distinction between different alternatives 

descends with the increase of .  

The MADM method proposed in this paper effectively combines the TOPSIS method and the 

HWD measure under the Fermatean hesitant fuzzy environment. Not only the importance of the 

attributes is considered, but also the importance of the location of the attributes is reflected, so as to 

obtain a more scientific and reasonable decision result. Moreover, we further analyze the influence of 

the change of parameter λ in  on the closeness and decision result, helping experts 

choose the appropriate parameter according to their needs and preferences. In conclusion, the 

developed distance measures and decision method have broad application prospects and important 

theoretical value. They can enrich the theoretical system of FHFS, provide new methods and ideas 

for many DM problems and meet the increasingly complex needs of decision- makers in real life. 

However, in view of the unequal number of the membership and non-membership degrees in 

different FHFNs, this paper selects and adds the smallest value from a pessimistic perspective, which 

may increase the subjectivity during the decision process, change the original information and lead to 

DM. 

In the future, we may show the applicability of the suggested MADM method for FHFSs in 

more fields, such as green supplier selection, new product investment, project evaluation and so on. 

The developed distance measure of FFSs can not only effectively improve the defects of the existing 

TOPSIS method, but also can be extended to various classical decision methods and generations of 

FFSs, which has certain promotion value, including VIKOR, TODIM, preference ranking 
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organisation method for enrichment evaluations (PROMETHEE) [72], complex FHFSs [73] and so 

on. Furthermore, how to define the Fermatean hesitant fuzzy distance measures of dimension 

reduction [74], which can reflect the original information and solve the shortcoming of the traditional 

data completion scheme which needs to artificially add the maximum or minimum membership value, 

is a problem worthy of further research and discussion.  
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