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Abstract. An algorithm has been developed and implemented in this paper, 
which allows automating the process of forming and controlling scenarios 
for the movement of a collaborative robot (“Cobot”) through a database of 

points without specific interfaces, services, and software tools characteristic 
of each Cobot model. The unification of the developed single graphical 
interface is achieved by automating the work with Cobot controllers through 
specialised structured file formats and Robot Operation System (ROS), and 
by automatically detecting marks as movement points in the image received 
from the stereo camera using neural network-based models and image 
processing techniques. Research based on a series of experiments ensured 
the selection of the most effective image processing method and neural 
network model in terms of accuracy, speed, resource consumption.  The 

approach formalised in the paper and the graphical interface allowed to 
implement a classical set of industrial tasks of Cobot motion control. 

1 Introduction 

The use of Cobots in production automation is aimed at reducing the cost of the final product, 

improving product quality, increasing productivity, and reducing scrap rates. However, when 

installing and configuring it is necessary to take into account all information input flows, 

possible work scenarios, and factors affecting the execution of functions and movements of 
Cobot. Whereas all Cobot actions must be performed with high precision, delicacy, and 

safety. 

One of the main advantages of Cobots compared to industrial Cobots is the ability to work 

together with humans on a production line, which formed the basis for the hypothesis of 

applying a unified approach to training Cobots regardless of their manufacturer and model. 

The ability of Cobots to perform tasks in close proximity to humans allows humans in Cobot 

training to directly indicate movement points by physically placing markers in the Cobot's 

workspace. 

Table 1 presents qualitative evaluations on 6 criteria showing the advantages of Cobots 

compared to classical industrial robots. 
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Table 1. System of criteria for evaluating the efficiency of Cobots automation and industrial 
robots 

Comparison criterion Industrial robots Cobots 

Implementation in the 
production process 

Sophisticated integration Fast and easy installation 

Management and training High programming level Overall simpler 

programming up to learning 
without skills 

Mobility Fixed installation location Portable and modular 

Dimensions of the working 
area 

Substantial space 
requirement 

Minimum installation 
dimensions 

Requirements for safety 
devices 

Requires safety guards and 
protection system 

Operates without guardrails 
and with a human nearby 

Additional costs High Low 

 

As can be seen from Table 1, in cases where the payload capacity that a particular Cobot 

model has meets the requirements of an industrial task, automation with Cobots generally 

has advantages over industrial robots. Cobots are considered flexible enough in case of 
frequent changes of gripper devices are required, which in turn can be categorised into two 

types mechanical and pneumatic: 

1. A mechanical claw of various tip shapes gripping the object directly. 

2. Vacuum gripper in the form of suction cups or pumps. 

3. Pneumatic gripper with various tip shapes up to silicone tips  

Connecting the gripper to the manipulator requires positioning a point called Tool Central 

Point (TCP) in the correct position. The TCP is located at the centre of the tool attached to 

the end axis of the Cobot. Depending on the size of the tool, the TCP changes its coordinates 

accordingly, and therefore Cobot must take its new location into account when moving [1]. 

In the factory default settings, the TCP is specified for Cobot as a point on the flange of its 

end axis. Therefore, as soon as the tool is installed, it is required to change the value for TCP 

to the tool end point in the Cartesian coordinate system in the three axes X, Y, and Z. Correct 
calculation of the TCP point ensures that all coordinates of the Cobot movement points are 

correctly calculated. 

Cobots currently support two movement strategies: 

- Joint (from position to position with the geometry of this type of movement resembling an 

arc or curve); 

- Liner (along a line, the geometry of this type of movement is a straight line). 

The main feature of the Joint movement strategy is that there is no possibility to control 

the tool trajectory, which changes during the movement process. The Joint motion strategy 

is programmed at the target point and set in angular values for each axis of the Cobot. Also, 

the actual travel speed depends on the slowest axis. That is, the set speed is transferred to the 

axis that has to travel the longest distance to the target point during the movement process. 
Accordingly, the other axes move at the calculated speed so that they finish the movement 

simultaneously in time with the axis that has travelled the longest distance. 

The Liner strategy is programmed at the target point and is specified by coordinates in a 

Cartesian coordinate system. An important feature of the Liner motion strategy is the location 

of the point, which has coordinates (0,0,0), relative to the Cobot. In contrast to the Joint 

strategy, the Liner strategy specifies the overall velocity for the Cobot. The tool moves along 

a controlled trajectory. When developing and implementing the software algorithm to 

automate Cobot training, the Liner strategy is a necessary and sufficient condition. 

In general, the process of Cobot control and training tends to be combined. visual 

perception with direct motor embodiment of the received tasks [2]. Thus, at present, three 

groups of Cobots learning can be distinguished: 
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1. With general-purpose proficiency in high-level programming languages not specialised 

with respect to tasks. 

2. With proficiency in special-purpose programming languages. 

3. Without proficiency in programming languages: 

3.1. Training on a touch screen tablet in intuitive non-unique software. 

3.2. Training in the FreeDrive mode, i.e., bringing the manipulator to a given point by hand. 

The undoubted advantages of training Cobots implemented in groups 2 and 3 are the 

individuality of the provided software, which takes into account all the capabilities and 

features of each specific Cobot model. However, there is also an obvious disadvantage, which 

leads to non-uniformity of interfaces and operators-commands, which forces the expert in 

training and control to master all variants of software used in production depending on the 
Cobot model. At the same time, group 1, which requires good skills in programming 

languages, such as Python, imposes restrictions on the management and training of Cobot by 

enterprise employees without additional professional development.  

2 Research and development methods 

Software has been developed in this paper that provides control and training of Cobot without 

special programming knowledge in a unified interface that connects the merits of groups 1 

and 3 with methods of intelligent image analysis and filter-based image processing for 

automatic determination of coordinates of Cobot movement points. The software developed 

as an input information flow receives real-time data in the format of frames generated by the 

Intel RealSeanse D435 stereo camera, installed stationary with a full one-step capture of the 
entire working area of Cobot.  The stereo camera of this model gives the image frame stream 

in RGB format as well as the depth of the scene [3]. In fact, the video stream received from 

the camera is used in a combination of depth and colour data, allowing for more reliable 

detection of objects in the scene.  

The choice of Intel RealSeanse D435 camera is primarily due to its multi-platform 

support, which facilitates its integration into information systems and applications including 

ROS. However, it should be considered that it is sensitive to lighting conditions, which will 

require additional customisation at the place of its installation. Also, although the camera 

provides relatively high resolution, it may be limited compared to some other high-resolution 

cameras, which in turn will affect the accuracy of detection of small objects or details. 

It is the task of detecting a mark, the Cartesian coordinate centre of which is actually the 
point for the Cobot to move, that is central to automating the development of industrial Cobot 

task scenarios. Physically, the mark is a red plastic circle with a diameter of 3 cm, located in 

the centre of a white plastic rectangle with sides of 5 and 7 cm. 

The developed software consists of two modules:  

1. Cobot automated training; 

2. Execution of movement scenarios directly by Cobot.  

The purpose of module 1, the information flows of which are presented in the scheme in 

Fig. 1, is to solve the problem of detecting the mark and calculating the coordinates of the 

movement point by its centre. Three tasks are allocated in the course of realisation of the 

goal, which include: formation of Cobot positions by points using several methods, storage, 

and correction of the database (DB) of points. 
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Fig. 1. Units for execution for forming the database of movement points 

Fig. 1 shows that mark detection and calculation of points coordinates is performed by 

three blocks of the module:  

- Manual input. The X, Y, Z coordinate values for a point are entered into the fields of the 

graphical interface with strict validity checks at the moment of input; 

- Neural network detection. A pre-trained Single Shot MultiBox Detector (SSD) neural 

network is used to detect the label and determine the coordinates of the point from the 

parameters of the stereo camera paired via ROS with the manipulator; 

- Detection using image analysis and processing methods The approach includes work in 

HSV colour space, contour analysis and Hough transform. Communication with the 
manipulator is done through a unified protocol. 

All three blocks determine the X, Y, Z coordinates of a point in metres relative to the 

stereo camera. However, to determine the Cartesian coordinates of the movement points, a 

recalculation is required, taking into account the TCP point located on the flange of the Cobot 

itself, taking into account the offset of the TCP relative to the applied gripping tool and the 

general position of the zero point of the Cartesian coordinate system relative to the Cobot. 

The functional diagram of the second module presented in Fig. 2 shows that the purpose 

of this module is to execute the scenario directly on the Cobot controller. In fact, the task of 

the module is the sequential generation of commands for the execution of scenarios in an 

accessible format for reading by the Cobot controller. When implementing the executing unit, 

the ROS is enabled if a neural network model was used to detect movement points and for 
all other variants of mark detection, an algorithm is performed to convert the code of the 

executable script to binary form and serialise the structured data in the form of binary strings 

into Python objects that connect the work of the corresponding libraries and execute their 

commands. 
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Fig. 2. Units of execution for forming Cobot movement scripts 

In this case ROS is used in a standard way as an open-source environment for robot 

software development that provides services for creating, managing and distributing software 

code for controlling robotic systems, currently supported by Open Robotics [4]. In other 

words, the prepared nodes in ROS, which are independent processes executed at different 

stages of the scenario but interacting with each other through ROS protocols and services 
connect the control of the Cobot controller. It is the ROS when mediated by the nodes that 

undertakes the task of providing a convenient mechanism for message passing and service 

invocation between the node-nodes, which facilitates communication and integration of the 

different components of the robot. The software development used a simulation model of a 

6-axis manipulator, which is dependent on the physical parameters of the Cobot, which will 

entail additional training of the model on the motion of the manipulator as a whole when they 

change. 

To ensure that the basic linear motion functions of the Cobot model can be compared and 

matched with the points and scenarios, it is necessary to specify the conjugation of the 

functions and check the occupancy of the mandatory parameters. Fig. 3 shows a part of the 

database scheme for storing data on points, scriptss, functions and parameters of Cobot 
motion. 
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Fig. 3. Partial diagram of the database of points, scripts, and motion functions 

In addition to the data set shown in Fig. 3, the database stores information for the 
operation of the verification algorithm of Cobot movements from the point of view of not 

colliding with obstacles in the working area: the layout of the room, the area of safe 

movement of Cobot and unambiguously allowed ranges of correction in the offset relative to 

TCP of the applied capture tools. Verification takes place in several levels of safe movement 

checks with a minimum timeout of 10 ms and in case of erroneous coordinates, an immediate 

command to "freeze" the Cobot's movement takes place.  

3 Results 

Detection based on the neural network model is implemented using the SSD neural network. 

Since SSD uses convolutional layers with different filter sizes, it has a higher accuracy 

compared to, for example, Yolo. Fig. 4 shows the result of label detection by the models 
based on the pretrained SSD and Yolov8m neural networks, respectively. Tests performed 

on the detection rate showed a clear advantage of the SSD network over Yolov8m. The higher 

detection rate is also confirmed by the more frequent use of SSD for real-time object detection 

tasks. 
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Fig. 4. a) Yolov8m detection result; b) SSD detection result 

As a result of the comparative study, a pre-trained neural network SSD is selected for 

implementation in the developed software. The main objective of SSD is to simultaneously 

detect objects at different scales and abstraction levels of the input image. That is ensured by 

an architecture using convolution layers, association layers, and additional layers that 
generate predictions about object boundaries and classes. In this article, additional training is 

performed on a data volume of 500 detectable label images, which increased the average 

label detection accuracy by 12% to reach 94%. 

Fig. 5 shows the interaction scheme of the SSD neural network detection algorithm with 

the node, implemented using Real-Time Streaming Protocol (RTSP). 

 

 

Fig. 5.  Detection and control of the manipulator with neural network model 

RTSP establishes and manages media sessions between client and server devices, which 

allows clients to control data streams such as playback, pause, rewind and other functions, 

SSD Detection 
Camera 

Tag Action node 
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and supports streaming video processing [4]. It supports real-time video streaming, which 

allows neural network models to process video data as it arrives.   

To write the programme in ROS, the MoveIt library was used, the main task of which is 

robot control. It provides services for motion planning, motion execution, interaction with 

the scene and control of dynamic properties of Cobot [5, 6]. The MoveIt is used to plan the 

motion trajectory of the manipulator given the constraints of its configuration and the scene 

and execute the planned motion trajectory of the manipulator given the given constraints. 

Calculation of the distance to the centre of the detected marker is performed using the 

depth map D based on the generated set of pixel values 𝑑𝑒𝑝𝑡ℎ_𝑠𝑒𝑡 =
{𝐷(𝑥, 𝑦) | 𝐷(𝑥, 𝑦) 𝑖𝑛 𝑐𝑖𝑟𝑐𝑙𝑒}, which lie in the inner region of the detected marker. To 
determine the desired distance to the mark using formula 2, the median value is calculated 

using formula 1. 

𝑑𝑒𝑝𝑡ℎ_𝑚𝑒𝑑𝑖𝑎𝑛 = 𝑚𝑒𝑑𝑖𝑎𝑛(𝑑𝑒𝑝𝑡ℎ_𝑠𝑒𝑡)                   (1) 

𝐷𝑖𝑠𝑡𝐿 = 𝑑𝑚𝑖𝑛 +
1

255
(𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛) ⋅ 𝑑𝑒𝑝𝑡h_𝑚𝑒𝑑𝑖𝑎𝑛                       (2) 

As soon as the desired distance to the mark 𝐷𝑖𝑠𝑡𝐿 is obtained to determine specific 

Cartesian coordinate values 𝑋𝐿 , 𝑌𝐿 , 𝑍𝐿 of the marking centre, it is necessary to use the system 

of equations presented in formula 3. 

 

{
 

 𝑋𝐿 =
2𝑥−𝑊

𝑊
⋅ 𝑡𝑔 (

𝐹𝑜𝑉ℎ

2
) ⋅ 𝑍𝐿

𝑌𝐿 =
2𝑦−𝐻

𝐻
⋅ 𝑡𝑔 (

𝐹𝑜𝑉𝑣

2
) ⋅ 𝑍𝐿

𝑋𝐿
2 + 𝑌𝐿

2 + 𝑍𝐿
2 = 𝐷𝑖𝑠𝑡𝐿

2

 ,    (3) 

and here:  

 𝑥, 𝑦 determine the centre of the found circle in pixels; 

 𝑊,𝐻 – image width and height in pixels; 

 𝐹𝑜𝑉ℎ , 𝐹𝑜𝑉𝑣 – the horizontal and vertical camera viewing angles specified in the stereo 

camera model documentation.  

The search for a circle and determination of its parameters is performed using the 

HoughCircles function [7] of the computer vision library OpenCV with parameters: 

𝑚𝑖𝑛𝐷𝑖𝑠𝑡 = 0.25 ∗ ℎ𝑒𝑖𝑔ℎ𝑡(𝐼𝑅𝐺𝐵), 𝑝𝑎𝑟𝑎𝑚1 = 200, 𝑝𝑎𝑟𝑎𝑚2 = 15, 𝑚𝑖𝑛𝑅𝑎𝑑𝑖𝑢𝑠 = 20, 

𝑚𝑎𝑥𝑅𝑎𝑑𝑖𝑢𝑠 = 100. The method is run on a single channel image 𝐼𝑅𝐺𝐵,𝑖𝑛 , formed according 

to formula 4.  

𝐼𝑅𝐺𝐵,𝑖𝑛(𝑥, 𝑦) = {
𝐼𝑅𝐺𝐵,𝑔𝑟𝑎𝑦(𝑥, 𝑦),    𝐼𝑅𝐺𝐵,𝑔𝑟𝑎𝑦(𝑥, 𝑦) 𝑖𝑛 𝑐𝑜𝑢𝑛𝑡𝑜𝑢𝑟

            0,                   𝐼𝑅𝐺𝐵,𝑔𝑟𝑎𝑦(𝑥, 𝑦) 𝑜𝑢𝑡 𝑐𝑜𝑢𝑛𝑡𝑜𝑢𝑟
         (4) 

The HoughCircles function mathematically uses the Hough method to find circles [8,9]. 

The Hough method uses a voting scheme, where each point (pixel) votes for all possible 

models to which it corresponds. In the accumulation space, these votes form local maxima, 

which are used to determine the specific values of the most significant models. 

In this case, the model is a circle described by the formula (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 = 𝑟2 
where (𝑎, 𝑏) are the circle centre coordinates, 𝑟 is its radius. Thus, the circle is uniquely 

defined by three parameters < (𝑎, 𝑏), 𝑟 > which form the feature space of the Hough method. 

The set of centres of all possible circles of radius 𝑟 passing through a particular point 

forms a circle of the same radius. 

The result of circle detection by the Hough method are specific parameters  

< (𝑎, 𝑏), 𝑟 >. 

Calculation of the distance to the centre of the detected marker is performed according to 

the identical algorithm, i.e., as in the case of the neural network model the distance is 
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calculated 𝐷𝑖𝑠𝑡𝐿   by formula 2 using 𝑑𝑒𝑝𝑡ℎ_𝑚𝑒𝑑𝑖𝑎𝑛, derived from a set of pixel values 

𝑑𝑒𝑝𝑡ℎ_𝑠𝑒𝑡 in the detected region. The result of the algorithm is shown in Fig. 6.  

 

Fig. 6. Visualisation of the calculated distance to the detected marker 

The task of tag detection to determine the coordinates of the movement point was solved 

by two methods: using a pre-trained SSD neural network and based on image processing 

without an intelligent component. As a result of research conducted on more than 300 

experiments with Rozum Robotic model, Cobots revealed average comparative 

characteristics shown in Table 2. 

Table 2. Study result on tag detection methods effectiveness with and without intelligence 

Feature Neural network and ROS 

model 

HSV model and Hough 

method 

Speed of finding the tag 0.15 sec 0.03 sec 

Tag detection accuracy 94% 95.7% 

Centre accuracy 99% 97.8% 

Distance accuracy ±3mm ±6𝑚𝑚 

4 Conclusions 

Thus, the study has shown that both methods are comparable in terms of applicability in 

automating the training of Cobots, and the effectiveness of a particular method should rather 

be determined by the readiness of further application of points in motion functions, namely 

the presence or absence of tested solutions through the ROS system. Thus, when solving a 

problem in the absence of ready nodes for the manipulator in the ROS system or the 

impossibility of efficient adaptation of the ready solution to the current model, it is more 
reasonable to apply the interface module without intelligent data processing and vice versa. 
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