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Abstract. This paper discusses various machine learning techniques such 
as decision trees, Kohonen maps neural network method, and correlation 
analysis. The training of neural networks and further comparative analysis 
was carried out using a real estate price segment classification dataset. The 
overall quality of the data collected in the dataset was evaluated using the 
correlation analysis method, while the other methods were used to predict 
the target variable. The obtained data were summarized in a comparative 

table. As a result of the work done, a relatively high accuracy was obtained 
using a large number of parameters in the work of almost all methods, the 
only exception is the neural network method, which does not work very 
correctly in the selected software product 

1 Introduction 

Fast forward to today's world, machine learning is becoming more and more common in 

medicine, dentistry, manufacturing processes, etc. It can be useful in a wide variety of 

fields where human assistance is possible. Also, the use of neural networks is increasingly 

used in manufacturing to detect and evaluate faults in the early stages of development. 

Machine learning is also being used to detect environmental problems, their causes and 

consequences. [1-2] 

Various machine learning techniques allow us to develop predictive models from a 

given data set and make predictions about future outcomes. [3] The basic concept 

associated with the use of machine learning is to identify data patterns in order to make 
accurate predictions about future data. These techniques have proven to be powerful tools 

for modeling complex nonlinear behaviors in real estate pricing studies. [4,5] 

In this research, decision tree algorithms, Kohonen maps, as well as Neural Network 

method and correlation analysis were used. Decision tree - predicts the goal variable based 

on the information gained through its characteristic variables. [6] Neural Networks are used 
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to model nonlinear systems, on which a model is built to predict the value of the target 

variable. [7] 

In this study, we used a dataset related to real estate characteristics and their price 

segment to analyze the use of the methods. Real estate performs two important functions at 

the same time, it is a way of making as well as an object of use for the purpose of people 

for the purpose of recreation, residence, etc. Real estate takes part in legal, economic 

regulation of different spheres of life of people and production by the country. Now real 

estate occupies a significant role in the economy. It consists in the provision of residential 

and non-residential premises, sectoral shares in the GDP of the state, etc. Mortgage lending 

also has a strong influence on the growth of the field of apartment sales itself. 

We propose to use artificial intelligence and machine learning to solve data 
classification problems. To analyze the machine learning techniques and also to train the 

neural network, will be used to determine the price segment or price without human 

involvement in the process. This will help to automate the work with real estate valuation, 

and increase the speed of data processing while having high accuracy. [8-10] 

2 Materials and methods 

The Deductor Academic program was chosen to implement the task. It contains machine 

learning methods such as decision tree, neural networks, Kohonen maps and correlation 

analysis.  

A decision tree is a supervised learning algorithm that includes a graphical 

representation of all possible solutions. A decision tree predicts a target variable based on 
the information obtained through its characteristic variables. DTS measure the probability 

distribution of the correspondence to which a particular class belongs to. [11] 

Neural networks are used to model a nonlinear system that are able to capture complex 

relationships of data, which in the future on these relationships are able to build a model 

from which the value of the target variable will be predicted. The general view of a neural 

network is shown in Figure 1. 

 

Fig. 1. The graph of the neural network in general form. 

Kohonen Maps is a self-learning neural network that is designed to classify, organize, 
and visually represent large amounts of data. The goal is to create a model that predicts the 

value of a target variable by learning simple decision rules inferred from the characteristics 

of the data. [12] 
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Correlation is a statistical relationship between random variables in which a change in 

one of the random variables results in a change in the expectation of the other. It is 

important that the features selected in the recognition model are highly correlated with the 

target variable in order to increase the accuracy of prediction, and it will also help to 

simplify the training of the recognition model and help to increase the efficiency of 

prediction. [13, 14] 

A dataset from kaggle.com related to real estate characteristics and their price segment was 

selected as data for training neural networks and methods. The dataset includes house price 

segment with 21613 values as well as 18 attributes. Based on the attributes, an attribute of 

price class is selected which has values 0, 1 and 2 where 0 is cheap segment, 1 is medium 

segment and 2 is expensive segment. The data diagrams are shown in table 1. 

Table 1. Characteristics of dataset attributes. 

№ Attribute Minimum 

value 

Maximum 

value 

Graphical 

representation 

1 Price segment 0 2 

 
2 Bedrooms 0 33 

 
3 Bathrooms 0 88 

 
4 Living area 290 13540 

 
5 Site area 520 1651359 

 
6 Floors 1 4 

 
7 House overlooking 

the waterfront 

0 1 

 
8 Has it been 

reviewed 

 

0 4 

 
9 Condition 1 5 

 
10 Realtor appraisal 1 13 
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11 Area excluding 
basement 

290 9410 

 
12 Basement area 0 4820 

  
13 Year built 1900 2015 

 
14 Year of 

Improvement 

0 2015 

 
15 Postal code 98001 98199 

 
16 Latitude coordinate 47,1559 47,7776 

 
17 Longitude 

coordinate 

-122,519 -121,315 

 
18 Square meters of 

internal living space 
of the dwelling for 

the nearest 15 

neighbors 

399 6210 

 

19 Land area of the 

nearest 15 

neighbors 

651 871200 

 
 

All models were built and trained in Deductor Academic version 5.3. This software 

solution uses its own Neural Base library for building neural networks. 

3 Experimental part 

The research is conducted to study the function of machine learning algorithm models for 

predicting the price segment of houses and real estate to further work on selling or buying 

by human. Then compare the predicted values with the actual values and reveal the 

accuracy of the models. [15, 16] 

To determine the quality of dataset is used correlation method, it will help to find out 

which factors have the greatest significance, that is, more than 0.05, and having a weak 

dependence, therefore, more than 0.05. Correlation values show the strength of dependence 
of factors on each other. They are classified into weak (less than 0.29), moderate (0.3-0.49), 

medium (0.5-0.69) and strong (0.7 or more). It is necessary to find the factors with the 

highest dependence on the output value. The correlation analysis is shown in Table 2. 

Table 2.  Correlation analysis. 
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№ Attribute 
Correlation 

Graphical representation 

1 bedrooms 0,305 
 

2 bathrooms 0,474 
 

3 sqft_living 0,598 
 

4 sqft_lot 0,089 
 

5 floors 0,293 
 

6 waterfront 0,106 
 

7 view 0,276 
 

8 condition 0,019 
 

9 grade 0,618 
 

10 sqft_above 0,528 
 

11 sqft_basement 0,253 
 

12 yr_built 0,084 
 

13 yr_renoveted 0,095 
 

14 zipcode 0,018 
 

15 lat 0,441 
 

16 long 0,055 
 

17 sqft_living15 0,552 
 

18 sqft_lot15 0,08 
 

 

Most of the factors show non-strong dependence and almost all of the data are 

significant, indicating that the data has a normal form. 

3.1 Using different methods to categorize data. 

Kohonen map, neural network and decision tree methods were used to conduct this 

experiment.  

The result using Kohonen maps was not satisfactory and did not meet the expected 

results. The maps do not show a clear relationship between clusters, and the error using this 

method was 29.84%, which is too large an error to be used in further studies. The 

constructed maps and a fragment of the diagram of predicted values are shown in Figure 2 

and Figure 3. Figure numbers of each attribute are described in Table 3. 
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 j)                                                                k)                                                                  l) 

                                    

          
m)                                                               n)                                                                 o)  

                                     

 
p)                                                                q)                                                                  r)     

Fig. 2. Kohonen maps 
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Fig. 3. A fragment of the diagram of predicted values. 

Next, the method of neural network construction is used. The best neural network 

settings were selected for the software tool, it was 2 layers with 6 neurons on each layer. 
The color of the lines shows the weight of the neurons in this network, blue lines show the 

large weight and yellow line shows the neuron with the smallest weight in this system. The 

graph of the neural network is shown in Figure 4.   

 
Fig. 4. Neural network graph.  

Since Deductor Academic version 5.3 has limited functionality in tuning the neural 

network, when it was used, the prediction error was 64.41%, which is an unsatisfactory 

result.  

Further data processing was carried out using the decision tree method. With its help it 
is possible to see the regularities in predicting the data, it builds a mathematical model on 

the basis of which the forecast is made. It is possible to trace the influence of attributes on 

the target function, in table 3 we can see the influence of attributes. 

Table 3. Significance of attributes in the model built by the decision tree method 

№ Number and 

Figure for 

Kohonen maps 

Attribute Significance Graph 

1 15, (4o) lat 29,602  
2 3, (4c) sqft_living 21,430  
3 9, (4i) grade 19,450  
4 16, (4p) long 6,035  
5 17, (4q) sqft_living15 4,809  
6 4, (4d) sqft_lot 3,042  
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7 10, (4j) sqft_above 2,799  
8 12, (4l) yr_built 2,748  
9 14, (4n) zipcode 2,572  
10 18, (4r) sqft_lot15 1,948  
11 7, (4g) view 1,419  
12 6, (4f) waterfront 0,919  
13 2, (4b) bathrooms 0,787  
14 8, (4h) condition 0,739  
15 1, (4a) badrooms 0,614  

16 11, (4k) sqft_basement 0,537  
17 13, (4m) yr_renovated 0,335  
18 5, (4e) floors 0,213  

 
The model has a relatively low error of 6.94%, with 1500 incorrect predictions out of 

21613 records. The decision tree with incomplete branch discovery and contiguity table is 

shown in Figure 5 and Table 4. Figure 6 also shows a fragment of the predicted values 
diagram for the decision tree. 

 
Fig. 5. Decision tree with incompletely expanded branches 

The contiguity table shows correctly and incorrectly classified data in relation to the 

actual data, the main diagonal of the matrix shows the data correctly categorized into 

groups, the rest incorrectly categorized their ratio to the number of all data shows the 

percentage of error of the method. 

Table 4. Connectivity table 

 Classified 

In fact 0 1 2 Total 

0 3940 496 1 4437 

1 352 12288 213 12853 

2 6 432 3885 4323 

Total 4298 13216 4099 21613 
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Fig. 6. A fragment of the predicted value diagram for the decision tree. 

Table 5. Comparison of the accuracy of the considered methods. 

Method Kohonen maps Neural network Decision tree 

Accuracy 70,16% 35,59% 93,06% 

4 Conclusion 

To forecast the price segment of houses or real estate, various methods were used. The 

methods were evaluated using public data with real estate characteristics. Kohonen's self-

organizing map methods, neural network, and decision trees were used for forecasting. 
Decision trees are well suited for solving such a problem. The constructed mathematical 

model, for determining dependencies, has high accuracy, noticing complex 

interrelationships of attributes. In our case, the accuracy of the neural network is very low, 

which is due to the limitations of the software product chosen to solve the problem. 

Kohonen maps did not show the expected result and are not well suited for solving 

problems with a large number of attributes. 

In this work, we obtained relatively high accuracy using a large number of parameters. 

Further research can improve the results obtained in this work by adding input parameters 

using other software that will be better suited for this problem. 
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