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Abstract. The article presents several different ways to increase the 
accuracy of the numerical solution of differential equations. The comparison 
of schemes with different accuracy for the first order wave equation problem 

is presented. The schemes of the first order of upwind scheme, the second 
order of accuracy of McCormack, the third order of accuracy of Warming–
Cutler–Lomax, and the scheme of the fourth order of accuracy of 
Abarbanel–Gotlieb–Turkel were applied. The condensed computational 
grids for the McCormack scheme are used, and the results using an adaptive 
grid for the McCormack scheme were compared. 

1 Introduction 

Mathematical modeling, as one of the ways to obtain new knowledge, is today one of the 
main research methods in various fields of natural science. The movement of gas in a wind 
tunnel, the propagation of tsunami waves, the spread of plasma in a trap, weather changes 
and other numerous phenomena in science and technology are described by various 
mathematical models represented as integral or partial differential equations. Modern 
computational algorithms make it possible to solve these systems of equations with sufficient 
accuracy in two-dimensional and three-dimensional approximations when solving various 
classes of problems [1-2], considering real geometries and non-stationarity of the process [3]. 
Further progress in the development of numerical methods is associated with the 
development of new numerical algorithms and an increase in the speed and power of modern 
computer technology [1], [4-8]. 

Modern problems of mathematical physics impose various requirements on the applied 
numerical algorithms, the main of which are 

 high order of approximation (provides a more accurate solution on fairly coarse grids); 

 the stability of the algorithms, which makes it possible to carry out calculations with large 
time steps); 

 conservativeness (correct resolution of discontinuous solutions); 

 monotonicity (absence of oscillations in areas of large gradients); 

 efficiency (as minimization of the number of arithmetic operations per grid node); 
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 universality of algorithms (the possibility of their extension to multidimensional (2D, 3D 
problems); 

 adaptation of algorithms to irregular or unstructured grids; 

 the possibility of parallelization of calculations (when using several computing processors 
- cores) [9]. 

Various finite-difference schemes that can be used to solve the simplest model equations 
will be presented. We will confine ourselves to consideration of the wave equation of the first 
order. These equations are called model equations because they are used to study the 
properties of solutions to more complex partial differential equations. Thus, the heat equation 
can be considered as a model for other partial differential equations, e.g., the Navier-Stokes 
equations [10-12]. All considered model equations have analytical solutions under certain 
boundary and initial conditions. Knowing these solutions, it is easy to evaluate and compare 
the various finite-difference methods used to solve more complex partial differential 
equations. Of the many existing finite-difference methods for solving partial differential 
equations, this article describes mainly those methods that have properties characteristic of a 
whole class of similar methods. Some finite-difference methods useful for solving equations 
are not given, since they are like those described by Khakimzyanov and Chernyy [12] and 
Anderson et al. [13]. 

As one of the most popular methods of numerical solution for partial differential 
equations, the finite-difference method (FDM) has been widely utilized in seismic modeling 
[15-18] and migration [19-21]. To improve the accuracy and stability of a FDM in numerical 
modeling, many methods have been developed, including difference schemes of variable grid 
[22, 23], irregular grid [24, 25], standard staggered grid [26, 27], rotated staggered grid [28], 
variable time step [29], and implicit methods [30]. 

Since the efficiency of an algorithm must consider the central processing unit demands 
and the memory demands, a desirable algorithm must balance input/output and memory 
needs. In general, a lower-order finite-difference algorithm uses a shorter operator but 
requires more grid points; while a higher-order finite-difference algorithm uses a longer 
operator but requires fewer grids. One is the economy achieved in storage requirements at no 
extra cost of total computational time, which make it possible to compute larger models or 
higher frequency solutions within the available core memory on the computer. To increase 
efficiency and accuracy of such modeling, Crase presented an elastic finite-difference scheme 
with arbitrary-order accuracy in both space and time [31]. Liu developed finite-difference 
formulas with any even-order accuracy for any order derivative, which were used to simulate 
elastic wave propagation in two-phase anisotropic media [32, 33]. 

In this article, we select equation (1) as a model equation, which we will call the one-
dimensional wave equation of the first order, or simply the wave equation. The one-
dimensional wave equation is a linear hyperbolic equation describing the propagation of a 
wave with a velocity c along the x-axis. In elementary form, it models nonlinear equations 
describing gas-dynamic flows [34]. 

 

𝜕𝑢

𝜕𝑡
+ 𝑐

𝜕𝑢

𝜕𝑥
= 0, 𝑐 > 0 (1) 

Exact analytical solution of equation (1) with initial data 

𝑢(𝑥, 0) = 𝐹(𝑥), −∞ < 𝑥 < ∞,  

has the form 

𝑢(𝑥, 𝑡) = 𝐹(𝑥 − 𝑐𝑡).  

The discussion of the article consists of three parts. In the first part, we compare schemes 
with different accuracy for the first order wave equation problem. In the second part, we use 
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condensed computational grids. In the third part, we compare the results using an adaptive 
grid. 

For comparison, the most popular finite-difference schemes were used, such as the 
upwind scheme, the McCormack scheme, the Warming-Cutler-Lomax scheme, and the 
Abarbanel-Gotlieb-Turkel scheme. 

The main purpose of the article is to show ways to improve the accuracy of partial 
differential equations. To improve the accuracy in the article, four methods were used, 1) 
increase the accuracy of the algorithm, 2) increase the number of lattices meshes, 3) use 
condensed meshes, 4) use adaptive meshes. The article shows all these ways. 

2 Initial and boundary conditions 

At the beginning, it is necessary to find the conditions for the existence of a weak solutions 
of the wave equation (1), i.e., the necessary conditions for the existence of a solution with a 
discontinuity, as shown in Fig. 1. 

 

Fig. 1. A typical problem of discontinuity propagation. 

Let the initial function be discontinuous at the point 𝑥 ∈ (0, 𝑙].  

𝑢0(𝑥) = {
𝑢1, 𝑥 < 𝑥0
𝑢2, 𝑥 > 𝑥0

 (2) 

First, we present the results of a numerical solution of this problem on a uniform grid with 
nodes xi = ih (i = 0, ..., N) and a step h = l/N (N = 90, 450) for the following values of the 
input data: 

𝑙 = 30, 𝑥0 = 10, 𝑐 = 1, 𝑢1 = 1, 𝑢2 = 0  

For the stability of numerical schemes, the Courant-Friedrichs-Levy criterion (CFL-
criterion) was used. The CFL-criterion is a necessary condition for the stability of the explicit 
numerical solution of partial differential equations. Consequently, in many computer 
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simulations the time step must be less than a certain value or the results will be incorrect. The 
physical criterion of CFL means that a liquid particle in one time step should not move more 
than one spatial step. Or, in other words, the computational scheme cannot correctly calculate 
the propagation of a physical disturbance, which moves faster than the computational scheme 
allows "tracking", that is, one step in space for one step in time. 

|𝑢|
∆𝑡

∆𝑥
≤ 𝐶  

where Δt is a time step, Δx is a x-axes distance step, the constant C = 1 depends on the 
equation (1), but does not depend on ∆t and ∆x. In all numerical experiments, the time step 
was specified by the formula  

∆𝑡 = 𝑘
ℎ

𝑐
  

where k is the safety factor, which in the calculations was assumed to be 0.1, which ensured 
the fulfillment of the stability conditions (CFL-criterion) with a margin. 

3 Description of the schemes 

3.1 Upwind scheme 

A simple explicit scheme (Euler's method) [34] can be made stable if, when approximating 
the spatial derivative, one uses backward differences rather than forward differences in cases 
where the wave velocity c is positive. If the wave velocity is negative, then the stability of 
the circuit is ensured by using forward differences. This issue was considered in more detail 
by Anderson et al. [14] when describing the method of splitting matrix coefficients. When 
differences are used backwards, the difference equations take the form [35, 36]: 

𝑢𝑖
𝑛+1 − 𝑢𝑖

𝑛

∆𝑡
+ 𝑐

𝑢𝑖
𝑛 − 𝑢𝑖−1

𝑛

∆𝑥
= 0, 

𝑢𝑖
𝑛+1 = 𝑢𝑖

𝑛 − 𝑐
∆𝑡

∆𝑥
(𝑢𝑖

𝑛 − 𝑢𝑖−1
𝑛 ), 𝑐 > 0. 

(3) 

This difference scheme has the first order of accuracy with an approximation error of 
𝑂(∆𝑡, ∆𝑥). It follows from the Neumann stability condition that the circuit is stable for 
(∆𝑡/∆𝑥) ≤ 1[37]. 

3.2 McCormack's scheme  

The McCormack method[38] is widely used to solve the equations of gas dynamics. It is 
especially useful for solving non-linear partial differential equations. Applying the explicit 
predictor-corrector method to the linear wave equation, we obtain the following difference 
scheme: 

Predictor 

𝑢𝑖
𝑛+1̅̅ ̅̅ ̅̅ − 𝑢𝑖

𝑛

∆𝑡
+ 𝑐

𝑢𝑖+1
𝑛 − 𝑢𝑖

𝑛

∆𝑥
= 0, 

𝑢𝑖
𝑛+1̅̅ ̅̅ ̅̅ = 𝑢𝑖

𝑛 − 𝑐
∆𝑡

∆𝑥
(𝑢𝑖+1

𝑛 − 𝑢𝑖
𝑛). 

(4) 

Corrector 
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𝑢𝑖
𝑛+1 − (𝑢𝑖

𝑛 + 𝑢𝑖
𝑛+1̅̅ ̅̅ ̅̅ )/2

∆𝑡/2
+ 𝑐

𝑢𝑖
𝑛 − 𝑢𝑖−1

𝑛

∆𝑥
= 0, 

𝑢𝑖
𝑛+1 = (𝑢𝑖

𝑛 + 𝑢𝑖
𝑛+1̅̅ ̅̅ ̅̅ − 𝑐

∆𝑡

∆𝑥
(𝑢𝑖

𝑛+1̅̅ ̅̅ ̅̅ − 𝑢𝑖−1
𝑛+1̅̅ ̅̅ ̅̅ )), 

𝑂((∆𝑡)2, (∆𝑥)2) 

(5) 

Initially (predictor) is an estimate of the 𝑢𝑖
𝑛+1̅̅ ̅̅ ̅̅  value at the n+1-th time step, and then 

(corrector) is determined by the final value 𝑢𝑖
𝑛 at the n+1-th time step. Note that in the 

predictors, the derivative ∂u/∂x of the input is approximated by direct differences, while in 
the corrector, by inverse differences. It is possible to do the opposite, which can be useful in 
solving some problems. Such problems include problems with moving discontinuities. This 
scheme is stable at 𝑐∆𝑡/∆𝑥 ≤ 1. 

3.3 Warming-Cutler-Lomax scheme 

Warming et al.[39] proposed a method of the third order of accuracy, which at the first two 
time steps coincides with the McCormack method and at the third with the Rusanov method: 

Step 1 

𝑢𝑖
𝑛+1̅̅ ̅̅ ̅̅ − 𝑢𝑖

𝑛

∆𝑡
+ 𝑐

2

3
(
𝑢𝑖+1
𝑛 − 𝑢𝑖

𝑛

∆𝑥
) = 0, 

𝑢𝑖
𝑛+1̅̅ ̅̅ ̅̅ = 𝑢𝑖

𝑛 − 𝑐
2

3

∆𝑡

∆𝑥
(𝑢𝑖+1

𝑛 − 𝑢𝑖
𝑛), 

(6) 

Step 2 

𝑢𝑖
𝑛+1̿̿ ̿̿ ̿̿ = (𝑢𝑖

𝑛 + 𝑢𝑖
𝑛+1̅̅ ̅̅ ̅̅ − 𝑐

2

3

∆𝑡

∆𝑥
(𝑢𝑖

𝑛+1̅̅ ̅̅ ̅̅ − 𝑢𝑖−1
𝑛+1̅̅ ̅̅ ̅̅ )), 

𝑂((∆𝑡)2, (∆𝑥)2). 

(7) 

Step 3 

𝑢𝑖
𝑛+1 = 𝑢𝑖

𝑛 −
1

24
𝑐
∆𝑡

∆𝑥
(−2𝑢𝑖+2

𝑛 + 7𝑢𝑖+1
𝑛 − 7𝑢𝑖−1

𝑛 + 2𝑢𝑖−2
𝑛 ) −

3

8
𝑐
∆𝑡

∆𝑥
(𝑢𝑖+1

𝑛+1̿̿ ̿̿ ̿̿ − 𝑢𝑖−1
𝑛+1̿̿ ̿̿ ̿̿ )

−
𝜔

24
(𝑢𝑖+2

𝑛 − 4𝑢𝑖+1
𝑛 + 6𝑢𝑖

𝑛 − 4𝑢𝑖−1
𝑛 + 𝑢𝑖−2

𝑛 ). 
(8) 

This is an explicit three-step scheme of the third order of accuracy with an approximation 
error 𝑂((∆𝑡)3, (∆𝑥)3) that is stable at ∆𝑡/∆𝑥 ≤ 0.01, 𝜔 = 𝑐∆𝑡/∆𝑥2 − 𝑐∆𝑡/∆𝑥4. 

3.4 Abarbanel–Gotlieb–Turkel scheme  

Abarbanel et al. [40] presented a four-step scheme of the fourth order of accuracy. This 
schema looks like this: 

Step 1 

𝑢
𝑗+

1
2

(1)
=
1

2
(𝑢𝑗+1

𝑛 + 𝑢𝑗
𝑛) − 𝑐

Δ𝑡

2Δ𝑥
(𝑢𝑗+1

𝑛 − 𝑢𝑗
𝑛), (9) 

Step 2 
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𝑢𝑗
(2)

=
1

8
{10𝑢𝑗

𝑛 − (𝑢𝑗+1
𝑛 + 𝑢𝑗−1

𝑛 )} − 𝑐
Δ𝑡

2Δ𝑥
(𝑢

𝑗+
1
2

(1)
− 𝑢

𝑗−
1
2

(1) ),   (10) 

Step 3 

𝑢
𝑗+

1
2

(3)
=

1

16
{9(𝑢𝑗+1

𝑛 + 𝑢𝑗
𝑛) − (𝑢𝑗+2

𝑛 + 𝑢𝑗−1
𝑛 )}

− 𝑐
Δ𝑡

8Δ𝑥
[8(𝑢𝑗+1

(2)
− 𝑢𝑗

(2)) + 3(𝑢𝑗+1
𝑛 − 𝑢𝑗

𝑛) − (𝑢𝑗+2
𝑛 − 𝑢𝑗−1

𝑛 )], 

  (11) 

Step 4 

𝑢𝑗
𝑛+1 = 𝑢𝑗

𝑛 − 𝑐
1

96

∆𝑡

∆𝑥
[16(𝑢

𝑗+
1
2

(3) − 𝑢
𝑗−

1
2

(3) ) + 16(𝑢𝑗+1
(2) − 𝑢𝑗−1

(2) )

+ 56(𝑢
𝑗+

1
2

(1)
− 𝑢

𝑗−
1
2

(1) )− 8(𝑢
𝑗+

3
2

(1)
− 𝑢

𝑗−
3
2

(1) )] + 𝑢

∗ 𝑐
1

96

∆𝑡

∆𝑥
[10(𝑢𝑗+1

𝑛 − 𝑢𝑗−1
𝑛 ) − (𝑢𝑗+2

𝑛 − 𝑢𝑗−2
𝑛 )]. 

    (12) 

This is an explicit four-step scheme of the fourth order of accuracy with an approximation 
error 𝑂((∆𝑡)4, (∆𝑥)4), stable at 𝑐(∆𝑡/∆𝑥) ≤ 1. In Equations 8-12 at the boundary, 
extrapolation terms were used. 

When using methods of the third and fourth order of accuracy, the increase in the accuracy 
of the algorithm must be compensated by the complexity of the difference scheme. This must 
be carefully considered when choosing a method for solving a partial differential equation.  

4 Discussion 

4.1 Scheme results comparison 

In the first part, as mentioned above, we take the results in the uniform grid of Fig. 2 at 
N = 90, ∆x = 0.333. 

 

Fig. 2. Uniform mesh N = 90 

The diagrams comparing circuit versus flow with exact solutions (Fig. 3 a) and b)) show 
that the upwind scheme does not give oscillations in the numerical solution, however, due to 
the first order of approximation, it is strongly “smeared” in the vicinity of the discontinuity. 
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Fig. 3. Comparison of circuit results of numerical solution (1) for upwind circuit a) x=15 and b) x=20, 
McCormack circuit c) x=15 and d) x=20, Warming-Cutler-Lomax circuit e) x=15 and f) x=20, 
Abarbanel–Gottlieb–Turkel scheme g) x=15 and h) x=20 with exact solutions (2). 

The McCormack scheme gives oscillations in the numerical solution; however, it gives 
better results than the upstream scheme (Fig. 3 c) and d)). The Warming - Cutler – Lomax 
scheme against the flow is strongly "smeared" in the vicinity of the discontinuity (Fig. 3 e) 
and f)). Oscillations in the numerical solution also exist, but not like the McCormack scheme. 

It can be seen from Fig. 3 g) and h) that the Abarbanel–Gottlieb–Turkel scheme of 
oscillations increased in the numerical solution, but “smeared out” in the vicinity of the 
discontinuity decreased. The closest results to exact solutions give the McCormack scheme 
and the Abarbanel–Gottlieb–Turkel scheme (Fig. 4). 

 

Fig. 4. Comparison of the results of various schemes with exact solutions: 1) upwind scheme, 2) 
McCormack scheme, 3) Warming-Cutler-Lomax scheme, 4) Abarbanel-Gotlieb-Turkel scheme, 5) 
exact solution. 

To improve the accuracy of the solution, it is necessary to increase the number of grids 
in the computational domain, so now let's look at the results on a uniform grid at N = 450 
and ∆x = 0.0666 (Fig. 5). 
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Fig. 5. Uniform mesh N = 450. 

 

Fig. 6. Comparison of circuit results of numerical solution (1) for upwind circuit a) x=15 and b) x=20, 
McCormack circuit c) x=15 and d) x=20, Warming-Cutler-Lomax circuit e) x=15 and f) x=20, 
Abarbanel–Gottlieb–Turkel scheme g) x=15 and h) x=20 with exact solutions (2). 

The refining of the grid cause that the "smearing" of the numerical solution decreases, 
and the discontinuity is transmitted more accurately, while the oscillations in the numerical 
solution increase, and the calculation time also increases (Fig. 6 and 7). 

 

Fig. 7. Comparison of the results of various schemes with exact solutions in case of x = 15: 1) upwind 
scheme, 2) McCormack scheme, 3) Warming-Cutler-Lomax scheme, 4) Abarbanel-Gottlieb-Turkel 
scheme, 5) exact solution. 
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4.2 The condensed computational grids 

Now we use mesh thickening with coordinate transformation 𝑥 → 𝜉 [41]-[42]. 

𝑒 (13) 

Here  

𝐵𝑥 =
1

2𝜏𝑥
ln [

1 + (𝑒𝜏𝑥 − 1)(𝑥𝑐/𝑙)

1 + (𝑒−𝜏𝑥 − 1)(𝑥𝑐/𝑙)
] , 0 < 𝜏𝑥 < ∞,𝑥𝑐 = 15. (14) 

Where τx is the tension parameter, varying from zero to large values. Values τx = 2 were 
used. With this transformation, the spatial steps varied within the limits at τx = 2, 
0.28 < Δx < 0.43, τx = 5, 0.13 < Δx < 0.82 and τx = 10, 0.022 < Δx < 1.57 (Fig. 8). 

After the transformation, the system equation (1) changes as follows 

𝜕𝑢

𝜕𝑡
+ 𝑐

𝜕𝜉

𝜕𝑥

𝜕𝑢

𝜕𝜉
= 0.      (15) 

(a)  

(b)  

(c)  

Fig. 8. Change the tension parameter. a) τx = 2, b) τx = 5, c) τx = 10. 
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As you can see from the pictures above, the result obtained by the McCormack scheme 
is close to the exact solution. Usually, for most applications, methods of the second order of 
accuracy can be obtained with sufficient accuracy. therefore, in the following sections, we 
have used only the McCormack schema. From Fig. 9a is visible in the central part where the 
grid is thickened, the accuracy increases, and at x = 20 the result deteriorates sharply. 

 

 

(a) 

 
(b) 

Fig. 9. Comparison of the results of various condensations of the McCormack scheme for a) x = 15, b) 
x = 20 with 1) exact solution, 2) τx = 2, 3) τx = 5, 4) τx = 10. 

4.3 An adaptive grid 

In non-stationary problems, features of the solution such as zones with large gradients shift 
over time, change their position, so the non-uniform grid tracking them must be mobile [44]-
[45]. Such moving grids that adapt to the solution and consider the change in the solution 
over time are called dynamically adaptive. 

Now, we will assume that there exists some smooth non-degenerate coordinate 
transformation 
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𝑥 = 𝑥(𝜉, 𝑡), 𝑥(0, 𝑡) = 0, 𝑥(1, 𝑡) = 𝑙. (16) 

According to the law, in problem (1) we pass to independent variables ξ, t. Let v(ξ, t) = 
u(x(ξ, t), t), i.e., the function v takes the same value at the point (ξ, t) as the function u takes 
at the point (x, t), corresponding to the point (ξ,t) under the mapping conditions (16). Then, 
according to the rule of differentiation of a complex function, we obtain that 

𝜕𝑣

𝜕𝑡
+

𝑐 −
𝜕𝑥
𝜕𝑡

𝜕𝑥
𝜕𝜉

𝜕𝑣

𝜕𝜉
= 0.      (17) 

Let us describe an algorithm for solving the resulting difference problem on a moving 
grid. First, the non-uniform grid xj0 is constructed by the equidistributional method on the 
initial time layer, i.e., for n = 0. The essence of the equidistributional method is that from the 
set of possible mappings of the equation (16) one is selected that, at t = 0, is the solution to 
the boundary value problem 

𝜕

𝜕𝜉
(𝜔(𝑥, 0)

𝜕𝑥

𝜕𝜉
) = 0, 𝑥(0,0) = 0, 𝑥(1,0) = 𝑙.      (18) 

where ω(x,t) is a given control function. For definiteness, we will further assume that the 
control function is given in the form 

𝜔(𝑥, 𝑡) = 1 + 𝛼 |
𝜕𝑢

𝜕𝑡
(𝑥, 𝑡)|. (19) 

where α is the parameter of the control function. 
To calculate the coordinates xn+1, we will use the finite-difference analogue of the 

equation 

𝜕

𝜕𝜉
(𝜔(𝑥, 𝑡)

𝜕𝑥

𝜕𝜉
) = 𝛽

𝜕𝑥

𝜕𝑡
. (20) 

Where β is a positive parameter selected experimentally to reduce the oscillations of the 
grid node trajectories. For small β, the influence of this term is insignificant, and for large 
values of the parameter β, the node displacements decrease, and the grid becomes “slow-
moving”. Such a change in the grid is presented in Fig. 10, for the case of parameters α = 5 
and β = 10. 

 

Fig. 10. Change in the computational grid with a change in time. 

In the adaptive version, the McCormack scheme was also used. It can be seen from Fig. 
11 that the use of the adaptive grid does not eliminate oscillations in the numerical solution, 
but the position of the jump is transmitted better than when using a uniform grid with the 
same number of nodes in Fig. 3c and Fig. 3d. 
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(a) (b) 

Fig. 11. Comparison of McCormack's scheme for a) x = 15 and b) x = 20 in 1) adaptive grid and 2) 
exact solutions. 

Based on the comparison graphs of the McCormack scheme in simple, condensed (τx = 5) 
and adaptive grids with exact solutions (Fig. 12 a-b) it’s visible that the result when using the 
adaptive oscillation grid is reduced and the gap is described more accurately at all. 

(a)  

(b)  

Fig. 12. Comparisons of McCormack's scheme when a) x = 15 and b) x = 20 in 1) simple, 2) condensed 
(τx = 5), 3) adaptive grids and 4) exact solutions. 

All these methods for improving the accuracy were used for the problem of separated 
flow around a square cylinder in turbulent molasses. To solve this problem, the two-fluid 
model of turbulence by Z.M. Malikov[46]  was used. The physical scheme of the flow and 

-0.5

0

0.5

1

1.5

0 5 10 15 20 25 30

U

x

1

-0.5

0

0.5

1

1.5

0 5 10 15 20 25 30

U

x

1

 
 

 

, 02032 (2024)BIO Web of Conferences

AQUACULTURE 2023
https://doi.org/10.1051/bioconf/20248402032 84

12



the boundaries of the computational domain are shown in Fig. 13. Experimental results were 
taken by Lin et al [47-50]. The input constant velocity U0 was 0.535 m/s, giving a Reynolds 

number 
0ReD

U D



 of 21400. 

 

Fig. 13. Schematic diagram of the transverse flow around a square cylinder 

The main equations for studying the problem posed are the hydrodynamic equations of 
the two-fluid model[43]  for an incompressible medium. 
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    (21) 

In the given system of equations,  is the component of the average flow velocity, i  is 

the component of the relative velocity, ji
 are the effective molar viscosities, 

p
 is the 

pressure,   is the density of the medium,  is the molecular viscosity,  is the coefficient of 

friction, sC
 is the coefficient at the Saffman force,  is the strain rate, determined as follows: 

The remaining value was presented in the article[46]. In this work, for the difference 
approximation of the initial equations, the implicit McCormack's scheme was used and the 
SIMPLE control volume method was applied. 
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On fig. 14 represents the dimensionless time-averaged flow velocity along the centerline 
of the area represented by the simulation results and can be used to determine the length of 
the separation or recirculation zone behind a square block. 

 

Fig.14. Dimensionless time-averaged flow velocity along the centerline. ● - experimental results, 1 - 
numerical results of the model with a coarse computational grid (300x300 grid), 2 - with a fine grid 
(600x600 grid), 3 - with a condensed grid (300x300 grid), 4 - adaptive grids (160x120 grid) 

From Fig. 14 it can be seen that with an increase in the number of lattice grids, the result 
approaches the experiment. When using mesh density in the central parts of the square, the 
result fits the experiment very well. When using an adaptive movable computational grid 
with a size of 160x120 on the concept of the equidistribution method. It can be seen from the 
study that a good result can be obtained with a very small number of grids using an adaptive 
grid. 

5 Conclusions 

To improve the accuracy of the result, the accuracy of the circuit can be increased, but it 
leads to the complexity of the circuit. In case of the increase the number of grid steps, the 
calculation time will also increase. Therefore, it is advisable to use mesh compression or 
adaptive meshes. To solve stationary problems when the position of the discontinuity does 
not change, grid compression can be used. If the task is non-stationary, that is, the position 
of the gap changes, an adaptive grid must be used. And also in the article all these methods 
were used for the problem of turbulent flow around a square cylinder and very good 
numerical results were taken in the condensed mesh and in the adaptive mesh. 
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