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Abstract Ocean-bottom seismometers (OBSs) are equipped with seismic sensors that record acoustic
and seismic events at the seafloor. One critical parameter for obtaining accurate earthquake locations is the
absolute time of the recorded seismic signals. It is, however, not possible to synchronize the internal clocks
of the OBSs with a known reference time, as GNSS signals do not reach the sea bottom. We address this issue
by introducing a newmethod to synchronize the clocks of large-scale OBS deployments. Similar to some pre-
vious approaches, our method leverages the theoretical time-symmetry of time-averaged cross-correlations
of ambient seismic noise: broken time-symmetry is attributed to clock drift. A non-uniform surface wave
illumination pattern, however, can also break the time-symmetry. Existing noise-based synchronization tech-
niques usually ignore the latter, but we do address it by means of a weighted least-squares inversion (based
on station-to-station distances). The weighted least-squares inversion mitigates the adverse effect of a non-
uniform surface wave illumination on the time-symmetry. Furthermore, our method includes a unique fea-
ture: it estimates and corrects for an initial clock error introduced at the deployment time. This initial clock
error can be attributed to either (i) a wrong initial time synchronization or (ii) the temperature shock during
deployment. The methodology is implemented in an open-source Python package named OCloC and was
testedwithOBS recordings acquired around the Reykjanes peninsula, southwest Iceland. Our results indicate
that all OBSs experienced a clock drift, and that a significant number of them were subject to an initial clock
error at the deployment time. This study provides a substantial improvement in the inherent quality of OBS
data, laying a solid foundation for more robust seismic data analysis.

Non-technical summary Ocean-bottom seismometers (OBSs) are instruments deployed on the
seafloor, equipped with sensors to record seismic activity offshore. However, getting accurate information
from these instruments is challenging because the internal clocks of the OBSs cannot be easily synchronized
with a known reference time. In this study, we developed a new approach to synchronize the clocks of large-
scaleOBSdeployments. Our approach uses cross-correlations of ambient seismic noise to detect errors in the
timing of the sensor clocks. We implemented our methodology in the open-source Python package OCloC
and tested it on data from a seismic network deployed offshore the Reykjanes peninsula, southwest Iceland.
This newapproachwill aid in improving theaccuracyof earthquake locations and imaging the crust andupper
mantle.

1 Introduction

Over the past few decades, there has been an increase
in the use of ocean-bottom seismometers (OBSs). OBS
readings allow one to identify remarkable features such
as undersea volcanic eruptions (Matsumoto et al., 2019)
or seismic activity linked to tectonic strain andgas emis-
sions through fault conduits (Tary et al., 2011). In par-
ticular, OBS readings are frequently used for imaging
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of the crust and/or mantle (e.g., DongmoWamba et al.,
2023). Despite these successes, a key challenge in us-
ing OBSs remains the accurate (time) synchronization
of the instruments’ recordings. In fact, most OBS clocks
drift, meaning they do not run at the same rate as a ref-
erence clock. This issue might be overcome by using
atomic clocks instead of the traditionalmicroprocessor-
compensated crystal oscillator clocks that most OBSs
have (Gardner and Collins, 2012). This, however, would
increase the inventory costs and power consumption,
implying fewer instruments and less monitoring time,
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respectively. If the network is not properly synchro-
nized, the incorrectly timed recordingsmay result in bi-
ased earthquake locations and Earth structure models.
One simple approach to identify clock drift is to mea-

sure the time difference between the instrument’s inter-
nal clock and aGNSS signal before deployment and after
recovery. This time difference is commonly referred to
as the instrument’s ‘skew’. Assuming the instrument’s
clock drifted at a linear rate, a time correction can then
be applied (e.g., Geissler et al., 2010). The skew, how-
ever, is not always possible to retrieve (e.g., when the
instrument’s battery dies before recovery). For this rea-
son, several authors have proposed alternative meth-
ods for correcting clock errors; many of these exploit-
ing the presumed temporal stability of time-averaged
cross-correlations of ambient seismic noise (e.g., Sens-
Schönfelder, 2008; Loviknes et al., 2020; Hannemann
et al., 2014; Jousset et al., 2013). These approaches, how-
ever, ignore errors that could arise if the initial syn-
chronization with a GNSS signal is either lacking or er-
roneous, or if there is an “initial” clock error resulting
from the temperature shock during deployment (Zhang
et al., 2023).
In theory, time-averaged cross-correlations of record-

ings of ambient seismic noise (henceforth ‘noise cross-
correlations’) result in a signal that is symmetric around
t = 0 (e.g., Stehly et al., 2006). In fact, under favor-
able conditions, the signals at positive andnegative time
lag coincide with the medium’s Green’s function (be-
tween the positions of the two seismic stations) and its
time reverse, respectively. As such, it is referred to as
‘seismic interferometry’ (SI) (Wapenaar and Fokkema,
2006). In practice, these conditions are often not en-
tirely fulfilled. Notwithstanding, provided the illumi-
nation is sufficiently uniform, the operation of averag-
ing noise cross-correlations over time still yields two in-
terferometric surface wave responses: one at the posi-
tive and one at the negative time lag(s). Violation of the
noise cross-correlations’ time symmetry may indicate
the presence of clock errors (e.g., Hannemann et al.,
2014).
Currently, two distinct approaches use noise cross-

correlations to detect and correct clock errors (Goué-
dard et al., 2014). The first approach is based on the pre-
sumed temporal stability of the noise cross-correlations
(Hable et al., 2018; Loviknes et al., 2020). In this ap-
proach, cross-correlation functions (CCFs) of ambient
noise are calculated over different periods. The drift
is then estimated as the time shift that maximizes the
Pearson correlation coefficient between each CCF and a
reference correlation function (Hable et al., 2018). How-
ever, this method ignores the possibility of an initial
clock error at the time of deployment due to a temper-
ature shock during the OBS’ descent to the ocean floor
(Gardner and Collins, 2012; Zhang et al., 2023). The sec-
ond approach exploits the above-mentioned time sym-
metry between the retrieved interferometric responses
(Sens-Schönfelder, 2008; Weemstra et al., 2021). Con-
trary to the first approach, both direct surface wave ar-
rivals (i.e., at positive and negative time lag(s) need to
be retrieved successfully in this case. Low signal-to-
noise ratios or stations that are too close to each other

(in terms of wavelength) prohibit this.

Although existing approaches for correcting clock er-
rors have proven successful, a few challenges remain.
First, the symmetry of ambient noise cross-correlation,
while a valuable theoretical concept, is rarely realized
in practice. A non-uniform illumination pattern may
cause shifts in the arrival time of the interferometric
responses with respect to the true arrival time (a chal-
lenge that is often overlooked). Second, current meth-
ods ignore the possibility of the aforementioned initial
clock error during deployment. This clock error, intro-
duced during the OBS’ descent, is not expected given
the mechanism causing clock drift (e.g., Shariat-Panahi
et al., 2009), but it would nonetheless be good to rule
out; in particular because the first approachmentioned
above (Hable et al., 2018; Loviknes et al., 2020), does
not allow such initial clock error to be detected. Finally,
many of the currentmethods rely on land seismometers
that are considered to be devoid of clock errors, ideally
in the vicinity of the OBS deployment. This, however,
will not be the case when the OBS network is located in
oceanic regions far from the coast.

In this paper, we present a versatile method that ad-
dresses all these challenges. Our approach (i) uses a
weighted least-squares inversion to minimize the detri-
mental effect of non-uniform illumination patterns, (ii)
allows for a potential initial clock error at deployment
time, and (iii) does not require land stations to be in-
cluded in the network to synchronize the recordings.
Regarding the third claim, although our approach al-
lows the OBS network’s recordings to be synchronized,
the combined set of recordings cannot be synchronized
with Coordinated Universal Time (UTC). To achieve
that, a land station (with a UTC-synchronized clock)
needs to be included in the network. The presented
method is implemented in anopen-source Pythonpack-
age named OCloC (OBS Clock Correction), which ac-
companies this paper. It combines the two aforemen-
tioned techniques for clock error detection (i.e., the
one relying on the presumed temporal stability of noise
cross-correlations and the one relying on their pre-
sumed time symmetry). Our method (and hence the
package) is particularly useful in application to large-N
seismic arrays.

To show the validity of our method, we use data from
a seismic network deployed on and around the Reyk-
janes peninsula, SW Iceland (Jousset et al., 2020a). This
seismic network was deployed in the context of the
geothermal project IMAGE (Integrated Methods for Ad-
vanced Geothermal Exploration, see also Jousset et al.,
2020b; Blanck et al., 2020). The data set used consists of
recordings by 30 on-land stations and 17 OBSs (this is a
subset of the stations used in Weemstra et al., 2021). In
the following sections, we detail the theory underlying
our approach (Section 2), discuss and exemplify the im-
plementation of this theory (Section 3), present and dis-
cuss ourfindings (Section 4), and list themost important
conclusions (Section 6). A more detailed description of
the data is included in Section 3 (Section 3.1). In addi-
tion, a brief description of OCloC is given in this section
(Section 3.3).
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2 Theory
In this section, the theory is introduced step-wise. First,
we briefly highlight the most important theoretical as-
pects of Seismic Interferometry (SI). Second, we in-
troduce a model adequate for determining clock drift,
which is an extension of the model introduced by
Weemstra et al. (2021). Third, we introduce potential
additional time shifts (i.e., in addition to clock drift)
affecting the arrival times of the interferometric re-
sponses. Fourth, we describe how a single noise cross-
correlation’s drift, anddeviation fromsymmetry, canbe
retrieved. Fifth, we present the matrix notation of the
introduced model. Finally, we briefly describe two dif-
ferent inversion approaches.

2.1 Seismic interferometry
Early types of seismic interferometry (SI) were intro-
duced to the geophysics community by Aki (1957) and
Claerbout (1968). Over the last two decades, the the-
ory underlying SI has been established (Lobkis and
Weaver, 2001; Wapenaar and Fokkema, 2006; Snieder,
2004; Shapiro and Campillo, 2004), and the method
has been exploited in numerous applications. Ex-
amples include subsurface characterization (Draganov
et al., 2007; Jousset et al., 2016), reservoir monitoring
(Sánchez-Pastor et al., 2019), and glaciology (Lindner
et al., 2018). In this study, SI is used as an independent
method to recover clock errors without needing skew
measurements.
Applying SI to recordings of ambient seismic noise

allows one to retrieve new seismic responses be-
tween pairs of stations by means of simple cross-
correlations (Wapenaar and Fokkema, 2006; Stehly
et al., 2006). Under specific conditions, the time-
averaged cross-correlation contains the response to two
‘virtual sources’: one at negative lag times (usually re-
ferred to as the ‘acausal part’) and another at positive
lag times (referred to as the ‘causal part’), and with
the virtual sources coinciding with the receiver loca-
tions. Time averaging is required to suppress spuri-
ous travel time delays that arise from constructive in-
terference of signals coming from different sources.
The time-averaged noise cross-correlation is propor-
tional to the medium’s Green’s function if: (i) the noise
sources illuminate the station pairs uniformly from all
angles, (ii) the noise sources are uncorrelated, (iii) the
medium is lossless, and (iv) sourceshave coinciding am-
plitude spectra (Wapenaar and Fokkema, 2006). Under
these assumptions, the time-averaged cross-correlation
of noise recorded by stations at xi and xj , which we de-
note by Ci,j(t), is proportional to the Green’s function
G (xj , xi, t) and its time-reversed version, convolved
with the autocorrelation of the signal emitted by the
(noise) sources, i.e.,

(1)Ci,j(t) ∝ [G (xj , xi, t) + G (xj , xi, −t)] ∗ P (t),

where P (t) denotes the signal’s autocorrelation gener-
ated by noise sources. In this study, we focus on the
direct surface wave part of the Green’s functions, ig-
noring the scattered signal. We refer to Wapenaar and

Fokkema (2006) and Halliday and Curtis (2008) for a
more detailed discussion of the assumptions underly-
ing SI.

2.2 Amodel to account for clock drift
When it comes to the recovery of clock errors, an es-
sential feature of the noise cross-correlation is its pre-
sumed time symmetry: under the assumptions listed
in the previous section, the direct surface waves in
Ci,j(t) arrive at time lags of equal magnitude but oppo-
site signs (Figure 1a). A violation of this time symme-
try, such as the one in Figure 1b, indicates the presence
of clock errors. To infer these clock errors from noise
cross-correlations, Weemstra et al. (2021, Section 4) re-
cently introduced an appropriate model. These au-
thors, however, didnot include clockdrift in theirmodel
as they assumed the instrumental clock errors to be
time-independent (or constant). We extend the model
introduced by Weemstra et al. (2021) to account for
time-dependent clock errors such as clock drift.
Here we assume the (potential) OBS clock drift to be

linear. This is based on the fact that (i) the drift rate
should be steady at constant temperature and (ii) the
ambient temperature tends to be rather stable in deep
water (note that the drift rate at a certain temperature
is dictated by the frequency of the quartz oscillators in
seismic clocks; Shariat-Panahi et al., 2009). The valid-
ity of this assumption has been demonstrated for OBSs
at larger depths in previous studies (Hable et al., 2018;
Loviknes et al., 2020).
To estimate clock drift, we compute time-lapse cross-

correlationsCi,j(t, t(lps)), where t(lps) is the timingof the
time-lapse cross-correlation. We refer to Ci,j(t, t(lps)) as
the ‘lapse cross-correlation’. Note that t(lps) is the av-
erage time of all time windows contributing to the lapse
cross-correlation. Therefore, t(lps) is not necessarily the
timeexactly inbetween the timeof thefirst and last time
window contributing toCi,j(t, t(lps)): in case the record-
ings by one of the two stations (or both) contain gaps,
t(lps) maybe skewed towards the beginning or end of the
entire period over which individual cross-correlations
are averaged.
For the considered linear parametrization, the time-

dependent clock error of station i, denoted by δt
(ins)
i , is

written as

(2)δt
(ins)
i

(
t(lps)

)
= ait

(lps) + bi,

where δt
(ins)
i is the clock error of station i at t(lps), t(lps) is

the average time of the time-lapse cross-correlation, ai

is the clock drift rate of station i, and bi is the incurred
clock error of station i at t(lps) = 0.
Note that t(lps) is a continuous variable and that it is

conveniently (but arbitrarily) set to 0 at the 21st of Au-
gust 2014. This is the approximate time of deployment
of theOBSs considered in this study (theOBSshave been
deployed over the course of a number of days around
that date). Furthermore, δt

(ins)
i is defined such that neg-

ative values imply that the recordings by station i are
subject to a time delay. The rate at which the clock of
station i is drifting is given by ai, whereas bi represents
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Figure 1 a. Noise cross-correlations computed using two stations without clock errors. The noise cross-correlation is al-
most symmetric in this case (for a relatively uniform illumination), and t

(+,app)
i,j = −t

(−,app)
i,j . b. Noise cross-correlations

computed while one of the two stations is subject to clock errors (e.g., due to clock drift of one or both instruments). The
noise cross-correlation is asymmetric (even for a relatively uniform illumination), and t

(+,app)
i,j 6= −t

(−,app)
i,j . In b, station j is

subject to a clock error of δt
(ins)
j , which causes the noise cross-correlation to shift to negative time by that amount.

a possible clock error of station i at t(lps) = 0. These are
the two unknown parameters that we want to recover
in this study (for all the OBSs). A different parametriza-
tion of δt

(ins)
i in terms of, for example, cubic splines or

trigonometric basis functions (i.e., Fourier series) is rel-
atively straightforward.
A deviation from time symmetry can result from

clock errors in either one or both stations involved in
the noise cross-correlation. Similar to Weemstra et al.
(2021), we denote the arrival time of the causal direct
surface wave in Ci,j(t, t(lps)) by t

(+,app)
i,j and the arrival

time of the acausal direct surface wave by t
(−,app)
i,j . Ac-

counting for the time-dependent clock errors above, we
obtain the following expression for the apparent arrival
time of the causal direct surface wave:

t
(+,app)
i,j

(
t(lps)

)
= t

(+)
i,j + δt

(ins)
i

(
t(lps)

)
− δt

(ins)
j

(
t(lps)

)
.

(3)

Similarly, the apparent arrival time of the acausal di-
rect surface wave is given by

t
(−,app)
i,j

(
t(lps)

)
= t

(−)
i,j + δt

(ins)
i

(
t(lps)

)
− δt

(ins)
j

(
t(lps)

)
.

(4)

Here, t
(+)
i,j and t

(−)
i,j are the true arrival times of the

direct surface waves, i.e., the direct surface waves
in G (xj , xi, t) and G (xj , xi, −t), respectively. Conse-
quently, by definition, t

(+)
i,j = −t

(−)
i,j . It is useful to note

that a temporal change in the medium (e.g. Lindner
et al., 2018) does not affect the equality between t

(+)
i,j and

−t
(−)
i,j , as it merely modifies the Green’s function.

Summing the left-hand and right-hand sides of equa-
tions (3) and (4), and subsequently substituting the lin-
ear parametrization defined in Equation (2), we find

(5)

(
t
(+,app)
i,j + t

(−,app)
i,j

) (
t(lps)

)
= 2δt

(ins)
i

(
t(lps)

)
− 2δt

(ins)
j

(
t(lps)

)
= 2ait

(lps) + 2bi − 2ajt(lps) − 2bj .

The variables here are shown schematically in Figure 1.
In the ideal case that (i) the station couple is illumi-
nated uniformly from all angles, (ii) spurious energy
has effectively been stacked out in the time-averaging
process, and (iii) the recordings are not subject to clock
errors and/or drift, the right-hand side of Equation (5)
evaluates to zero. If this is the case, then t

(+,app)
i,j =

−t
(−,app)
i,j = −t

(−)
i,j = t

(+)
i,j . If, however, the mea-

sured t
(+,app)
i,j and t

(−,app)
i,j are such that the left-hand

side of Equation (5) does not coincidewith zero (and the
aforementioned conditions are fulfilled), this indicates
a clock error at either one or both stations. The associ-
ated broken time symmetry is illustrated in Figure 1b.
Assuming the number of lapse cross-correlations

N (lps) to coincide for all cross-correlation pairs, t(lps)

can be discretized as t
(lps)
k , where k = 1, 2, . . . , N (lps).

In that case, Equation (5) can be written as

(6)t
(+,app)
i,j,k + t

(−,app)
i,j,k = 2ait

(lps)
k + 2bi − 2ajt

(lps)
k − 2bj .

where the indices k in t
(+,app)
i,j,k indicate that the arrival

times of the direct surface waves are associated with
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lapse time t
(lps)
k . The procedure involving the determi-

nation of the t
(+,app)
i,j,k + t

(−,app)
i,j,k is based on the study

by Weemstra et al. (2021), and detailed in Section 2.4.
The associated practical implementation is explained in
Section 3.2. Finally, it is useful to note thatwemerely as-
sume the number of lapse cross-correlations per station
couple to coincide for notational convenience. In prac-
tice, both the number of lapse cross-correlations and
their timing (i.e., the values of the t

(lps)
k ) may (and will)

vary from one station couple to the other.

2.3 Additional arrival time shifts

Differences in amplitude between the causal and
acausal arrivals occur if the noise intensity is larger in
one stationary-phase direction than in the other (Stehly
et al., 2006). Importantly, a non-uniform illumination
pattern may also introduce (small) deviations, or time
shifts, from the correct arrival time of the causal and
acausal surface waves. We denote these additional time
shifts by δt

(src)
i,j,k (the superscript ‘src’ implies that the

time shift is associated with the source distribution).
This time shift depends on all three indices since the
(noise) illumination pattern usually varies as a func-
tion of both time (hence the index k) and station couple
(hence the indices i and j). The time dependence of this
term is due to the fact that the illumination pattern is
usually non-stationary (e.g., Yang and Ritzwoller, 2008;
Weemstra et al., 2013). The i, j dependence of this term
is explained by the fact that the retrieved causal and
acausal direct surface wave responses are associated
with opposite stationary-phase regions (e.g., Snieder,
2004; Boschi andWeemstra, 2015). Azimuthal variations
of the noise intensity in the two directions along the line
connecting a station pair i and j, determine the magni-
tude of this arrival time shift. We therefore distinguish
between δt

(+,src)
i,j,k and δt

(−,src)
i,j,k , which represent (illumi-

nation related) arrival time shifts of the direct waves
at positive (causal) and negative (acausal) time lag(s),
respectively. In other words, the illumination-induced
(additional) arrival time shifts of the causal and acausal
direct surfacewaves can be expected to differ fromeach
other (Weaver et al., 2009; Froment et al., 2010). We par-
enthetically note that the medium appears to be slower
for a positive δt

(+,src)
i,j,k , whereas a positive δt

(−,src)
i,j,k makes

themediumappear to be faster than the actualmedium.
In addition to the illumination-related arrival time

shifts, we account for the presence of spurious en-
ergy by defining the additional time shifts δt

(+,spur)
i,j,k and

δt
(−,spur)
i,j,k , which, similar to δt

(+,src)
i,j,k and δt

(−,src)
i,j,k , repre-

sent shifts in the arrival times of the causal and acausal
direct surface waves, respectively (for details we refer
to Weemstra et al., 2021). Including these time shifts in
our model, Equation (6) reads:

t
(+,app)
i,j,k + t

(−,app)
i,j,k

= 2ait
(lps)
k + 2bi − 2ajt

(lps)
k − 2bj

+ δt
(+,src)
i,j,k + δt

(−,src)
i,j,k

+ δt
(+,spur)
i,j,k + δt

(−,spur)
i,j,k . (7)

2.4 Determination of t
(+,app)
i,j,k + t

(−,app)
i,j,k

As explained in Section 2.2, clock errorsmanifest them-
selves by breaking the time-symmetry of the lapse
cross-correlations. In order to solve for a large number
ofai and bi (i.e., to determine clockdrift for largeOBSar-
rays), time shifts of individual lapse cross-correlations
need to be extracted in an automated fashion.
The t

(+,app)
i,j,k + t

(−,app)
i,j,k (for all i, j, and k) are the en-

tries of the data vector t(app). Our procedure starts by
computing a priori estimates of these t

(+,app)
i,j,k + t

(−,app)
i,j,k .

This estimate is based on the assumption that, for an in-
dividual station couple i, j, the drift accumulated over
the interval from t

(lps)
1 to t

(lps)
N(lps) is the combined result

of ai and aj (i.e., that it is linear). Based on the pre-
sumed stability of both the medium and the noise illu-
mination, the accumulated drift is estimated by cross-
correlating the earliest lapse cross-correlation with the
latest lapse cross-correlations: (Ci,j(t, t

(lps)
1 ) is cross-

correlated with Ci,j(t, t
(lps)
N(lps))). Assuming the drift to be

linear and clock errors to coincide with zero at t
(lps)
k =

0 then results in the sought-after a priori estimates of
t
(+,app)
i,j,k + t

(−,app)
i,j,k , which we denote by t

(a priori)
i,j,k . Note

that, as such, the a priori estimate of 2bi − 2bj is as-
sumed to be zero (see Equation 6). Clearly, this is a
rather strong assumption. If an initial screening reveals
that this assumption is not justified, it may be necessary
to combine the procedure here with the procedure de-
scribed in Section 5 of Weemstra et al. (2021). Finally, it
is useful to note that instead of station-couple-specific
a priori estimates, Weemstra et al. (2021) use station-
specific a priori estimates to obtain t

(a priori)
i,j (without an

index k because the analysis by Weemstra et al. (2021)
does not account for clock drift, but merely allows one
to determine time-independent clock errors).
The t

(a priori)
i,j,k are used to fill an initial estimate of the

data vector t(app). By solving the inverse problem (ex-
plained below in Section 2.6), we recover a priori esti-
mates of the ai and bi. As soon as these estimates are
obtained, we apply the procedure described in Section 5
of Weemstra et al. (2021). In summary, this involves de-
termining the time windows in which the causal and
acausal direct surface waves are expected using (i) a
reference surface wave velocity (which can be station-
couple specific), (ii) the station-to-station distance, and
(iii) a priori estimates of ai and bj . Knowing the ap-
proximate time windows in which the direct causal and
acausal surface waves can be expected, the envelopes
of the lapse cross-correlations are subsequently com-
puted. The envelopes are used to determine the ar-
rival time of the direct surface wave (either causal or
acausal) with the largest amplitude difference between
the top and bottom envelope (denoted by test in Weem-
stra et al., 2021). Finally, after interpolating the lapse
cross-correlation for a time window (with a length of
about one period) centered around the a priori esti-
mates of t

(+,app)
i,j,k and t

(−,app)
i,j,k , and cross-correlating the

signals in these two-time windows, the desired mea-
surement t

(+,app)
i,j,k + t

(−,app)
i,j,k can be obtained. For a

detailed description of the entire process, we refer to
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Figure 2 Processing steps for calculating an a priori estimate of the combined clock drift of a given station pair.

Weemstra et al. (2021, Section 5).

2.5 Matrix formulation

Assuming we possess synchronous noise recordings by
a total of N seismic stations and we compute a total
of N (lps) lapse cross-correlations between each station
pair, amaximumofN (lps) timesN(N −1)/2 lapse cross-
correlations can be obtained. The set of equations gov-
erning the t

(+,app)
i,j,k + t

(−,app)
i,j,k can in that case be written

as
(8)At(ins) + n(src) + n(spur) = t(app),

where the vector t(ins) contains the sought-for clockdrift
rates ai and initial clock errors bi. This vector has a
length of 2N . The rows of A relate to different station
pairs and lapse times t

(lps)
k , i.e., they are associated with

different Ci,j

(
t, t

(lps)
k

)
. Each column of A is associated

with either an ai or a bi. Consequently, A has dimen-
sion N (lps)(N(N − 1)/2) × 2N . The length of the vec-
tors t(app), n(src), and n(spur) obviously coincides with
the number of rows of A. The vector t(app) contains
the measurements and is often referred to as the ‘data
vector’. For the sake of clarity, we have detailed these
vectors and matrices in Appendix A. Note that through-
out this work, both matrices and vectors are indicated
in bold; matrices are also capitalized, vectors not.

2.6 Inverting for clock drift

In themodel introduced above, we considered the num-
ber of lapse cross-correlations N (lps) to coincide for all
stationpairs. In addition,weassumed these lapse cross-
correlations to exist for all possible combinations of
stations, i.e., N(N − 1)/2. In application to field data
however, t(+,app) and/or t(−,app) often cannot be deter-
mined for all lapse cross-correlations (i.e., all combi-
nations of i, j and k). This implies that the number of

rows M of the matrix A (and hence the number of ele-
ments of t(app), n(src), and n(spur)) will in practice often
be smaller than N (lps)N(N − 1)/2.

The inability to accurately determine t(+,app) and/or
t(−,app) can be due to a number of reasons. First, if
two stations are too close to each other with respect
to the wavelengths considered, the direct surface-wave
response at a positive time will overlap with the di-
rect surface-wave response at a negative time. Sec-
ond, the absence of sources in one of the two station-
ary phase directionswill prevent the retrieval of the cor-
responding direct surface-wave response (e.g., Snieder,
2004). Clearly, this also prevents determining the as-
sociated arrival time. Third, gaps in the recordings by
one or more stations may lead to fewer lapse cross-
correlations.

Before we explain the two inversion approaches, we
clarify the relation between matrix A and the ability to
obtain a unique (least-squares) estimate of t(ins). Be-
cause, as defined in Appendix A, the rank of A is two
lower than the number of unknowns 2N (having a ma-
trix with a rank that is lower than the number of un-
knowns is often referred to as ‘rank deficient’). This in-
dicates that the system of equations is effectively under-
determined. In other words, a unique estimate of t(ins)

does not exist for the system of equations defined in
Equation (8). We distinguish between two cases: a land
station is included in the network, or no land station is
included in the network. In the first case, a unique es-
timate of t(ins) exists if a number of conditions are ful-
filled. We will detail these in the paragraph below. If
the network consists solely of OBSs, a unique estimate
of t(ins) does not exist. We discuss that further below.
Finally, an intuitive explanation of the rank deficiency
is provided. Consider 10 lapse cross-correlations, each
associated with a different t

(lps)
k but with the same two

OBSs. ThematrixAwouldbe a 10× 4matrix in that case
(see Equation 6). Clearly, an infinite number of (least-
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squares) solutions exist for b1 and b2 since adding any
(arbitrary) value to both b1 and b2 would result in the
same left-hand side. In other words, a unique solution
for b1 and b2 does not exist. The same applies to a1 and
a2.
In case a station with a UTC-synchronized clock is

included in the network (i.e., a land station), the en-
tries of that station can be eliminated from t(ins) and
the associated columns eliminated from A (see also
the discussion in Section 6 and Appendix A in Weem-
stra et al., 2021). Subsequently, a number of conditions
need to be fulfilled for a unique estimate of t(ins) to ex-
ist. First, the system of equations (as defined in Equa-
tion 8) needs to contain at least two lines associatedwith
lapse cross-correlations involving that station. These
two lapse cross-correlations should be associated with
a different lapse time t

(lps)
k . The land station in the first

of the (at least) two lapse cross-correlationsmay, in fact,
be a different land station from the land station associ-
ated with the second lapse cross-correlation, as long as
the two lapse cross-correlations are associated with dif-
ferent t

(lps)
k . Second, each of the OBSs needs to be “part

of” at least two lapse cross-correlations: there need to
be two rows in A for which the entries associated with
that OBS are non-zero. And again, these entries should
be associatedwith different t

(lps)
k . In case these two con-

ditions are fulfilled, the rank of A coincides with the
number of unknowns (2N ), and a unique least-squares
estimate of the ai and bi in t(ins) exists. Finally, the
larger the difference in time between the various lapse
cross-correlations of an OBS, the more accurate the es-
timates of its ai and bi.
If the network consists solely of OBSs, a unique es-

timate of t(ins) does not exist. In that case, that least-
squares estimate of t(ins) is chosen that has the lowest
norm, i.e., that minimizes ||t̃(ins)||, where t̃(ins) is any
least-squares solution (or least-squares estimator) of the
underdetermined system of equations. This solution
is usually referred to as the minimum norm solution.
The second condition above, which needed to be ful-
filled to obtain a unique estimate of t(ins), still applies
in this case. That is, each of the OBSs still needs to
be “part of” at least two lapse cross-correlations. The
minimum-norm solution yields an estimator of t(ins)

that allows the OBS recordings to be synchronized with
respect to each other, but not with respect to UTC. This
is of course, still useful as it would enable tomographic
studies using only the OBSs or the localization of seis-
mic events (earthquake hypocenters) below the OBS ar-
ray.
Weconsider twoestimators of t(ins). These are the ‘or-

dinary least-squares estimator’ t̃(ins)
(ols) , and the ‘weighted

least-squares estimator’ t̃(ins)
(wls). We refer to Weemstra

et al. (2021) for a detailed description (and derivation)
of these estimators and will only provide a brief ex-
planation of these two estimators here. The ordinary
least-squares estimator minimizes the misfit function
||t(app)−At(ins)|| andhence does not account for (poten-
tial) variations in the δt

(src)
i,j,k and/or δt

(spur)
i,j,k for different

i, j, k. The weighted least-squares estimator, instead,
exploits the inverse proportionality of the illumination-

related arrival time shifts (i.e., the inverse proportion-
ality of δt

(src)
i,j,k ) to the true station-to-station travel time

ti,j (as derived by Weaver et al., 2009). But since this
travel time is usually not known, it uses the station-to-
station distances |xj − xi| as a proxy for the ti,j . Mea-
surements (i.e., individual t

(+,app)
i,j,k + t

(−,app)
i,j,k ) associated

with lapse cross-correlations between stations (i and j)
that are further apart are hence assigned larger weights
in the inversion.

3 Implementation & application to
data

In this section, we describe the workflow that allows
the estimators of t(ins) to be computed (Section 3.2). Al-
though predominantly methodological aspects of the
workflow are discussed (results are presented in Sec-
tion 4), some examples with field data are shown. We
therefore start by introducing the IMAGE’s seismic net-
work and its lapse cross-correlations (Section 3.1). After
describing the workflow, we dedicate one subsection to
our package OCloC (Section 3.3). We finish this section
with a description of a bootstrapping procedure that al-
lows the stability of the recovered clock drift values to
be assessed (Section 3.4).

3.1 The IMAGE data set
For heuristic purposes, the explanation of some pro-
cessing steps of our workflow includes these steps’ ap-
plication to a set of lapse cross-correlations. These
lapse cross-correlations are retrieved from recordings
of ambient seismic noise acquired on and around the
Reykjanes peninsula, SW Iceland (Jousset et al., 2020a).
It concerns lapse cross-correlations between a subset
of the stations considered by Weemstra et al. (2021).
Specifically, about one year of noise recorded by 30 land
stations and 17 OBSs is used (see Figure 3 for the station
locations). The OBSs in this experiment are equipped
with Seascan clocks (SEASCAN microcomputer com-
pensated crystal oscillators), which are temperature-
compensated.
The lapse cross-correlations are computed by averag-

ing individual station-to-station cross-correlations over
a 100-day period. These individual cross-correlations
are computed per hour with a 50% overlap. We refer to
Weemstra et al. (2021) for a detailed description of the
computation of the hourly cross-correlations. Averag-
ing individual (hourly) cross-correlations is performed
in a two-step process. First, daily cross-correlations
are computed based on a maximum of 47 hourly cross-
correlations (24 × 2 − 1). Subsequently, these daily
cross-correlations are averaged. Importantly, gaps in
the recordings by one or both stations are accounted for
in the sense that the timing of a lapse cross-correlation,
i.e., its t

(lps)
k , is defined as the average time of the indi-

vidual cross-correlations. Gaps in the data can cause
the average time of the correlations (t(lps)

k ) to deviate
from the center of the 100-day period. Note that the
t
(lps)
k are allowed to differ between different station
couples, as they are explicitly included in A (see also
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Figure 3 On-and off-shore stations of IMAGE’s seismic network, SW Iceland, whose lapse cross-correlations were used in
this study. Note that the numbering of the OBSs runs up to 23, whereas only 17 OBSs are included in our set of lapse cross-
correlations (some stations did not sample the ambient seismic field sufficiently long and were hence excluded from our
analysis; see also Figure S1 in Weemstra et al. (2021)). Only the land stations ‘HAH’ and ‘RET’, which are analyzed in Sec-
tions 3.2.5 and 4, are labeled due to space constraints.

Appendix A). In case the number of individual cross-
correlations contributing to a lapse cross-correlation
does not exceed 75% of the maximum number of indi-
vidual cross-correlations (which is 100 × 47), that lapse
cross-correlation is discarded. An overview of the data
availability is given in Figure S1 of Weemstra et al.
(2021).

3.2 Workflow
To determine and correct clock drift using lapse cross-
correlations of ambient seismic noise, we adopt the pro-
cessing sequence in Figure 4. It is this workflow that
is implemented in OCloC. The workflow comprises five
steps. We now dedicate one subsection to explain and
discuss each of these steps.

3.2.1 Initial screening

In Figure 5a, all stations and ray paths associated with
the available lapse cross-correlations are shown. To get
a first impression of whether or not the OBS recordings
are subject to clock drift, one can plot the different lapse
cross-correlations in a single plot (i.e., time-averaged
cross-correlations associated with different t

(lps)
k ). In

Figure 5b, we depict lapse cross-correlations between
stations 020 and HAH (land station) for 5 different lapse
times. Potential clock drift of an OBS manifests itself as
a shift in time of the lapse cross-correlations: for this
specific station couple, the lapse cross-correlations as-
sociated with larger t

(lps)
k are shifted to a later time.

Prior to the determination of clock drift, it is impor-
tant to choose an adequate bandpass filter. For the IM-
AGE data, the surface waves in the retrieved interfero-
metric responses have the highest signal-to-noise ratios
(SNRs) between 0.1 and 0.4Hz. In general, however, the

Figure 4 Workflow for the determination of OBS clock
driftusing lapse cross-correlationsof ambient seismicnoise
between a large number of OBSs (computed from large-N
ocean-bottom seismometer deployments).

pass band depends on parameters such as the nominal
station-to-station distance, the amplitude of the noise
sources, the illumination pattern, and the geographi-
cal location of the OBS array (e.g., Yang and Ritzwoller,
2008). Note that, due to surface-wave dispersion, lower
frequency bands usually result in smaller separations
in time of the causal and acausal surface wave peaks.
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Figure 5 a. All seismic stations and ray paths; blue and orange circles correspond to OBSs and land seismometers, respec-
tively. Only the station names of the OBSs are indicated. Below each station name, the number of available lapse cross-
correlations involving that specific station is depicted. b. All lapse cross-correlations for a given station pair. The colors
indicate the average timing (t(lps)

k ) of the lapse cross-correlation.

Importantly, the choice of frequency band also strongly
affects the capability to determine the t

(+,app)
i,j,k + t

(−,app)
i,j,k

of individual lapse cross-correlations.

3.2.2 Selecting eligible lapse cross-correlations

There are two parameters that determine a lapse cross-
correlation’s eligibility to be included in the clock error
estimation process: the SNR threshold and the station-
to-station distance threshold. Together, these param-
eters determine which lapse cross-correlations are in-
cluded in the inversion and which are not (i.e., whether
their t

(+,app)
i,j,k + t

(−,app)
i,j,k will be determined and added to

data vector t(app) or not).
In general, the quality of the measurements (i.e., the

t
(+,app)
i,j,k + t

(−,app)
i,j,k ) strongly depends on the signal-to-

noise ratio (SNR). If the SNR is too low, the algorithm
experiences difficulties determining the arrival times of
the interferometric responses. Low SNRs are mainly
due to low-intensity illumination from (one of) the
stationary-phase regions (Snieder, 2004; Weaver et al.,
2009). Consequently, themeasurementsmay be inaccu-
rate, or even subject to cycle skipping (Weemstra et al.,
2021). Obviously, inaccurate entries in the data vector
t(app) (i.e., inaccurate t

(+,app)
i,j,k + t

(−,app)
i,j,k ) adversely af-

fect the inversion results. A clear example is shown in
Figure 6a, where the causal peaks of the lapse cross-
correlations between stations O08 and O21 have low
SNRs. In this case, the determination of the arrival time
of the causal peak is not straightforward and hencemay
result in inaccurate t

(+,app)
i,j,k + t

(−,app)
i,j,k . Both SNRs, of

the causal and acausal interferometric direct surface
waves, need to exceed the SNR threshold for the lapse
cross-correlations to be included in the inversion. For
details regarding the computation of the SNR, we refer

to Weemstra et al. (2021).

The second important parameter when it comes to
the accuracy of the t

(+,app)
i,j,k + t

(−,app)
i,j,k is the station-to-

station distance. If two stations are too close to each
other, the direct surface-wave response at a positive
time (i.e., the causal arrival) will overlap with the di-
rect surface-wave response at a negative time (i.e., the
acausal arrival). Consequently, our algorithm will sim-
ply not be able to correctly determine the t

(+,app)
i,j,k +

t
(−,app)
i,j,k for those station couples. To prevent the in-
clusion of such measurements in the system of equa-
tions, the user must set a station-to-station distance
threshold. This threshold is expressed in terms ofwave-
lengths since the ability to distinguish the causal from
the acausal arrival does not merely depend on the sur-
facewave travel time, but on the ratio between the travel
time and the (dominant) period of the interferometric
surface waves. This threshold needs to be set at the
start of the workflow (for further details regarding the
station-to-station distance threshold we refer to Weem-
stra et al., 2021). A lapse cross-correlation’s station-to-
station distance needs to exceed the distance threshold
for that lapse cross-correlation to be included in the in-
version (i.e., for the t

(+,app)
i,j,k + t

(−,app)
i,j,k to be determined

and added to data vector t(app)).

Using the IMAGE lapse cross-correlations, we investi-
gate how different thresholds affect the number of el-
igible lapse cross-correlations. If the thresholds are
set too high, there will not be sufficient lapse cross-
correlations to (accurately) determine the clock drift of
all OBSs (i.e., the vector t(app) will be relatively short).
Conversely, if the thresholds are too low, we add too
many inaccurate data points to the data vector, in turn
leading to less accurate ai and bi (and hence less accu-
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"

a. b.

t(i, j)
(-, app)

t(i, j)
(+, app)

?      ?

Figure 6 a. Lapse cross-correlations between OBSs O08 and O21: the signal-to-noise ratio of the causal wave is rather
low, complicating the determination of t

(+,app)
i,j,k + t

(−,app)
i,j,k . b. Lapse cross-correlations between stations O14 and O19: The

station-to-station distance of these stations is so small (10.6 km) that the causal and acausal surfacewaves overlap (note that
for surface waves with a period of 5 seconds that propagate at 3000 m/s, 10.6 km corresponds to only 2/3 of a wavelength).

rate clock drift estimates). Figure 7 depicts the number
of eligible station pairs exceeding a specific combina-
tion of thresholds. Obviously, lower thresholds result
in a higher number of eligible lapse cross-correlations.
Although a higher number of lapse cross-correlations
implies a larger number of measurements, it has been
shown that station-to-station distance thresholds in the
range of 2 to 4 wavelengths and SNR thresholds of about
15 yield themost accurate clock errors (Weemstra et al.,
2021). The latter values, however, are based on syn-
thetic data. Here, we therefore choose a slightly more
conservative SNR threshold of 30, while setting the
station-to-station distance threshold to 2.5. The lapse
cross-correlations fulfilling these criteria (i.e., exceed-
ing these thresholds) are added to t(app) and hence en-
ter the inversion.

Figure 7 Number of eligible lapse cross-correlations for
different station-to-station distances and SNR thresholds.

3.2.3 Determination of the t
(+,app)
i,j,k + t

(−,app)
i,j,k for all

selected combinations i, j, k

Although the calculation of t
(+,app)
i,j,k + t

(−,app)
i,j,k is ex-

plained in Section 2.4, a few “practicalities” require at-
tention. First, the algorithm computes the aforemen-
tioned a priori clock drift estimate only for lapse cross-
correlations that exceed the SNR and station-to-station

distance thresholds. This may result in some stations
having few unique “connections” with other stations. It
may be better to, for each station, set both a minimum
number of unique connections and a minimum num-
ber of total lapse cross-correlations. The lapse cross-
correlations, associated with a station that does not ex-
ceed these thresholds, will be eliminated from the sys-
tem of equations (i.e., the data vector t(app) will be
shortened, and the number of rows and columns of the
matrix A decreases).
Second, to recover a unique estimate of a station’s

clock drift (i.e., of the ai), that station needs to be as-
sociated with lapse cross-correlations at various lapse
times t

(lps)
k (recall thediscussion in Section 2.6). In other

words, t
(+,app)
i,j,k + t

(−,app)
i,j,k needs to have been determined

for various k for that station. By defining (i) a minimum
number of correlation periods, (ii) the number of differ-
ent lapse times required, and (iii) the minimum separa-
tion in days between an OBS’ lapse cross-correlations, a
unique solution can be guaranteed (i.e., provided lapse
cross-correlations involving a land station are present,
the system of equations will then not be rank deficient).
These parameters can be set in OCloC.
Finally, a notorious problem in the inversion is what

has been referred to as “cycle skipping” by Weemstra
et al. (2021). That is, a measurement deviates from
the true t

(+,app)
i,j,k + t

(−,app)
i,j,k by approximately one period.

Needless to say, the inclusion of thesemeasurements in
the inversion leads to incorrect ai and bi. InAppendixB,
we describe a procedure allowing one to detect such
outliers and discard them.

3.2.4 Solving the inverse problem

As mentioned in Section 2.6, two inversion strategies
can be adopted (both implemented in OCloC): the or-
dinary least squares estimator t̃(ins)

(ols) and the weighted
least-squares estimator t̃(ins)

(wls) can be computed. The or-
dinary least-squares estimator can be used if the noise
sources uniformly illuminate the stations from all di-
rections. In that case, the vector n(src) in Equation (8)
coincides with 0 and the only source of noise is n(spur).
Assuming the entries of the latter vector tohave coincid-
ing variance, the ordinary least-squares estimator t̃(ins)

(ols)
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will give the most accurate estimate of t(ins) (in a least-
squares sense).
In case the surface wave illumination is not uni-

form (as is in practice often the case; Yang and Ritz-
woller, 2008; Stehly et al., 2006), n(src) does not coin-
cide with zero, and it is more appropriate to compute
the weighted least-squares estimator t̃(ins)

(wls), where the
station-to-station distances |xj − xi| act as weights (see
Section 2.6, and, for further details, Weemstra et al.,
2021). In Section 5.1, we demonstrate the superiority
of the weighted least-squares estimator, which was pre-
viously shown using synthetic noise cross-correlations.
Finally, in the absence of lapse cross-correlations with
recordings by a land station, the minimum-norm solu-
tion is computed. In this case, the recovered bi differs
from the true (unknown) bi by a common time shift.

3.2.5 An iterative approach

Upon solving the inverse problem using the a priori es-
timates t

(a priori)
i,j,k , we obtain an initial estimate of the

ai and bi values of each station. The latter can subse-
quently be used to improve the estimation of t

(+,app)
i,j,k +

t
(−,app)
i,j,k as they can be used to predict the arrival time
of the interferometric surface wave responses (see also
Weemstra et al., 2021). It is therefore recommended
to perform several inversions, each iteration using the
previously obtained ai and bi to guide the estimation of
the t

(+,app)
i,j,k + t

(−,app)
i,j,k resulting in an updated data vec-

tor t(app), until the recovered ai and bi do not change
anymore. By simply plotting the evolution of the recov-
ered ai and bi, it is possible to determine when this is
the case.
By plotting all lapse cross-correlations associated

with a single station couple in one frame, and doing
this separately for the corrected (using the obtained ai

and bi) and uncorrected set of lapse cross-correlations,
a (qualitative) impression of the result is obtained. If the
lapse cross-correlations associated with different lapse
times align, then the clock drift is successfully removed.
An example of a successful clock drift removal is shown
in Figure 8. It is clear that the lapse cross-correlations
suffered from clock drift of OBS O20 (Figure 8a). Once
the clock drift is removed, the lapse cross-correlations
associated with different lapse times nicely align, as
shown in Figure 8b.

3.3 OCloC

The methodology presented in this paper has been im-
plemented in OCloC. In particular, OCloC allows the
workflow detailed in the previous subsection to be ex-
ecuted. OCloC is an open-source Python package that
has been tested for the operating systems Linux and
macOS. We chose Python as OCloC’s main program-
ming language for its open-source, versatile, and cross-
platform compatible nature, which is widely used in the
Earth sciences (e.g., Werthmüller et al., 2021; Rücker
et al., 2017). In the case of OCloC, the portability of
Python enabled us to outsource specific computational
aspects to a pre-compiled Fortran module.

Figure 8 Lapse cross-correlations between land station
HAH and OBS O20 for different lapse times. a. Cross-
correlations before applying time corrections b. Lapse
cross-correlations after correcting the clock drift of O20
using the ai and bi recovered by means of the iterative
weighted least-squares inversion.

Through the application of seismic interferometry,
the proposed correction of clock errors is contingent on
the availability of synchronous noise recordings. The
computation of the lapse cross-correlations, however,
is deliberately left out of OCloC. The reason is that it
will be nearly impossible to account for the plethora of
different (pre-)processing approaches (Seats et al., 2012;
Groos et al., 2012;Weemstra et al., 2014; Fichtner, 2014).
This implies that users of the package have complete
freedom regarding pre-processing (e.g., one-bit nor-
malization, spectral whitening, etc.) and potential filter
settings while computing the lapse cross-correlations,
and that they are expected to do this themselves prior to
the application of OCloC. The lapse cross-correlations
can subsequently be imported as OCloC objects.
OCloC’s functionality includes loading lapse cross-

correlation files, storing and accessing station meta-
data, and solving the linear systems of equations in Sec-
tion 2.5 in a (weighted) least-squares sense. It also has
some other supporting functions. To keep the use of
OCloC simple, a hierarchical object-orienteddesignhas
been adopted. This kind of architecture breaks down
the whole process of determining and correcting clock
errors into solvable chunks while letting the user know
when an error occurred and how to prevent it.
The main object types of OCloC are: ClockDrift,

ProcessingParameters, Correlation, and Sta-
tion. Figure 9 depicts, schematically, the algorithm’s
object hierarchy. These objects need some clarification:

1. ClockDrift: The outermost layer of the hierar-
chical structure. The user deals with this object for
themain processing steps described in Section 3.2.
This object stores the different Station and Cor-
relation objects in the form of lists. This ob-
ject also stores the system of equations, described
in Section 2, in the form of a Pandas dataframe
(Wes McKinney, 2010a). The different methods of
ClockDrift provide access to correlation files,
station metadata, plotting functions, and different
processing tools required for the algorithm’s usage.
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Figure 9 Object hierarchy of OCloC.

2. ProcessingParameters: The recovery of clock
errors depends on the adequate selection of some
pre-processing steps. ProcessingParameters
object stores the value of these parameters. These
parameters are the band-pass filter’s corner fre-
quencies, the SNR threshold, and the station-to-
station distance threshold. These parameters are
detailed in Section 3.2.

3. Correlation: Stores the metadata of each cross-
correlation file such as the station names, the lapse
time t

(lps)
k , and station-to-station distance, among

others. Additionally, this object has functions to
compute t

(+,app)
i,j,k +t

(−,app)
i,j,k , togetherwith the signal-

to-noise ratios of the causal and acausal surface
wave arrivals.

4. Station: Contains metadata such as location,
code, and timestamp when the station started
recording. Moreover, after solving the linear sys-
tem of equations, the recovered clock errors, i.e.,
the ai and bi, can be retrieved through these ob-
jects.

In addition to the core module, OCloC incorporates
third-party dependencies that yield advanced function-

ality, namely, the Numpy programming library (Har-
ris et al., 2020), several signal processing functions
from Obspy (Krischer et al., 2015), and the data visu-
alization tools of Pandas (Wes McKinney, 2010b) and
Matplotlib (Hunter, 2007). For specific details re-
garding the package installation and usage, please re-
fer to the online documentation available at https://
ocloc.readthedocs.io.

3.4 Bootstrap re-sampling

To verify the robustness of the obtained results, we re-
peat the inversion several times using different sets of
measurements t

(+,app)
i,j,k + t

(−,app)
i,j,k . By repeating the in-

version multiple times, mean values and confidence
intervals of the sought-after parameters are obtained.
One way to artificially generate different sets of mea-
surements is using bootstrap re-sampling (Efron, 1982).
Bootstrapping is a statisticalmethod that falls under the
broader class of re-sampling methods. It allows one to
estimate statistical properties of interest such as sample
averages and variances (Schnaidt and Heinson, 2015).
Effectively, it gives an indication of which results are
likely and which are less likely without computing new
lapse cross-correlations. Here, we seek to obtain an es-
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timate of the variance of the estimated ai and bi. In-
stead of using all the measured data points, we sam-
ple with replacement (Efron, 1982, 1992). In practice,
we generate a large number of data vectors t(app) (usu-
ally referred to as ‘realizations’), each with the same
length as the original data vector, but with values that
are drawn from the original data vector, allowing dupli-
cates. Specifically, we perform the following steps:

I. An initial estimate of clock drift is obtained follow-
ing steps one to five of Figure 4. A SNR threshold of
30 and a station-to-station distance threshold of 2.5
wavelengths are applied. It is necessary to check
that the recovered ai and bi values are no longer
changing after several iterations. This results in
the data vector t(app) that serves as the input of our
bootstrapping procedure.

II. Allow sampling with replacement by randomly se-
lecting measurements of t

(+,app)
i,j + t

(−,app)
i,j (boot-

strapped samples).

III. Once having re-sampled the measurements, per-
form the inversion and store the recovered a∗

i and
b∗

i values of each station.

IV. Repeat steps II and III one thousand times. By do-
ing so, we store 1000 possible realizations of the re-
covered a∗

i and b∗
i values.

V. Based on all the a∗
i and b∗

i realizations, compute a
statistical measure, such as 95% confidence inter-
vals, for each of the stations.

To identify stations with relatively uncertain a and b
values (either due to a limited number of data points, or
due to a lot of noise on the lapse cross-correlations asso-
ciated with that specific station), we estimate the stan-
dard deviation and 95% confidence intervals (CI) from
the 1000 realizations. The CI represents the range in
which 95% of the a∗

i and b∗
i values lie.

The bootstrap approach allows one to identify OBSs
with narrow or large confidence intervals. Narrower
confidence intervals suggest the recovered a and b are
well-determined, whereas stations with larger confi-
dence intervals point to larger uncertainties in the re-
covered clock errors. In the absence of noise, i.e., n(src)

and n(spur) both coinciding with 0, all a∗
i and b∗

i of a
given station should coincide and hence the 95% con-
fidence interval would be zero.

4 Results

4.1 Clock drift rates
We computed the weighted least-squares estimator of
t(ins) for the OBSs in the IMAGE’s network. Our findings
indicate that all OBS stations experienced clock drift.
Compared to the other OBSs, the clock drift of OBS O20
was particularly large. Table 1 summarizes the esti-
mated clock drift rates (i.e., the ai) and incurred clock
errors at the time of deployment. The latter may de-
viate slightly from the bi because the bi represents the
clock errors on August 21, 2014 (t(lps) = 0), whereas

most stations were not deployed exactly on that date.
In addition, we list the measured skews in the last col-
umn. To compare these skew values, we provide in the
fifth column the clock error at the time of recovery com-
puted using the estimated ai and bi. Note that most OBS
recordings end prior to that date due to full disks. We
also obtained a drift estimate for OBS O21, which had
no skew value documented due to a dead battery at the
time of recovery. The incurred initial clock errors at the
timeof deployment ranged fromaminimumof−0.404 s
to a maximum of 0.037 s.
The bootstrap re-sampling introduced in Section 3.4

allows us to estimate the variance of the recovered
ai and bi. By generating 1000 different data vec-
tors (realizations) and subsequently performing a sep-
arate inversion for each of the generated data vectors,
1000 weighted least-squares estimators of t(ins)) are ob-
tained. The standard deviation of the recovered a∗

i from
the ai (recoveredusing theoriginal t(app)) is listed in col-
umn 3 of Table 1. In Figure 10, we visualize the recov-
ered ai and bi, including the bootstrap-derived uncer-
tainties.

Figure 10 Comparison between clock drifts obtained in
this study, and themeasured skews. a. Comparisonof clock
drift rates estimated based on the skew values and the to-
tal recording time (red dots) and the ai obtained from our
weighted least-squares inversion (black crosses). The error
bars correspond to the 95% confidence intervals resulting
from the bootstrap re-sampling. Note that no skew value
was reported for OBS O21 as this instrument’s battery died
before recovery. b. Comparison of the initial clock error at
the OBS’ deployment time. In both a and b, OBS O23 has
no error bars as this OBS was associated with too few data
points in t(app) to be successfully included in the bootstrap-
ping procedure.

For all station pairs, we plotted the waveform
(mis)alignment of the different lapse cross-correlations
to verify the effective removal of the clock errors. Fig-
ure 11 shows the time-lapse cross-correlations between
OBS O01 and land station RET (which is devoid of clock
errors) in three states: a) uncorrected, b) corrected
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Table 1 Estimated clock drift rates (ai) of theOBSs (2nd column), and their corresponding standard deviation (3rd column).
The clock drift rates in column four are based on the measured skew values, assuming a linear drift and no clock errors at
t(lps) = 0. The estimated clock errors at deployment and recovery time in the fifth and sixth columns, respectively, are
computed by substituting the estimated ai and bi in Equation (2)with t(lps) set to eachOBS’ day of deployment and recovery.
OBS O21 had no skew value reported, as the battery died before recovery. Station O23 has no standard deviation because it
was associatedwith too fewdata points in t(app) to be successfully included in the bootstrapping procedure. This is probably
due to the relatively low SNRs of the lapse cross-correlations involving this station.

Station
name

Clock drift rate
based on OCloC
[s/year]

σ [s/year] Clock drift rate
based on skew
values [s/year]

Clock error at
deployment time
(OCloC) [s]

Clock error at re-
covery time [s]

Measured
skew [s]

O01 -0.734739 0.042760 -1.011740 -0.312892 -1.055899 -1.023125
O02 -1.055136 0.097011 -0.782087 -0.115908 -1.182942 -0.790906
O03 -0.401807 0.251438 -0.136396 -0.109015 -0.515270 -0.137906
O04 -0.770560 0.153252 -0.765888 -0.189565 -0.968726 -0.774437
O06 -0.172589 0.152249 -0.126476 -0.167177 -0.343849 -0.129468
O08 -0.104288 0.245437 -0.096861 -0.326683 -0.433947 -0.099625
O10 -1.095582 0.073045 -0.789557 -0.225825 -1.354066 -0.813093
O11 -0.667440 0.179920 -0.457559 -0.404513 -1.089599 -0.469656
O14 -0.304885 0.147440 -0.326255 -0.211671 -0.462262 -0.268156
O15 -1.465134 0.340357 -1.633493 -0.342048 -1.839114 -1.669093
O16 -0.712585 0.131879 -0.635126 -0.216183 -0.944088 -0.648781
O17 -0.547051 0.034074 -0.350884 -0.161655 -0.720530 -0.358468
O19 -0.985476 0.115891 -1.119642 -0.378849 -1.388873 -1.147531
O20 -4.652023 0.176057 -4.324439 0.038416 -4.744142 -4.445781
O21 -1.234367 0.141809 N/A -0.185787 -1.456213 N/A
O22 -0.415065 0.077167 -0.643822 -0.315925 -0.743071 -0.662562
O23 -0.312865 N/A -0.289709 -0.300249 -0.620852 -0.296875

using skew-derived drift rates, and c) corrected using
OCloC’s weighted least-squares estimates of the drift
rates and the initial clock errors. Before correction,
the later lapse cross-correlations shift monotonically to
an earlier time (Figure 11a). The skew-derived correc-
tions shift the lapse cross-correlations to later times.
In this case, however, the skew-derived drift rate ap-
pears to “overcorrect” the lapse cross-correlations: later
lapse cross-correlations now shift monotonically to a
later time (Figure 11b). Finally, shifting the lapse cross-
correlations using the weighted least-squares inversion
for the ai and bi results in lapse cross-correlations that
properly align (Figure 11c).
In Figure 11, the skew-derived drift and the drift

recovered using the weighted least-squares inversion
are compared for a single station couple only. In Fig-
ure 12, a more systematic and quantitative compari-
son of the linear drift based on our code (‘OCloC-drift’)
and the skew values (‘skew-drift’) is presented for three
OBSs. The drifts of all the other OBSs are shown in Ap-
pendix C. Figure 12 also shows the time offsets between
the lapse cross-correlations and a reference lapse cross-
correlation (RCF). We only use the cross-correlations
between the OBSs and land stations. For each station
pair, the highest signal-to-noise ratio cross-correlation
is selected as theRCF.The timeoffsets correspond to the
time shift thatmaximizes the Pearson correlation coeffi-
cient between the RCF and each cross-correlation. The
skew-derived drift in the top figures assumes that there
is no initial clock error at the onset of deployment (i.e.,
b = 0), and all subsequent time offsets are linearly inter-
polated based on this assumption. For the bottom fig-
ures, the time offset at deployment time corresponds to

Figure 11 Lapse cross-correlations betweenOBSO01 and
land-station RET in the frequency range of 0.2 to 0.4Hz. Col-
ors indicate the average time of all time windows that con-
tribute to the lapse cross-correlation, and this color scheme
is consistent across all three sub-figures (legend provided
in the upper right corner of figure a). a. Original lapse
cross-correlations prior to any corrections. b. Lapse cross-
correlations after clock drift correction using skew values.
c. Lapse cross-correlations after clock drift correction using
the (OCloC-derived) drift rates (ai) and initial clock errors
(the bi) estimated in this study.

the OBS’ b value (or initial clock error) estimated from
the weighted least-squares inversion (again, all subse-
quent offset times are interpolated accordingly).
TheOCloC-drift corrections ofOBS01 andOBS02 (Fig-

ures 12a and 12b) seem to align better with the time
offset between the cross-correlations and the RCF. This
is not the case for OBS10 (Figure 12c), where the skew-
based clock drift aligns better with the time offsets. Sta-
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tion O10, however, is also one of the stations with the
shortest recording time, which results in fewer time-
lapses. This highlights one limitation of our approach:
the need for longer monitoring time to include more
lapse cross-correlations, because that provides tighter
constraints for the inversion process. In Section 5.3, we
further discuss the implications of the OBSs not moni-
toring for a full year.

4.2 Comparing inversion strategies

The fact that a non-uniform illumination pattern can
break the time symmetry of the retrieved surface-wave
responses is detrimental to the method presented in
this study. Weemstra et al. (2021) showed that apply-
ing a weighted least-squares inversion based on station-
to-station distances decreases the adverse effects of a
non-uniform surface wave illumination. Using syn-
thetic recordings of ambient seismic noise, these au-
thors demonstrated the advantage of theweighted least-
squares estimate over the ordinary least-squares es-
timate. To evaluate the accuracy of the weighted
least-squares estimator t̃(ins)

(wls) in the presence of a non-
uniform surface wave illumination, we compare it to
the ordinary least-squares estimator t̃(ins)

(ols) . To do so, we
used the bootstrap re-sampling approach introduced in
Section 3.4. Figure 13 shows the histogram and cumu-
lative distribution of 1000 bootstrap realizations of the
a∗ values of both inverse strategies. We used the same
starting parameters and data vectors in both cases. The
weighted inversions are shown in red, whereas the or-
dinary least-squares inversions are shown in blue. Fig-
ure 13a shows the distribution of the bootstrap real-
izations for all stations centered around 0 (mean val-
ues have been subtracted for each OBS individually).
Figure 13b shows the cumulative distribution of the
bootstrap realizations, with the 5th and 95th quantiles
marked as vertical lines. The weighted least-squares
distribution has narrower confidence intervals than the
ordinary least-squares distribution.
For data vectors associated with large station-to-

station distance thresholds, we do not find significant
differences between both inversion strategies. This
is expected because the threshold removes measure-
ments associated with station couples that are closer
to each other, which hence removes those lapse cross-
correlations that are susceptible to larger illumination-
related noise errors. For data vectors resulting from
decreasing station-to-station distance thresholds, how-
ever, we find that the weighted inversion results in nar-
rower bootstrap confidence intervals.

5 Discussion

5.1 The effect of the surface wave (noise) il-
lumination pattern

A limitation of the presented method is the fact that
a non-uniform illumination pattern can lead to devia-
tions of the retrieved surface-wave responses from the
true surface-wave responses (e.g., Tsai, 2009; Weaver

Figure 12 Comparison between (i) the skew-derived lin-
ear clock drift and (ii) the linear clock drift recovered us-
ing the weighted least-squares inversion for three selected
OBSs. Top: Time offsets between cross-correlations and a
reference cross-correlation (RCF) assuming no initial clock
error at the onset of deployment. Bottom: Time off-
sets considering the initial clock error (b value) at deploy-
ment time. The drift based on our code (weighted least-
squares inversion) and the confidence intervals are dubbed
‘OCloC-drift’, while the drift based on the skew values is
termed ‘skew-drift’. The highest signal-to-noise ratio cross-
correlation for each station pair is chosen as the RCF. The
depicted time offsets result from maximizing the Pearson
correlation coefficient between the RCF and the other lapse
cross-correlations, plus a correction based on the b value to
the skew correction.

et al., 2009). As such, timing errors due to a non-
uniform illumination pattern (captured in n(src)) lead
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Figure 13 Bootstrap analysis of a∗ values for all stations showing the 1000 realizations stacked for all stations. The mean
values have been removed. The results of the weighted least-squares inversion are shown in red, and the results of the or-
dinary least-squares inversion are depicted in blue. a. Frequency histogram of the recovered values for all stations, with the
probability density function overlaid. b. Cumulative distribution of the bootstrap realizations, with the 5th and 95th quan-
tiles marked.

to deviations of the recovered drift from the true clock
drift. Consequently, bootstrap confidence intervals can
be expected to be larger for more pronounced non-
uniform illumination patterns. The bootstrapping re-
sults presented in Section 4.2 show that the distance-
based weighted least-squares inversion result in both a
lower spread of the distribution of the a∗ values (Fig-
ure 13a) and a narrower range between the 5th and 95th
quantiles (Figure 13b).
The bootstrapping results presented in Section 4.2

confirm the earlier, synthetic-data-based findings by
Weemstra et al. (2021). Compared to the ordinary
least-squares inversion, the weighted least-squares in-
version decreases the adverse effects of a non-uniform
illumination pattern. Note that the reasoning above
can also be turned around: the fact that the weighted
least-squares inversion results in more accurate clock
drift estimates strongly suggests a (time-varying) non-
uniform surface wave illumination. Given the available
literature (Stehly et al., 2006; Mulargia, 2012; Weemstra
et al., 2013) in general, and the large differences in SNRs
between (some of) the causal and acausal direct surface
waves in particular, this can hardly be surprising.

5.2 Validation using only land stations

We run a separate test using only the lapse cross-
correlations between the land stations. Lapse cross-
correlations involving OBSs are discarded. Apart from
two stations, we pretend these land stations to be suffer-
ing from clock errors and hence neither eliminate the
columns associated with any of them from A (in real-
ity, those stations’ a and b coincide with zero of course)
nor any of its two entries from t(ins). We subsequently
compute the weighted least-squares estimator of t(ins).
The inversion yields drift rates (i.e., ai) of maximum
0.1 s/year, which demonstrates that (i) noise on the data
(i.e., non-zero n(src) and n(spur)) prevents the recovery
of drift rates of 0 s/day and (ii) that drift rates lower than
10−4 s/day cannot be recovered unambiguously (for our
specific station configuration, noise illumination, and
frequency band). Themaximum bi that is recovered has
a value of 0.12 s, but this is an outlier in the sense that
formost of the stations, the estimated initial clock error
at t(lps) = 0 does not exceed 0.05 s. Although the recov-

eredai and bi donot coincidewith zero,weknow that, in
practice, the land stations do not suffer from clock drift
and/or initial clock errors. Effectively, this experiment
tells us that our approach allows us to successfully re-
cover a seismic station’s clock drift with an uncertainty
of approximately 0.1 s/year.

5.3 On the validity of the assumption of lin-
ear clock drift and an initial clock error

While introducing our model (Section 2.2), we assumed
the clock drift rates to be constant. Specifically, we
formulated a time-dependent clock error δt

(ins)
i (t(lps))

which drifts at a constant rate ai, while allowing for a
possible clock error bi at t(lps) = 0. The latter is in-
troduced to allow for an initial clock error at deploy-
ment time. This could, for example, be invoked by the
temperature shock while the OBS is sunk (Zhang et al.,
2023). We discuss in this section (i) the differences be-
tween the skew-derived drift rates and the recovered
drift rates (i.e., the ai), (ii) the fact that the bi are non-
zero, and (iii) the relation between these two observa-
tions.
First, we would like to emphasize that the differences

between the skew-derived drift rates and the parame-
ters recovered using the weighted least-squares inver-
sion (i.e., the ai and bi) yield clock errors at the time
of recovery that differ at maximum 0.62 s (compare the
last two columns of Table 1); most of them much less.
This suggests that the skew values are rather represen-
tative of the clock drift of the OBSs at the time of recov-
ery (see also Figure 10). Furthermore, Figure 12 and
Appendix C preclude a decision as to which drift rate
is“better” based on the time offsets of the consecutive
lapse cross-correlations.
Second, Figure 12 and Appendix C also do not allow

us to drawfirmconclusions regarding the estimated ini-
tial clock errors at the onset of deployment (i.e., the bi).
Upon comparison with the time offsets between the in-
dividual lapse cross-correlations and the RCF, however,
the clock errors estimated using our weighted least-
squares inversion seem to be slightly more accurate
than the skew-derived clock errors for most OBSs. This
would confirm the existence of a (non-zero) initial clock
error. For OBS O01, for example, the waveform align-
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ment presented in Figure 11 strongly supports the es-
timated initial clock error (b) of −0.31 s. In particular
because the estimated clock error at the time of recov-
ery almost coincides with the skew for this station (see
Table 1). By not taking into account the initial clock er-
ror for this OBS, the skew-based corrections effectively
overcompensate the observed clock drift. This is evi-
dent from the shift of later lapse cross-correlations to
positive times in Figure 11b. In contrast, OCloC-based
corrections do not yield any (visible) residual drift (Fig-
ure 11c). This implies that an initial clock error at the
time of deployment (i.e., a non-zero b) is indeed needed
to explain the observed clock errors. Note that OBS O01
is used as an example because this station has one of the
largest initial clock errors at deployment time, whereas
its estimated clock error at recovery time almost coin-
cides with the measured skew.
The fact that the OCloC-corrected lapse cross-

correlations align better than the skew-corrected lapse
cross-correlations can hardly be surprising. The drift
rate estimates and the initial clock errors at the time
of deployment are based on these very lapse cross-
correlations. Therefore, it can be misleading to con-
clude from this observation that our approach yields
more accurate drift rates than the skew-derived drift
rates. This is because although the weighted least-
squares inversion mitigates the effect of arrival time
shifts resulting from a non-uniform surface wave il-
lumination, it will not undo it entirely. Illumination-
related arrival time shifts (i.e., non-zero δt

(+,src)
i,j,k ) may

still have some effect. However, given the fact that (i) we
averaged hourly cross-correlations over a period of 100
days, (ii) an SNR-threshold of 30 was imposed, and (iii)
a station-to-station separation threshold of 2.5 wave-
lengths needed to be exceeded, we do not expect that
these illumination-related arrival time shifts to be the
cause of bi as high as 0.3 or 0.4 s. The experiment dis-
cussed in Section 5.2 supports this claim.
Considering the above, we identify two possible ex-

planations for the fact that the initial clock errors at
the time of deployment are found to be non-zero and
have values as high as (minus) 0.4 s. One explanation is
that they result from the temperature shock during the
OBS’ descent to the ocean floor (see e.g., Zhang et al.,
2023). In other words, they are real. This would not
be surprising considering the experimental results by
Gardner and Collins (2012), who find that the drift rates
of the SEASCAN clocks may change significantly in the
weeks after a temperature shock (in practice: after de-
ployment). A second possible explanation for their de-
viation from zero stems from the fact that the OBSs ex-
perience seasonal temperature variations during their
deployment at (relatively) shallow depths. The study by
Jochumsen et al. (2016), for example, reports on sea-
sonal seawater-temperature variations on the order of
five degrees centigrade at those depths. This is con-
sistent with the temperature variations within the data
logger, which reveal annual temperature variations of
about four degrees centigrade (these temperature sen-
sors have a resolution of one degree only). In general,
an OBS’ drift rate is temperature dependent (Shariat-
Panahi et al., 2009). However, we do not expect the drift

rate of the SEASCAN clocks to suffer from such temper-
ature variations: the SEASCAN clocks are temperature
compensated (Gardner andCollins, 2012). Nonetheless,
if such a seasonally varying drift would exist, it may be
more appropriate to have our drift model (Equation 2)
include a sinusoid with a period of one year. This may
be the topic of future work.
Of all recovered drift rates, the drift rate by OBS O20

stands out (see Figure 10). This may well be explained
by the fact that, compared to the other OBSs, the log-
ger and hence SEASCAN crystal oscillator of OBS O20
was newer. It was only two years old at the time of de-
ployment, whereas the loggers (andhence clocks) of the
other OBSs were approximately 8 years old (Alfred We-
gener Institute, personal communication, 2023). This
matters because of a natural process in the crystal os-
cillator, which is referred to as aging. Aging implies
that the drift rate of an oscillator slowly changes with
time. Essentially, it is the time derivative of the drift rate
(Gardner and Collins, 2012). The aging of the crystal is
a very important factor when it comes to the drift rate
of the SEASCAN clocks, with younger crystals usually
aging faster. And even though aging can be mitigated
by regular recalibration of the SEASCAN clocks, it could
well have been the cause of the larger drift rate of the
SEASCAN clock of OBS O20.

5.4 Performance in the absence of land sta-
tions?

OBS arrays in remote oceanic regions will not have the
benefit of land stations in their near vicinity. In that
case, lapse cross-correlations between the OBSs and a
station with a correct (UTC) reference time do not con-
tribute to the data vector t(app). The systemof equations
will, in that case, be underdetermined (the rank of A
being lower than the number of unknowns) and that
weighted least-squares estimator t̃(ins)

(wls) is chosen that
has the lowest norm (see Section 2.6). The minimum-
norm solution yields an estimator of t(ins) that allows
the OBS recordings to be synchronized with respect to
each other, but not with respect to UTC. In other words,
the recovered bi differs from the true (unknown) bi by a
common time shift, but the drift rates (i.e., the ai) can
still be recovered (with some uncertainty, of course).
This is still useful as it would enable tomographic stud-
ies using only the OBSs, or the localization of seismic
events (earthquake hypocenters) below the OBS array.
The accuracy of the recovered clock drift parameters

depends linearly on the wave frequency. That is, lapse
cross-correlations at higher frequencies will hence re-
sult in more accurate estimates of clock drift than lapse
cross-correlations at lower frequencies, provided the il-
luminationpattern and the SNRs at both frequencies co-
incide. In practice, the latter is often not the case: lapse
cross-correlations at lower frequencies usually benefit
from more uniform noise illumination patterns (e.g.,
Yang and Ritzwoller, 2008). It may therefore be benefi-
cial to include measurements associated with different
frequency bands in t(app). It is beyond the scope of this
work to investigate this here.
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5.5 Which projects can benefit from OCloC?
There are several methods that can be used for correct-
ing OBS clock errors. The fastest to implement is simply
using the recovered skew values and assuming a linear
drift rate. Here, however, we show that thismethodmay
not be reliable. Moreover, it may not be possible be-
cause the battery has died before recovery. Othermeth-
ods require correcting each OBS one by one by simply
evaluating cross-correlations of ambient seismic noise
in a non-automated manner. This requires a level of
inspection that is not attractive (time-wise) for large-N
OBS arrays. OCloC is suitable for such type of deploy-
ment as it automatically and simultaneously computes
clock drift rates of all OBSs. Other cases where a GPS
clock is lost, particularly with only on-land-station de-
ployments, can significantly benefit from OCloC.
Projects that do not benefit from our approach are

those with a limited deployment time. The reason is
thatOCloC requires the retrieval of interferometric sur-
face wave responses at positive and negative times. In
addition, lapse cross-correlations need to be computed
at different lapse times t

(lps)
k (at least two). To retrieve

both responses, noise cross-correlations need to be av-
eraged over a sufficiently long time. Here “sufficiently
long” is location, processing, and frequency depen-
dent (e.g., Yang and Ritzwoller, 2008; Seats et al., 2012;
Snieder, 2004). In our case (Reykjanes peninsula, spec-
tral whiting prior to cross-correlation, and 0.2–0.4 Hz
frequency band), individual noise cross-correlations
were averaged over 100 days to obtain surface waves
with sufficiently high SNRs at bothpositive (causal peak)
and negative (acausal peak) time.
For projects that might not be suitable for OCloC, al-

ternative solutions exist, suchas themethodologies pro-
posed by Sens-Schönfelder (2008); Hable et al. (2018);
Loviknes et al. (2020); Jousset et al. (2013); Gouédard
et al. (2014), among others.

6 Conclusions
We introduced a new method to recover, simultane-
ously, clock drift rates of large numbers of ocean bot-
tom seismometers. Our approach relies predominantly
on the time-symmetry of the retrieved interferomet-
ric surface wave responses, but also includes the per-
ceived temporal stability of the lapse cross-correlations
in the workflow (see Appendix B). Contrary to existing
approaches, our method also (i.e., in addition to the
drift rate) allows one to recover an initial clock error at
the time of deployment. Two situations can be distin-
guished: OBS deployments including land stations and
OBS deployments without stations devoid of a clock er-
ror. Drift rateswill successfully be recovered in both sit-
uations. The absolute time, however, will be meaning-
less in case no land station (or another station devoid
of clock errors) is “connected” to OBS deployment by
means of a number of lapse cross-correlations. Results
can be analyzed using a qualitative uncertainty anal-
ysis via bootstrap re-sampling. Finally, the presented
methodology is implemented in OCloC, an accessible
Python package with an object-oriented design.

We test OCloC using the seismic noise data acquired
during IMAGE’s seismic campaign in and around the
Reykjanes Peninsula (Iceland). We find that all OBSs
in the network suffered from clock drift. In particular,
we find that the skew did not allow accurate recovery of
the OBSs’ drift rates. Using our approach, it was possi-
ble to detect the OBSs’ initial clock error at the time of
deployment. Finally, we showed that a weighted least-
squares inversion, where receiver pairs are weighted by
station-to-station distances, significantly reduces errors
caused by deviations of the noise illumination pattern
from uniform.
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Appendices
A Matrix formulation
To clarify the rather mathematical description of the
inverse problem, let’s consider the following example.
If one would compute monthly time-averaged cross-
correlations for an OBS deployment of 10 stations that
would last one full year, N (lps) would be 12 and N (obvi-
ously) 10. This would imply the number of rows of the
matrixA (and the length of the vectors t(app),n(src), and
n(spur)) would coincide with 12 × (10 × 9)/2 = 540. The
length of t(ins) would coincide with 20 (2 × 10) and so
would the number of columns of A. Expressing then
t
(lps)
k in terms of days (instead of seconds, which is the
customary unit of time) and setting it to zero at the on-
set of the OBS deployment, this would imply t

(lps)
1 ≈ 15,

t
(lps)
2 ≈ 46, and so on, and so forth.
For N stations, vector t(ins) can be written as:

(9)t(ins) ≡



a1
b1
a2
b2
...

aN

bN


,

To aid in the interpretation of Equation (8), we depict
below (Figure 14) the rows associatedwith thefirst lapse
cross-correlations (i.e., the lapse cross-correlations as-
sociated with t

(lps)
1 ) are shown in light blue. In addition,

we have depicted in purple (for t
(lps)
1 only) the elements

of thematrix associatedwith the lapse cross-correlation
between stations 1 and 2, and in yellow the elements of
the matrix associated with the lapse cross-correlation
between stations 2 and 3. Note that, as it stands, thema-
trix in Figure 14 is rank deficient. This implies that the
system of equations is underdetermined, and a unique
solution does not exist. If one of the 10 stations is a
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land station devoid of clock errors, the two columns as-
sociated with that station could be eliminated from A
(that OBS’ a and b would coincide with zero), and its
two entries eliminated from t(ins). The resulting matrix
A would be full rank, and a unique estimator of t(ins)

would exist.

Figure14 ExampleofmatrixAwhenusingN stationsand
n lapse times

B Detection of outliers

When measuring the t
(+,app)
i,j,k + t

(−,app)
i,j,k it might be pos-

sible to get an erroneous measurement due to a phe-
nomenon that is similar in nature to what is referred
to as ‘cycle skipping’ in full-waveform inversion (e.g.,
Warner and Guasch, 2014). That is, the measured
t
(+,app)
i,j,k + t

(−,app)
i,j,k deviates from the “true value” by ap-

proximately one period (see alsoWeemstra et al., 2021).
Needless to say, inclusion of thesemeasurements in the
inversion leads to incorrect ai and bi. To prevent such
measurements, we implemented a method that com-
pares the measured t

(+,app)
i,j,k + t

(−,app)
i,j,k with the expected

t
(+,app)
i,j,k + t

(−,app)
i,j,k . The latter is computed using the a’s

and b’s recovered during a first inversion. After identify-
ing the outliers, i.e., points that do not follow the overall
trend (blue areas in Figure 15), we set a certain thresh-
old for removing or keeping measurements. Repeating
this process multiple times allows us to“clean” the data
vector from such measurements.

C Clock drifts of each OBS station
In this appendix section, we provide an extended com-
parison of linear corrections from our code against the

Wrong measurements
su�ering from cycle

skipping

Observed time-symmetry shift 
vs 

computed time-symmetry shift after inversion

Figure 15 Observed time symmetry shifts plotted against
the estimated time symmetry shifts after inversion. The
clusters in blue might indicate inaccurate measurements
product of cycle skipping.

skew values for each OBS. The figures display the time
offsets between the cross-correlations and a chosen ref-
erence cross-correlation, offering a detailed view of our
approach’s alignment with standard skew value correc-
tions across different OBSs. Stations with very high un-
certainty (for example O03, O06, andO08) yielded fewer
data points (t+,app

i,j,k + t−,app
i,j,k ) as their SNR and distance

separation did not meet the required thresholds (see
Figure 6 for examples of those cross-correlations).

ThearticleOceanbottomseismometer clock correctionusing
ambient seismic noise © 2024 by David Naranjo is licensed
under CC BY 4.0.

21 SEISMICA | volume 3.1 | 2024

http://creativecommons.org/licenses/by/4.0/


SEISMICA | RESEARCH ARTICLE | OBS Clock Correction

Figure 16 Comparison between the observed clock drift, (i) the skew-derived linear clock drift, and (ii) the linear clock drift
recovered using the weighted least-squares inversion of each OBSs (except O01, O02, and O10, which are in Section 4). Top:
Time offsets between cross-correlations and a reference cross-correlation (RCF) assuming no initial clock error at the onset
of deployment. Bottom: Time offsets considering the initial clock error (b value) at deployment time. The drift based on
our code (weighted least-squares inversion) and the confidence intervals is dubbed ‘OCloC-drift’, while the drift based on
the skew values is termed ‘skew- drift’. The highest signal-to-noise ratio cross-correlation for each station pair is chosen as
the RCF. The depicted time offsets result frommaximizing the Pearson correlation coefficient between the RCF and the other
lapse cross-correlations, plus a correction based on the value of b in the skew correction.
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