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#### Abstract

This study introduces numerical computational methods that employ fourth-kind Chebyshev polynomials as basis functions to solve sixth-order boundary value problems. The approach transforms Boundary Value Problems (BVPs) into a set of linear algebraic equations expressed as unidentified Chebyshev coefficients. These coefficients are subsequently resolved using matrix inversion. Numerical simulations are conducted to verify the appropriateness and effectiveness of this method, demonstrating its simplicity and superior performance compared to existing solutions. Furthermore, a graphical representation of the method's solution is incorporated.
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## Introduction

Boundary Value Problems (BVPs) arise when a set of ordinary differential equations has solution values and derivatives specified at certain points. Specifically, a two-point BVP involves determining the solution and derivatives at the boundaries. BVPs play a crucial role in mathematically simulating various real-world phenomena, including viscoelastic flow, heat transfer, and engineering sciences. To address BVPs, numerous numerical methods have been developed and explored. Several notable approaches have been investigated to solve BVPs. These strategies encompass utilizing global phase integral techniques to estimate eigenvalues in sixthorder BVPs [1]. Additionally, a comparison was conducted between B-spline interpolation and finite difference, finite element, and finite volume methods for two-point BVP [2]. Other methodologies involve employing homotopy perturbation methods to address sixth-order BVPs [3] and utilizing non-polynomial splines to solve sixth-order BVPs [4]. Furthermore, there is innovation introduced through a novel cubic B-spline method for linear fifth-order BVP [5].

Other techniques include applying the collocation method to solve sixth-order BVPs [6], utilizing the Daftardar Jafari method for numerical solutions of fifth and sixth-order nonlinear BVPs [7], and employing interpolation subdivision schemes for the numerical solution of twopoint BVPs [8, 9]. Additionally, there is the development of a subdivision scheme-based collocation algorithm for fourth-order BVP [10]. Further methods involve using He polynomials in variational iteration methods to solve seventh-order BVPs [11] and applying power series approximation methods for the numerical solution of nth-order BVPs [12]. Another approach includes utilizing the tau collocation approximation method to solve first and second-order ordinary differential equations [13]. Overall, this review is dedicated to the numerical solutions of sixth-order BVPs and illustrates the various approaches that have been explored in the literature:
$v^{v i}(t)+\mu_{1}(t) v^{v}(t)+\mu_{2}(t) v^{i v}(t)+\mu_{3}(t) v^{i i i}(t)+\mu_{4}(t) v^{i i}(t)+$ $\mu_{5}(t) v^{i}(t)+\mu_{6}(t) v(t)=g(t), t \in[a, b]$
with boundary conditions
$v^{i}(a)=\alpha_{i}, v^{i}(b)=\beta_{i}, i=0,1,2$,

Where $\alpha_{0}, \alpha_{1}, \alpha_{2}$ and $\beta_{0}, \beta_{1}, \beta_{2}$ are given real constants, $\mu_{i}(t), i=0,1,2, \cdots n$ and $g(t)$ are known functions on the an interval $\in[a, b]$ and $v(t)$ is the unknown function to be determined

## Basic Definition

## 1. Chebyshev polynomials of the fourth kind

Chebyshev polynomials of the fourth type are orthogonal polynomials related to weight functions $(x)=\sqrt{\frac{1-t}{1+t}} \forall t \in[-1,1]$. The Chebyshev polynomials of the fourth kind are defined by $W_{n}(t)=\frac{\sin \left(n+\frac{1}{2}\right) \theta}{\sin \left(\frac{\theta}{2}\right)}$ with $W_{0}(t)=1$ and $W_{1}(t)=2 t+1$.

Hence, the first few Chebyshev Polynomials of the fourth kind are given below:
$Q_{0}(t)=1, Q_{1}(x)=2 t+1, Q_{2}(t)=4 t^{2}+2 t-1, Q_{3}(t)=8 t^{3}+4 t^{2}-3 t-1$,

## 2. Shifted Chebyshev polynomials of the fourth kind

The fourth kind of Shifted Chebyshev Polynomials serves as orthogonal polynomials with respect to a specific weight function.
$W^{*}(t)=\sqrt{\frac{1-t}{t}} \forall t \in[0,1]$ with starting values $Q^{*}{ }_{0}(t)=1$ and $Q^{*}{ }_{1}(t)=4 t-1$.
Hence, the first few Shifted Chebyshev Polynomials of the fourth kind are given below:
$Q^{*}{ }_{0}(t)=1, Q^{*}{ }_{1}(t)=4 t-1, Q^{*}{ }_{2}(t)=16 t^{2}-12 t+1, Q_{3}{ }_{3}(t)=64 t^{3}-80 t^{2}+24 t-1$

## 3. Absolute Error

We defined absolute error as follows in this study: Absolute Error= $=|\mathrm{V}(t)-v(t)| ; 0 \leq t \leq$ 1 , where $\mathrm{V}(t)$ is the exact solution and $v(t)$ is the approximate solution

## Methods

The study employed the fourth-kind Chebyshev polynomials as an approximation method, utilizing the following form:

$$
\begin{equation*}
v(t)=\sum_{i=0}^{n} Q(t) a_{i} \tag{3}
\end{equation*}
$$

The unknown constants to be determined are $a_{i}, i=0(1) n$
Thus, by differentiating equation (3) for $\mathrm{n}^{\text {th-times }}$ as functions of t and substituting resulting solution into question (1), we have
$\sum_{i=0}^{n} Q^{v i}(t) a_{i}+\mu_{1}(t) \sum_{i=0}^{n} Q^{v}(t) a_{i}+\mu_{2}(t) \sum_{i=0}^{n} Q^{i v}(t) a_{i}+\mu_{3}(t) \sum_{i=0}^{n} Q^{i i i}(t) a_{i}+$
$\mu_{4}(t) \sum_{i=0}^{n} Q^{i i}(t) a_{i}+\mu_{5}(t) \sum_{i=0}^{n} Q^{i}(t) a_{i}+\mu_{6}(t) \sum_{i=0}^{n} Q(t) a_{i}=g(t)$
Let $\eta(\mathrm{t})=\sum_{i=0}^{n} Q^{v i}(t) a_{i}, \tau(\mathrm{t})=\sum_{i=0}^{n} Q^{v}(t) a_{i}, \varsigma(t)=\sum_{i=0}^{n} Q^{i v}(t) a_{i}, \quad \xi(t)=\sum_{i=0}^{n} Q^{i i i}(t) a_{i}$, $\gamma(t)=\sum_{i=0}^{n} Q^{i i}(t) a_{i}, \chi(t)=\sum_{i=0}^{n} Q^{i}(t) a_{i}, \omega(t)=\sum_{i=0}^{n} Q(t) a_{i}$

The system of linear algebraic equations involving ( $\mathrm{n}+1$ ) unknown constants $a^{\prime}{ }_{i} s$ is derived by collocating equation (4) at evenly spaced points $t_{i}=a+\frac{(b-a) i}{n},(i=0(1) n)$. Additional equations are derived from Eq. (2) and are expressed in matrix form:

$$
\left(\begin{array}{cccccc}
W_{11} & W_{12} & W_{13} & W_{14} & & W_{1 n}  \tag{5}\\
W_{21} & W_{22} & W_{23} & W_{24} & \cdots & W_{2 n} \\
\vdots & \vdots & \vdots & \vdots & \cdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
W_{m 1} & W_{m 2} & W_{m 3} & W_{m 4} & \vdots & W_{m n} \\
W_{11}{ }^{0} & W_{12}{ }^{0} & W_{13}{ }^{0} & W_{14}{ }^{0} & \cdots & W_{1 n}{ }^{0} \\
W_{21}{ }^{1} & W_{22}{ }^{1} & W_{23}{ }^{1} & W_{24}{ }^{1} & \vdots & W_{2 n}{ }^{0} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \cdots & \vdots \\
W_{m 1}{ }^{n} & W_{m 2}{ }^{n} & W_{m 3}{ }^{n} & W_{m 4}{ }^{n} & & W_{m n}{ }^{n}
\end{array}\right)\left(\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
a_{n}
\end{array}\right)=\left(\begin{array}{c}
X_{11} \\
X_{21} \\
\vdots \\
\vdots \\
X_{m n} \\
X_{11}{ }^{0} \\
X_{22}{ }^{1} \\
\vdots \\
\vdots \\
X_{m n}{ }^{n}
\end{array}\right)
$$

where $W_{i s}$ and $W_{i s}{ }^{*}$ are the coefficients of $a_{i s}$ given as
$\mathrm{W}_{11}, \mathrm{~W}_{12}, \mathrm{~W}_{13}, \cdots \mathrm{~W}_{1 \mathrm{n}}=\eta\left(t_{1}\right)+\mu_{1}\left(t_{1}\right) \tau\left(t_{1}\right)+\mu_{2}\left(t_{1}\right) \varsigma\left(t_{1}\right)+\mu_{3}\left(t_{1}\right) \xi\left(t_{1}\right)+\mu_{4} \gamma\left(t_{1}\right)+$ $\mu_{5}\left(t_{1}\right) \chi\left(t_{1}\right)+\mu_{6}\left(t_{1}\right) \tau\left(t_{1}\right)+\omega\left(t_{1}\right) \omega\left(t_{1}\right)$
$\mathrm{W}_{21}, \mathrm{~W}_{22}, \mathrm{~W}_{23}, \cdots \mathrm{~W}_{2 \mathrm{n}}=\eta\left(t_{2}\right)+\mu_{1}\left(t_{2}\right) \tau\left(t_{2}\right)+\mu_{2}\left(t_{2}\right) \varsigma\left(t_{2}\right)+\mu_{3} \xi\left(t_{2}\right)+\mu_{4} \gamma\left(t_{2}\right)+\mu_{5}\left(t_{2}\right) \chi\left(t_{2}\right)+$ $\mu_{6}\left(t_{2}\right)\left(t_{2}\right) \tau\left(t_{2}\right)+\omega\left(t_{2}\right) \omega\left(t_{2}\right)$
$\mathrm{W}_{31}, \mathrm{~W}_{32}, \mathrm{~W}_{33}, \cdots \mathrm{~W}_{3 \mathrm{n}}=\eta\left(t_{3}\right)+\mu_{1}\left(t_{3}\right) \tau\left(t_{3}\right)+\mu_{2}\left(t_{3}\right) \varsigma\left(t_{3}\right)+\mu_{3} \xi\left(t_{3}\right)+\mu_{4}\left(t_{3}\right) \gamma\left(t_{3}\right)+$ $\mu_{5}\left(t_{3}\right) \chi t_{3}+\mu_{6}\left(t_{3}\right) \tau\left(t_{3}\right)+\omega\left(t_{3}\right) \omega\left(t_{3}\right)$
$\mathrm{W}_{11}{ }^{0}, \mathrm{~W}_{12}{ }^{0}, \mathrm{~W}_{13}{ }^{0}, \cdots \mathrm{~W}_{1 \mathrm{n}}{ }^{0}$ are values of $v^{i}(a)$ and $v^{i}(b)$, and $X_{i s}$ are values of $f\left(t_{i}\right)$.
Let equation (5) be:

$$
\begin{equation*}
G\left(t_{i}\right) A=B\left(t_{i}\right) \tag{6}
\end{equation*}
$$

Where $G\left(t_{i}\right)=\left(\begin{array}{cccccc}W_{11} & W_{12} & W_{13} & W_{14} & & W_{1 n} \\ W_{21} & W_{22} & W_{23} & W_{24} & \cdots & W_{2 n} \\ \vdots & \vdots & \vdots & \vdots & \cdots & \vdots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ W_{m 1} & W_{m 2} & W_{m 3} & W_{m 4} & \vdots & W_{m n} \\ W_{11}{ }^{0} & W_{12}{ }^{0} & W_{13}{ }^{0} & W_{14}{ }^{0} & \cdots & W_{1 n}{ }^{0} \\ W_{21}{ }^{1} & W_{22}{ }^{1} & W_{23}{ }^{1} & W_{24}{ }^{1} & \vdots & W_{2 n}{ }^{0} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots & \vdots & \cdots & \vdots \\ W_{m n}{ }^{n} W_{m 2}{ }^{n} & W_{m 3}{ }^{n} & W_{m 4}{ }^{n} & \cdots & W_{m n}{ }^{n}\end{array}\right), A=\left(\begin{array}{c}a_{0} \\ a_{1} \\ \vdots \\ \vdots \\ \vdots \\ \vdots \\ \vdots \\ \vdots \\ \vdots \\ a_{n}\end{array}\right), B\left(t_{i}\right)=\left(\begin{array}{c}X_{11} \\ X_{21} \\ \vdots \\ \vdots \\ X_{m n} \\ X_{11}{ }^{0} \\ X_{22}{ }^{1} \\ \vdots \\ \vdots \\ X_{m n}{ }^{n}\end{array}\right)$
Multiply both sides of equation (7) by $G\left(t_{i}\right)^{-1}$ gives
$A=G\left(t_{i}\right)^{-1} B\left(t_{i}\right)$

The sought-after approximate solution is achieved by solving Equation (7) and then substituting the values of the unknown constants into the assumed approximation.

## Numerical Examples

## Example 4.1 [17]:

Consider the sixth Order Boundary Value Problem

$$
v^{6}(t)=-e^{-t} v(t)-720+\left(t-t^{2}\right)^{3} e^{-t}-\left(24+11 t+t^{3}\right) e^{t}, \quad 0 \leq x \leq 1
$$

Subject to the boundary conditions

$$
\begin{aligned}
& v(0)=0, v^{\prime}(0)=0, v^{\prime \prime}(0)=0 \\
& v(1)=0, v^{\prime}(1)=0, v^{\prime \prime}(1)=0
\end{aligned}
$$

With the exact solution $v(t)=t^{3}(1-t)^{3}$
The method described above yielded the following unknown constants:

$$
\begin{aligned}
& a_{0}=0.00490799343032222, a_{1}=0.00363337400941077, a_{2}=-0.00366616558853217 \\
& a_{3}=-0,00145845725661431, a_{4}=0.00146489920132309, a_{5}=0.000243247309597905 \\
& a_{6}=-0.000244053037691126, a_{7}=2.09204234463831 \times 10^{-8}, a_{8}=3.30229265055337 \times \\
& 10^{-9}, a_{9}=2.79885487548571 \times 10^{-10}, a_{10}=6.01190492266665 \times 10^{-12}
\end{aligned}
$$

Thus, the approximate solution is given as;

$$
\begin{aligned}
& v(t)=0.00002575126406 t+0.00004449205069+2.998813827 x^{5}-1.000001130 t^{6} \\
&+0.00001448668102 t^{7}-0.00003512331024 t^{8}+0.00004342658996 t^{9} \\
&+0.000006303939217 t^{10}-2.997471404 t^{4}+0.9985116227 t^{3} \\
&-0.000003333748543 t^{2}
\end{aligned}
$$

Table 1. Shows numerical outcomes for example 4.1 at $\mathrm{n}=10$

| t | Exact | Approximate Solution <br> $\mathrm{n}=10$ | $[17]$ <br> Absolute Error <br> $\mathrm{n}=10$ | Absolute Error of <br> proposed method <br> $\mathrm{n}=10$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.000000 | 0.00004449205069 | - | $4.449 \mathrm{E}-05$ |
| 0.1 | 0.000729 | 0.00077485313520 | $2.25 \mathrm{E}-04$ | $4.585 \mathrm{E}-05$ |
| 0.2 | 0.004096 | 0.0041375348600 | $7.36 \mathrm{E}-04$ | $4.153 \mathrm{E}-05$ |
| 0.3 | 0.009261 | 0.00929093143700 | $1.28 \mathrm{E}-03$ | $2.993 \mathrm{E}-05$ |
| 0.4 | 0.013824 | 0.01383666358000 | $1.68 \mathrm{E}-03$ | $1.266 \mathrm{E}-05$ |
| 0.5 | 0.015625 | 0.01561817254000 | $1.83 \mathrm{E}-03$ | $6.827 \mathrm{E}-06$ |
| 0.6 | 0.013824 | 0.01379936125000 | $1.68 \mathrm{E}-03$ | $2.464 \mathrm{E}-05$ |
| 0.7 | 0.009261 | 0.0092333963700 | $1.28 \mathrm{E}-03$ | $3.764 \mathrm{E}-05$ |
| 0.8 | 0.004096 | 0.00922335963700 | $7.36 \mathrm{E}-04$ | $4.444 \mathrm{E}-05$ |
| 0.9 | 0.000729 | 0.00068316123630 | $2.25 \mathrm{E}-04$ | $4.584 \mathrm{E}-05$ |
| 1 | 0.000000 | -0.00004441255146 | - | $4.441 \mathrm{E}-05$ |



Figure 1. Demonstrates the graphical results for Example 4.1's precise solution and approximation solution

Example 4.2 [17]:
Consider the sixth Order Boundary Value Problem
$v^{6}(t)=-t v(t)-\left(24+11 t+t^{3}\right) e^{t}$,

$$
0 \leq x \leq 1
$$

Subject to the boundary conditions

$$
\begin{aligned}
& v(0)=0, v^{\prime}(0)=1, v^{\prime \prime}(0)=1 \\
& v(1)=0, v^{\prime}(1)=e, v^{\prime \prime}(1)=-4 e
\end{aligned}
$$

with the exact solution $V(t)=(1-t) e^{t}$
The unknown constants are determined through the method described above:
$a_{0}=0.186363835481144, a_{1}=-0.129257730476006, a_{2}=-0.0770104498035282$,
$a_{3}=-0.0227622168161328, a_{4}=-0.00298134018729407, a_{5}=-0.000255683190010569$,
$a_{6}=-0.0000160672348446424, a_{7}=-8.09529136914819 \times 10^{-7}$,
$a_{8}=-3.38989522492939 \times 10^{-8}, a_{9}=-1.23436508172706 \times 10^{-9}$,
$a_{10}=-3.96164106489073 \times 10^{-11}$

Therefore, the approximate solution is expressed as:
$v(t)=1.000039381 t+0.0001169246131-0.1267651183 t^{5}-0.03333581402 t^{6}-$
$0.006917808190 t^{7}-0.001243614852 t^{8}-0.0001262625174 t^{9}-0.00004154081741 t^{10}-$
$0.3289484951 t^{4}-0.5028946860 t^{3}-1.014260607 \times 10^{-7} t^{2}$

Table 2. Shows numerical outcomes for example 4.2 at $\mathrm{n}=10$

| t | Exact | Approximate Solution <br> $\mathrm{n}=10$ | Absolute Error <br> $\mathrm{n}=10$ <br> $[17]$ | Absolute Error of <br> the proposed <br> method $\mathrm{n}=10$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.00000000000 | 0.0001169246131 | - | $1.169 \mathrm{E}-04$ |
| 0.1 | 0.09946538262 | 0.0995837725200 | $3.81 \mathrm{E}-05$ | $1.184 \mathrm{E}-04$ |
| 0.2 | 0.19542444130 | 0.1955325397000 | $1.59 \mathrm{E}-04$ | $1.081 \mathrm{E}-04$ |
| 0.3 | 0.28347034970 | 0.2835521705000 | $3.41 \mathrm{E}-04$ | $8.182 \mathrm{E}-05$ |
| 0.4 | 0.35803792750 | 0.3580795469000 | $5.33 \mathrm{E}-04$ | $4.162 \mathrm{E}-05$ |
| 0.5 | 0.41218031780 | 0.4121740514000 | $6.74 \mathrm{E}-04$ | $6.266 \mathrm{E}-06$ |
| 0.6 | 0.43730851200 | 0.4372549752000 | $7.08 \mathrm{E}-04$ | $5.354 \mathrm{E}-05$ |
| 0.7 | 0.42288806850 | 0.4227961197000 | $6.08 \mathrm{E}-04$ | $9.195 \mathrm{E}-05$ |
| 0.8 | 0.35608654850 | 0.3559711134000 | $3.91 \mathrm{E}-04$ | $1.154 \mathrm{E}-04$ |
| 0.9 | 0.22136428000 | 0.2212420603000 | $1.35 \mathrm{E}-04$ | $1.222 \mathrm{E}-04$ |
| 1 | 0.0000000000 | -0.0001169323739 | - | $1.169 \mathrm{E}-04$ |



Figure 2. Demonstrates the graphical results for Example 4.2's precise solution and approximation solution

## Conclusion

This work successfully employs the suggested approach to solve numerically six-order boundary value problems with fourth-kind shifted Chebyshev polynomials. The correctness and effectiveness of the method are demonstrated numerically using tables and figures. The proposed technique outperformed the method of [17] at all points, as can be seen from Example 1. It can also be argued that the proposed method marginally outperformed the method of [17] at points $0.3,0.4,0.5,0.6$, and 0.7 in example 2. Excellent agreement between the approximation solutions' graphs and the exact solutions can be seen in Figures 1-2. The outcomes of this study recommend
the proposed strategy for resolving additional boundary value issues after taking the aforementioned factors into account.

## References

P. Baldwin, Asymptotic estimates of the eigenvalues of a sixth-order boundary-value problem obtained by using global phase-integral methods. Philosophical Transactions Royal Society London. A Mathematical Physical Engineering Sciences, 322(1566) (1987) 281-305. doi.org/10.1098/rsta.1987.0051
H. Caglar, N. Caglar, K. Elfaituri, B-spline interpolation compared with finite difference, finite element and finite volume methods which applied to two-point boundary value problems. Applied Mathematics Computation, 175(1) (2006) 72-79. dio: 10.1016/j.amc.2005.07.019
M.A. Noor, S.T. Mohyud-Din, Homotopy perturbation method for solving sixth-order boundary value problems. Computer and Mathematics with Application 55(12) (2008) 2953-2972. doi.org/10.1016/j.camwa.2007.11.026
I.A. Tirmizi, M.A. Khan, Non-polynomial splines approach to the solution of sixth-order boundaryvalue problems. Applied Mathematics Computation 195(1) (2008) 270-284.
F.G. Lang, X.P. Xu, A new cubic B-spline method for linear fifth order boundary value problems. Journal Applied Mathematics Computing, 36(1) (2011) 101-116.
A.F. Arshed, I. Hussain, Solution of sixth-order boundary value problems by Collocation method, International Journal of Physical Sciences, 7(43) (2012) 5729-5735.
I. Ullah, H. Khan, M.T. Rahim, Numerical solutions of fifth and sixth order nonlinear boundary value problems by Daftardar Jafari method. Journal Computational Engineering, Article ID 286039 (2014) 1-8. dio:10.1155/2014/286039
G. Mustafa, S.T. Ejaz, S.T. Numerical solution of two-point boundary value problems by interpolating subdivision schemes. Abstract and Applied Analysis 2014, Article ID 721314 (2014) 1-13.
S.T. Ejaz, G. Mustafa, F. Khan, Subdivision schemes based collocation algorithms for solution of fourth order boundary value problems. Mathematical Problems in Engineering, Article ID 240138 (2015) 1-18.dio: $10.1155 / 2015 / 240138$
G. Kanwal, A. Ghaffar, M.M. Hafeezullah, S.A. Manan, M. Rizwan, G. Rahman, Numerical solution of 2-point boundary value problem by subdivision scheme. Communications Mathematics and Applications, 10(1) (2019) 19-29.
S. Shahid, M. Iftikhar, Variational Iteration Method for solution of Seventh Order Boundary Value Problem using He's Polynomials, Journal of the Association of Arab Universities for Basic and Applied Sciences, 18 (2015) 60-65.
I.N. Njoseh, E.J. Mamadu, Numerical solutions of a generalized Nth Order Boundary Value Problems Using Power Series Approximation Method. Applied Mathematics,7(2016): 1215-1224.http://dx.doi.org/10.4236/am.2016.711107
E.J. Mamadu, I.N. Njoseh, Tau-collocation approximation approach for Solving first and second order ordinary differential equations. Journal of Applied Mathematics and Physics, 4, (2016) 383-390. doi.org/10.4236/jamp.2016.42045
A. Ojobor, K.O. Ogeh, Modified variational iteration method for solving eight order boundary value problem using Canonical polynomials. Transactions of Nigerian Association of Mathematical Physics, 4 (2017) 45-50.
C.A. Godspower, K.O. Ogeh, Modified variational iteration method for solution of seventh order boundary value problem Using Canonical Polynomials. International Journal of Modern Mathematical Sciences, 17(1) (2019) 57-67.
A. Khalid, M.N. Naeem, Cubic B-spline solution of nonlinear sixth order boundary value problems. Punjab University Journal of Mathematics, 50(4) (2018) 91-103.
A. Khalid, M.N. Naeem, P.Agarwal, A. Ghaffar, Z. Ullah, Z. Ullah, Numerical approximation for the solution of linear sixth order boundary value problems by cubic B-spline. Advances in Difference Equations, 492 (2019) 1-16. doi.org/10.1186/s13662-019-2385-9
J. Tsetimi, K.O. Ogeh, A.B. Disu Modified variational iteration method with Chebyshev Polynomials for solving 12 th order Boundary value problems. Journal of Natural Sciences and Mathematics Research 8 (1) (2022) 44-51.
O.J. Peter, F.A. Oguntolu, M.M. Ojo, A.O. Oyeniyi, R. Jan, I. Khan, Fractional Order Mathematical Model of Monkeypox Transmission Dynamics, Physica Scripta, 97(8) 2022, 1-26.
O.J. Peter, M.O. Ibrahim, Application of Variational Iteration Method in Solving Typhoid Fever Model, Knowledge and Control Systems Engineering (BdKCSE), Sofia, Bulgaria. 1(1) 2019, 1-5.
O.J. Peter, O.A. Afolabi, F.A. Oguntolu, C.Y. Ishola, A. A. Victor, Solution of a Deterministic Mathematical Model of Typhoid Fever by Variational Iteration Method. Science World Journal, 13(2) 2018, 64-68.
D.Rani and V.Mishra (2019) " Solution of volterra integral and integro-differential equations using modified Laplace Adomian decomposition method" 10.2478/ jamsi- 2019- 0001.
S.M. Reddy, Numerical Solution of Ninth Order Boundary Value Problems by Quintic B-splines International Journal of Engineering Inventions 5(7) 2016, 38-47.
S.S. Siddiqi, M. Iftikhar, Solution of Seventh Order Boundary Value Problems by Variation of Parameters Method. Res. J. Appl. Sci., Engin. Tech., 5(1) 2013, 176-179.
K.N.S. Kasi Viswanadham, S.M.Reddy,Numerical Solution of Seventh Order Boundary Value Problems by Petrov-Galerkin Method with Quintic B-splines as Basis Functions and Septic B-splines as Weight Functions. International Journal of Computer Applications, 12(5) 2015, 0975-8887.
O.A. Uwaheren, A.F. Adebisi, C.Y. Ishola, M.T. Raji, A.O. Yekeem, O.J. Peter, Numerical Solution of Volterra integrodifferential Equations by Akbari-Ganji's Method, BAREKENG: J. Math. \& App., 16(3) 2022, 1123-1130.
O.A. Uwaheren, A.F. Adebisi, O.T. Olotu, M.O. Etuk, O.J. Peter, Legendre Galerkin Method for Solving Fractional IntegroDifferential Equations of Fredholm Type, The Aligarh Bulletin of Mathematics, 40(1) 2021, 1-13.
T. Oyedepo, O.A. Uwaheren, E.P. Okperhie, O. J. Peter. Solution of Fractional Integro-Differential Equation Using Modified Homotopy Perturbation Technique and Constructed Orthogonal Polynomials as Basis Functions, Journal of Science Technology and Education, 7(3) 2019, 157-164.
O.A. Uwaheren, A.F. Adebisi, C.Y. Ishola, M.T. Raji, A.O. Yekeem, O.J. Peter, Numerical Solution of Volterra integrodifferential Equations by Akbari-Ganji's Method, BAREKENG: J. Math. \& App., 16(3) 2022, 1123-1130
R. B. Ogunrinde, K. I. Oshinubi A Computational Approach to Logistic Model using Adomian Decomposition Method. Computing, Information Systems \& Development Informatics Journal. 8(4) 2017, 45-52
K. I. Oshinubi, R. B. Ogunrinde. An Adomian Decomposition Method for Autonomous and NonAutonomous Ordinary Differential Equations. Asian Journal of Mathematics and Computer Research, 19, 2017, 65-74.

