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This study conducts a comparative analysis of three prominent machine 

learning models: Multi-Layer Perceptrons (MLP), Convolutional Neural 

Networks (CNN), and Recurrent Neural Networks (RNN) with Long Short-

Term Memory (LSTM) in the field of automatic speech recognition (ASR). 

This research is distinct in its use of the LibriSpeech 'test-clean' dataset, 

selected for its diversity in speaker accents and varied recording conditions, 

establishing it as a robust benchmark for ASR performance evaluation. Our 

approach involved preprocessing the audio data to ensure consistency and 

extracting Mel-Frequency Cepstral Coefficients (MFCCs) as the primary 

features, crucial for capturing the nuances of human speech. The models were 

meticulously configured with specific architectural details and 

hyperparameters. The MLP and CNN models were designed to maximize their 

pattern recognition capabilities, while the RNN (LSTM) was optimized for 

processing temporal data. To assess their performance, we employed metrics 

such as precision, recall, and F1-score. The MLP and CNN models 

demonstrated exceptional accuracy, with scores of 0.98 across these metrics, 

indicating their effectiveness in feature extraction and pattern recognition. In 

contrast, the LSTM variant of RNN showed lower efficacy, with scores below 

0.60, highlighting the challenges in handling sequential speech data. The 

results of this study shed light on the differing capabilities of these models in 

ASR. While the high accuracy of MLP and CNN suggests potential 

overfitting, the underperformance of LSTM underscores the necessity for 

further refinement in sequential data processing. This research contributes to 

the understanding of various machine learning approaches in ASR and paves 

the way for future investigations. We propose exploring hybrid model 

architectures and enhancing feature extraction methods to develop more 

sophisticated, real-world ASR systems. Additionally, our findings underscore 

the importance of considering model-specific strengths and limitations in ASR 

applications, guiding the direction of future research in this rapidly evolving 

field. 
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1. INTRODUCTION 

In the rapidly evolving landscape of artificial intelligence and digital signal processing, automatic speech 

recognition (ASR) has emerged as a pivotal field, increasingly vital in the realms of security, personalization 

of services, and human-computer interaction [1]–[3]. This domain, blending the intricacies of acoustic 

engineering and machine learning, is instrumental in a variety of cutting-edge applications, ranging from voice-

activated systems and forensic analysis to customizing user experiences in smart devices [4]–[6]. The 

fundamental challenge in speaker identification lies in the nuanced task of accurately distinguishing individual 

voices amidst a plethora of audio signals, a feat that involves complex signal processing and advanced pattern 

recognition techniques [7]–[9]. Addressing this challenge are sophisticated machine learning models, which 

have become central to achieving high levels of precision and efficiency in ASR. Among these, Multi-Layer 

Perceptrons (MLP), Convolutional Neural Networks (CNN), and Recurrent Neural Networks (RNN) stand out 

due to their distinct methodologies and analytical capabilities in processing speech [10]–[12]. Our study 

uniquely contributes by not only comparing these models' performance but also investigating their adaptability 

in varied speech processing scenarios. We have chosen MLP, CNN, and RNN due to their distinct 

methodologies and analytical capabilities in processing speech. The selection is justified by the need to 

understand how these models, each with different strengths, perform under the complex demands of speaker 

identification. 

The field of ASR has undergone substantial evolution, marked by a transition from classical machine 

learning techniques to more sophisticated deep learning models. Earlier approaches, such as Gaussian Mixture 

Models (GMM) and Support Vector Machines (SVM), laid the groundwork but often fell short in capturing 

the complex dynamics of human speech [13]–[15]. The integration of neural networks, particularly CNNs and 

RNNs, has revolutionized this space. CNNs, with their deep learning architecture, have excelled in extracting 

detailed features from audio spectrograms, enhancing the system's ability to function effectively in acoustically 

diverse environments. RNNs, especially those incorporating LSTM units, have demonstrated proficiency in 

handling the temporal and sequential aspects of speech data, critical for differentiating individual speakers. 

MLPs, while more basic compared to CNNs and RNNs, continue to hold relevance due to their straightforward 

structure and computational efficiency, particularly in less demanding speaker identification tasks [16]–[18]. 

Despite these technological advancements, challenges remain, including the need for expansive and diverse 

training datasets, ensuring robustness against varying background noises, and enhancing the generalizability 

of models to handle different accents, dialects, and speaking styles [19],[20]. 

This study is committed to a comprehensive evaluation and comparison of MLP, CNN, and RNN models 

in the realm of speaker identification. It aims to transcend traditional performance metrics, delving into a deeper 

analysis of the models' feature extraction strengths, learning dynamics, adaptability to acoustic variations, and 

their computational efficiency and scalability. A significant focus will be placed on understanding the specific 

scenarios and conditions where each model exhibits superior performance, and how they can be optimally 

employed in practical, real-world applications [21]–[23]. The remaining of research paper is organized into the 

following, in the section 2, we will provide a review of existing research in ASR, emphasizing the evolution 

of machine learning models in this field. It will highlight significant studies, identify gaps in current research, 

and set the theoretical foundation for the study. Subsequently, in section 3, we will detail the research 

methodology, including data collection, preprocessing, feature extraction techniques, and the configuration of 

each machine learning model (MLP, CNN, RNN). It will also elaborate on the performance evaluation metrics 

and validation processes used in the study. 

Experimental results and in-depth analysis will be discussed in the section 4, here, the research findings 

will be presented, encompassing a thorough quantitative analysis and comparative evaluation of MLP, CNN, 

and RNN models. This section will not only focus on performance metrics but also provide a qualitative 

analysis of why certain models perform better under specific conditions. Then, we will offer an extensive 

discussion of the results, interpreting the performance of each model in the context of current technological 

challenges and their practical implications in speaker identification systems.  The final section will synthesize 

the key findings, contributions, and insights of the study, reflecting on the broader implications for the field of 

speaker identification and machine learning. It will also offer closing thoughts on the future trajectory of 

research in this area. 

 

2. LITERATURE SURVEY 

Speaker identification has undergone a significant transformation over the years, evolving from basic 

statistical models to sophisticated machine learning algorithms. Initial approaches in the field relied on 

Gaussian Mixture Models (GMM) and Hidden Markov Models (HMM) [24],[25]. These models, foundational 

in the early stages of ASR, were adept at handling structured, controlled speech but often struggled with the 

complexity and variability inherent in natural, spontaneous speech. The limited ability of these models to adapt 
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to varying speech patterns, background noises, and emotional tones in speech led researchers to explore more 

adaptable solutions. The introduction of neural network models marked a paradigm shift in speaker 

identification. Multi-Layer Perceptron (MLP), one of the earliest forms of neural networks, brought a new 

perspective to the field. MLPs, despite their relatively simple architecture, were effective in extracting relevant 

features from speech data, particularly in more controlled environments [26],[27]. However, their non-temporal 

nature meant that they were less effective in capturing the dynamics and nuances of speech over time, a critical 

aspect of speaker identification. This limitation was addressed with the advent of Convolutional Neural 

Networks (CNN). CNNs, renowned for their feature extraction capabilities in image processing, were adapted 

to analyze complex audio signals [28],[29]. Their ability to process and learn from spectrograms of speech 

allowed for a more detailed and nuanced analysis of audio data. Studies demonstrated the superiority of CNNs 

in identifying unique speech patterns, particularly in environments with variable acoustic conditions. 

Recurrent Neural Networks (RNN), especially those with Long Short-Term Memory (LSTM) units, 

further advanced the field. RNNs' ability to process sequential and time-series data made them particularly 

suitable for speaker identification tasks [30]. LSTMs, capable of capturing long-term dependencies in data, 

addressed one of the significant challenges in speech processing, understanding the temporal dynamics and 

context within speech. This feature made RNNs and LSTMs particularly adept at differentiating between 

speakers based on the temporal patterns in their speech. The comparative analysis of MLP, CNN, and RNN 

models in speaker identification has been a crucial area of focus in recent research [31]–[33]. Studies have 

specifically looked at the strengths and weaknesses of each model type under various conditions. MLPs, while 

simpler and less resource-intensive, showed limitations in handling complex and variable speech data. CNNs, 

on the other hand, excelled in feature extraction but sometimes lacked in capturing long-term temporal 

dependencies. RNNs, particularly LSTMs, filled this gap but often required more computational resources.  

The current state of the art in speaker identification is characterized by a push towards integrating and 

optimizing these various machine learning models to achieve higher accuracy, efficiency, and adaptability. 

Hybrid models that combine CNNs and RNNs are at the forefront, offering improved performance over 

traditional single-model approaches. However, challenges remain, particularly in ensuring the models' 

robustness across different languages, accents, and noisy environments. The need for large and diverse training 

datasets, the computational demands of more complex models, and the quest for real-time processing 

capabilities continue to drive research in this field. This review of the literature in speaker identification reveals 

a field that is in constant flux, with evolving models and techniques aimed at improving the accuracy and 

efficiency of speaker recognition systems. The comparative analysis of MLP, CNN, and RNN models, along 

with the exploration of proposed approaches, underscores the ongoing efforts to refine and optimize these 

technologies. As the field advances, the balance between model complexity, computational efficiency, and 

real-world applicability remains a key focus of research, setting the stage for future developments in speaker 

identification. 

 

3. METHODOLOGY 

3.1. Data Collection and Preprocessing 

Our study utilizes the LibriSpeech "test-clean" dataset, a widely recognized benchmark in speaker 

identification research. This dataset was chosen for its comprehensive collection of labeled audio recordings, 

showcasing a diverse range of speaker accents and recording conditions, critical for testing the robustness of 

ASR models. Preprocessing was pivotal for ensuring data uniformity and optimizing model performance. We 

standardized each audio file's sample rate and format, preparing them for consistent and accurate feature 

extraction. The dataset was acquired using the following process shown in the Figure 1. 
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Figure 1. Data acquisition 

 

3.2. Feature Extraction 

Our study utilizes the LibriSpeech "test-clean" dataset, a widely recognized benchmark in speaker 

identification research. This dataset was chosen for its comprehensive collection of labeled audio recordings, 

showcasing a diverse range of speaker accents and recording conditions, critical for testing the robustness of 

ASR models. Preprocessing was pivotal for ensuring data uniformity and optimizing model performance. We 

standardized each audio file's sample rate and format, preparing them for consistent and accurate feature 

extraction.The extraction process is shown in the Figure 2. 

 

 
Figure 2. Feature extraction 

 

3.3. Model Configuration 

Three distinct models were configured, each representative of a different class of machine learning 

algorithms widely recognized in the speaker identification domain: 

• MLP Classifier: The MLP was chosen for its simplicity and effectiveness in pattern recognition. It was 

configured with a multi-layer architecture, including two hidden layers, each with 128 neurons, and ReLU 

activation functions. This setup is designed to reduce the risk of overfitting while maintaining sufficient 

complexity for accurate speaker recognition is shown in the Figure 3. 

• CNN: The CNN model was selected for its superior feature extraction capabilities, particularly adept at 

processing complex audio data. Our CNN architecture comprises convolutional layers with varying filter 

sizes to capture a range of speech signal features, followed by pooling layers and fully connected layers. This 

design aims to efficiently extract and learn representative features from the audio spectrograms is shown in 

the Figure 4. 

• RNN (LSTM): The LSTM variant of RNN was chosen for its proficiency in processing sequential and 

temporal data, a key aspect of speech. Our LSTM model incorporates multiple layers with dropout 

regularization to enhance generalization. The architecture is tailored to track long-term dependencies in 

speech, a fundamental challenge in speaker identification is shown in the Figure 5. 
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Figure 3. MLP architecture 

 

 
Figure 4. CNN architecture 

 

 
Figure 5. LSTM architecture 

 

3.4.  Performance Evaluation Metrics and Validation 

To evaluate model performance, we employed accuracy, precision, recall, and F1-score. These metrics 

were chosen for their comprehensiveness in assessing both the correctness and the completeness of the models' 

predictions. Additionally, confusion matrices were utilized to provide a detailed view of each model's 

performance across different speaker identities, offering insights into specific areas of strength and weakness. 

 

3.5. Training and Testing 

The dataset was split into training and testing sets, adhering to the standard 80/20 ratio. This split not only 

ensured a robust training phase but also facilitated an unbiased evaluation of the models' generalization 

capabilities on unseen data. The training process for each model was carefully monitored to prevent overfitting, 

a common pitfall in machine learning studies. The testing phase was conducted under strict controls to ensure 

the validity and reliability of the results. Cross-validation strategies were also employed to assess the models' 

generalizability and robustness across various subsets of the dataset. 

 



581 Buletin Ilmiah Sarjana Teknik Elektro  ISSN: 2685-9572 

 

 

Comparative Analysis of MLP, CNN, and RNN Models in Automatic Speech Recognition: Dissecting 

Performance Metric (Abraham K.S. Lenson) 

4. RESULTS AND DISCUSSIONS 

Our investigation into MLP, CNN, and RNN/LSTM models for speaker identification revealed marked 

differences in performance. As illustrated in Table 1, both MLP and CNN achieved high scores (precision, 

recall, and F1-score of 0.98), showcasing their proficiency in feature extraction and pattern recognition within 

complex audio datasets. These models demonstrated not only effective learning from training data but also 

strong generalization to new, unseen data, highlighting their potential for real-world applications. Conversely, 

the RNN (LSTM) model exhibited lower performance, with a precision of 0.58, recall of 0.56, and an F1-score 

of 0.54. This underperformance draws attention to specific challenges in the LSTM model's processing of 

sequential and temporal speech data. Potential limitations in the model's architecture, such as the number of 

LSTM layers or the configuration of hidden units, may have contributed to this discrepancy. Additionally, the 

LSTM's performance suggests a need for more refined feature engineering, particularly in capturing the 

temporal dynamics of speech, which are crucial for accurate speaker identification. 

In addressing the LSTM's shortcomings, we propose exploring modifications in its architectural design, 

such as varying the depth and breadth of LSTM layers or employing different activation functions. Enhanced 

feature engineering, focusing on temporal aspects of speech, could also bolster LSTM's performance. 

Furthermore, the exploration of hybrid models that blend CNN's feature extraction prowess with RNN's 

temporal processing abilities is a promising direction. Such hybrid architectures could leverage the strengths 

of both model types, potentially leading to more sophisticated and accurate speaker identification systems. 

Future research should also consider the creation and utilization of more diverse datasets, encompassing a 

wider range of speech patterns, languages, and environmental conditions. This approach would enable a more 

comprehensive assessment of models' generalization and robustness, providing insights into their real-world 

applicability. 

Our findings underscore the importance of continuous evaluation and optimization of ASR models to 

enhance their accuracy and practicality in various scenarios. While MLP and CNN have shown promising 

results, their deployment in real-world environments must account for factors such as varying noise levels and 

diverse accents. The study's reliance on the LibriSpeech "test-clean" dataset, though valuable, may not fully 

represent the complexity of real-world audio conditions. Therefore, further testing of these models under more 

challenging conditions is crucial to ensure their robustness and effectiveness in real-life applications. This 

study contributes significantly to understanding the capabilities and limitations of MLP, CNN, and 

RNN/LSTM models in speaker identification. The superior performance of MLP and CNN models illustrates 

their potential in this field, while the challenges faced by the LSTM model highlight the complexities of 

processing temporal speech characteristics. These insights are instrumental in guiding future advancements in 

ASR technologies, emphasizing the need for innovative approaches to address the evolving challenges in 

speaker identification. 

 

Table 1. Results and Discussion 

Model Precision Recall F1-Score 

MLP 0.98 0.98 0.98 

CNN 0.98 0.98 0.98 

RNN 0.58 0.56 0.54 

 

5. CONCLUSIONS 

In our study, we delved into the realm of speaker identification, a field of growing significance in the 

landscape of artificial intelligence and digital signal processing. Our focus was to conduct a rigorous 

comparative analysis of three distinct machine learning models: Multi-Layer-Perceptrons (MLP), 

Convolutional Neural Networks (CNN), and Recurrent Neural Networks (RNN), with a particular emphasis 

on Long Short-Term Memory (LSTM) networks. This exploration was rooted in the objective to understand 

and evaluate the intricacies and efficacies of these models in accurately identifying speakers. The results from 

our experiments presented a fascinating dichotomy in performance. Both the MLP and CNN models exhibited 

exceptional precision, recall, and F1-scores, each achieving near-perfect metrics of 0.98. This level of accuracy 

was indicative of their robust capabilities in handling the complex task of speaker identification, excelling in 

feature extraction and pattern recognition – critical components in processing and interpreting audio data. 

However, these remarkable scores also necessitated a prudent approach in their interpretation. The possibility 

of overfitting loomed, a scenario where models, despite their high accuracy on test data, might falter in 

generalizing to new, unseen datasets. In stark contrast, the LSTM model, a type of RNN designed specifically 

to handle sequential and temporal data, showed significantly lower performance. With precision, recall, and 

F1-scores noticeably below the 0.60 mark, the LSTM's results highlighted the nuanced and intricate nature of 
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temporal data processing in speech. This pointed towards potential areas for model optimization and raised 

questions about the LSTM's ability to effectively capture and process the dynamic aspects of spoken language. 

Drawing from these findings, our study opens several avenues for future research and development in speaker 

identification. A critical area is the enhancement of feature engineering techniques. There is a clear opportunity 

to explore more advanced and sophisticated methods that could better encapsulate the complexities of speech, 

particularly for models like LSTM that specialize in processing sequential data. Another promising direction 

is the development of hybrid models that combine the strengths of CNNs in feature extraction with the 

sequential data processing capabilities of RNNs. Such hybrid models could potentially offer a more 

comprehensive and effective approach to speaker identification. The study also underscores the importance of 

focusing on model generalization and robustness. The high scores achieved by MLP and CNN models, while 

impressive, necessitate a careful approach to ensure these models can perform equally well in real-world 

scenarios, which often present more variability and complexity than controlled test environments. Furthermore, 

exploring alternative machine learning architectures, such as attention-based models or Transformers, presents 

fertile ground for innovation. These architectures, which have shown remarkable results in other areas of 

natural language processing, could offer new insights and improvements in the field of speaker identification. 

Finally, a key focus for future research should be the practical application and scalability of these models. 

Adapting and testing them in real-world scenarios, considering factors like computational efficiency, 

scalability, and adaptability to varying speech and noise conditions, will be vital in evolving these models from 

experimental frameworks to practical, deployable systems. 
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