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#### Abstract



Traditional A* path planning, while guaranteeing the shortest path with an admissible heuristic, often employs conservative heuristic functions that neglect potential obstacles and map inaccuracies. This can lead to inefficient searches and increased memory usage in complex environments. To address this, machine learning methods have been explored to predict cost functions, reducing memory load while maintaining optimal solutions. However, these require extensive data collection and struggle in novel, intricate environments. We propose the Fuzzy A* algorithm, an enhancement of the classic A* method, incorporating a new determinant variable to adjust heuristic cost calculations. This adjustment modulates the scope of scanned vertices during searches, optimizing memory usage and computational efficiency. In our approach, unlike traditional $A^{*}$ heuristics that overlook environmental complexities, the Fuzzy A* employs a dynamic heuristic function. This function, leveraging fuzzy logic principles, adapts to varying levels of environmental complexity, allowing a more nuanced estimation of the path cost that considers potential obstructions and route feasibility. This adaptability contrasts with standard machine learning-based solutions, which, while effective in known environments, often falter in unfamiliar or highly complex settings due to their reliance on pre-existing datasets. Our experimental framework involved 100 maze-solving trials in diverse maze configurations, ranging from simple to highly intricate layouts, to evaluate the effectiveness of Fuzzy A*. We employed specific metrics such as path length, computational time, and memory usage for a comprehensive assessment. The results showcased that Fuzzy A* consistently found the shortest paths ( $99.96 \%$ success rate) and significantly reduced memory usage by $67 \%$ and $59 \%$ compared to Breadth-First-Search (BFS) and traditional A*, respectively. These findings underline the effectiveness of our modified heuristic approach in diverse and challenging environments, highlighting its potential for realworld pathfinding applications.
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## 1. INTRODUCTION

Path planning is essential for an autonomous agent to proceed from its starting point to its destination while avoiding obstacles and achieving its goals [1][2]. Generally speaking, the goals are the shortest path and optimal memory consumption [3]-[5]. This task becomes increasingly challenging in complex [6]-[9] and vast environments, often categorized as Maze-Like or Labyrinth challenges [10]-[14]. Several methods, including Djiskstra's, Breath-First Search, Depth First Search, Greedy Algorithm, Best First Search, and A*, have been utilized to solve the problem. However, despite creating an optimal path, Djikstra's and Breath-First search compromise memory efficiency due to the extensive exploring characteristics of traversing each nearby vertex until the goal is reached [15]-[19]. In contrast, algorithms such as Best First Search, Depth First Search, and Greedy algorithm can effectively guarantee path completeness; but, they may miss major path optimality with dead-end paths by constructing paths that are typically lengthy and circular [20]. A* algorithm is the most effective method for achieving a balance between optimal path and memory consumption. In many instances, the algorithm can guarantee not only completeness, but also memory efficiency and global optimality [21].

The A* algorithm estimates costs using a heuristic function. The heuristic function must have admissible heuristic characteristics that do not exaggerate the cost in the searching space in order to guarantee a global optimal solution. Although admissible heuristic functions effectively generate an optimal path, the heuristic functions are typically constructed conservatively to avoid overestimating the significance of obstacles, objective directions, and infeasible regions on the map. The characteristic causes the calculation time and visited vertex count to explode, particularly when the environment contains numerous local dead-ends [22][23]. For this circumstance, the back-track technique could be relocated far from the last dead-end point that requires calculating an adjacent collision-free position. Even if the computation time increases, the technique can still ensure the optimal global answer.

$$
\begin{equation*}
f(v j)=c(v j)+k \times h(v j) \tag{1}
\end{equation*}
$$

In order to reduce memory consumption, the heuristic function can be defined flexibly, since the searching process can result in a stronger force to locate a path more quickly by not exploring many vertices. The search can be undertaken using the heuristic inflation illustrated in equation (1). The first equation clearly demonstrated that the cost of a successor vertex vj is determined by the true cost and heuristic function times constant k values. The effect of k value is to exaggerate the heuristic value. By using the formula, the produced path can have cost result not greater than k times than the cost of the global optimal paths. This condition is well-known as bounded suboptimality [24]. The effect of the k value is visualized on the Figure 1.


Figure 1. The effect of the k value
Based on the Figure 1, when $k>1$ times, the number of visited vertex can be reduced while sacrifice the optimal path. Therefore, by observing those characteristics, the optimal heuristic cost can be achieved by combining other approaches that predicting the cost to minimizing searching space while guarantees the optimal path. Several researchers have initiated the research by using machine learning approaches such as [25]-[29]. However, data-driven approach is unstable, slow to converge and susceptible to poor local optima. In addition, the approach is dependent on the data preparation and hyper parameter tuning. Even if, the heuristics can be predicted optimally, however due to the black box characteristics, the method is not adaptable to be analyzed for further situations, therefore it cannot always guarantee the global optimum [30].

In this research, we present an innovative way for adjusting the heuristic function of the original $A^{*}$ algorithm by altering the equation one. We suggest a variable parameter known as the Strength Direction Parameter, which is governed by a Fuzzy-Logic prediction approach. Our technique differs from existing path planning approaches that independently employ Fuzzy methods and $A^{*}$ methods. We merge these methods into a single algorithm to determine the shortest path. At each iteration, the fuzzy-controller decides the Strength Direction parameter for the A* mechanism by examining the present state of the current vertexx candidate. The fuzzy-controller employs the number of visited vertices, the number of obstacles, and the current distance to control the strength direction parameters. The parameter itself plays a crucial function in determining the candidate visited vertex at each iteration towards goals. In Section 2, we provide a complete explanation of the suggested technique. In Section 3, we present the theoretical analysis by examining the algorithm and its effectiveness. In addition, experimental analysis is presented in Section 4, and the conclusion and future work are explored in Section 5.

## 2. METHOD

In this part, there are five subsections that explain the proposed Fuzzy A* approach. First, we discuss the formulation of the problem in a vast maze setting, followed by the rationale for modified A*. In the third subsection, we discuss the fundamental concept underlying the modified A* method with the Strength Direction parameter. In the latter two subsections, we describe the fuzzy logic behind the suggested method and its algorithm.

### 2.1. Problem Formulation

In this study, we examine the graph path planning problem $G=(V, E)$ where $V$ is the set of feasible vertices and $E$ is the set of edges connecting pairs of vertices in $V$, whose costs are $g$. Typically, each viable vertex corresponds to an obstacle free map or environment configuration. A feasible path from $v_{i} \in V$ to $v_{g} \in$ $V$ can be represented as a sequence of vertices in $V, \pi=\left(v_{0}, v_{1}, v_{2}, \ldots, v_{\mathrm{N}-1}, v_{\mathrm{n}}\right)$, where $v_{0}=v_{i}$ and $v_{N}=v_{g}$ , while there exist all the edges connecting adjacent vertices, $\left\{v_{j-1}, v_{j} \in E\right.$ for $\left.\forall_{j} \in[1,2, \ldots, N]\right\}$. The cost of a path is the total of the costs of its edges, $c\left(\pi^{*}\right) \leq c(\pi)$ for all feasible paths, $\pi$ with the same boundary condition, the total cost of the path can be defined as $c \times\left(v_{i}, v_{g}\right)=c\left(\pi^{*}\right)$.

The difficulty occurs when the agent is entrusted with determining the ideal path ( $\pi^{*}$ ) in a vast environment, if pathways have a large number of obstacles and dead-end vertices, then they are deemed to be obstructed and dead-end. To ensure global optimality, this may result in the evaluation or exploration of all potential vertices. The searching procedures may be exponentially proportional to the environment's dimension count. On the other hand, despite the fact that the admissible heuristic $A^{*}$ can ensure the global optimal path, the heuristic function is typically constructed conservatively to avoid overestimating the value of barriers, goal directions, and infeasible regions in the map. Additionally, the heuristic depends on the environment's characteristics. In order to reduce such evaluations, several modifications of the graph search algorithm $A^{*}$ have been designed to guarantee the existence of a bounded suboptimal path whose cost does not exceed $\geq k$ times that of the optimal path. In this paper, the suggested Fuzzy A* algorithm is designed to reduce computation burden by altering extra Strength Direction parameters in the heuristic function used in $A^{*}$ calculation. At each iteration, a dynamic and intelligent decision is made to provide the ideal path while minimizing the number of expanding vertices.

### 2.2. Motivation of Fuzzy A*

Our method is primarily motivated by the original $A^{*}$ characteristics. Consider an agent on a Graph with an order to traverse from the start point to the goal location $(G)$. The movement is governed by two primary constraints: the shortest path must be found, and the searching process must be as memory-efficient and quick as possible.

As previously noted, $A^{*}$ with admissible heuristic might be seen as a solution for achieving the aim. Even if the suitable heuristic function can lead to the ideal path and reduce memory consumption, memory consumption and searching process time still take a significant percentage in many circumstances, particularly when the environment expands, and the number of barriers increases. To guarantee the optimal path, a heuristic function of $\mathrm{A}^{*}, h(v)$ must has admissible property [10], hence, the heuristic value is never greater than the actual cost of reaching the goal from $v$. By enhancing the heuristics with a constant value $k * h(v)$ for $k>1$, the algorithm results in significantly fewer state expansions and, as a result, speedier searches. Using this approach, however, can break the admissibility property; as a result, an optimal solution is no longer guaranteed.

Because numerous preceding methods, like weighted $\mathrm{A}^{*}, \mathrm{ARA}^{*}$, and $\mathrm{D}^{*}$, inflate the heuristics by a predefined cost at each iteration until the goal is accomplished, the searching process can overestimate the
vertex value if the true cost of the shortest path is not meticulously assessed. In contrast to these methods, we adjust the heuristic function at each iteration using the Strength Direction Parameter (SDP). The value change may be either moderate or significant. If the direction is weak, the cost of the visited vertex will be increased by the value of the weak direction, and vice versa. In addition, the Fuzzy prediction model can provide a smooth value by considering three input variables, such as the number of barriers, the number of visited vertices, and the current distance from the current vertex position to the objective.

### 2.3. Modified Heuristics

Initially, $A^{*}$ accepts as input a heuristic $h(v)$ which must be consistent, that is $h(v) \leq p\left(v, v^{\prime}\right)+h\left(v^{\prime}\right)$ For any successor vertex $v^{\prime}$ of $v$ if $v \neq v_{\text {goal }}$ and $h(v)=0$ if $v=v_{\text {goal }}$. Here $p\left(v, v^{\prime}\right)$ represents the cost of an edge from $v$ to $v^{\prime}$ and must be positive, in many cases, the default of additional cost $p\left(v, v^{\prime}\right)$ is defined as one since each adjacent vertex considered to be closely spaced. Consistency, in its turn, guarantees that the heuristic is admissible: $h(v)$ is never larger than the true cost of reaching the goal from $v$. In our approach, we replace the constant additional cost $p\left(v, v^{\prime}\right)$ that assigned at each iteration into Strength Direction Parameter (SDP), where $i=0, \ldots n$ and $D=$ set of Directions.

The dependent variable $S D P\left(v^{\prime}\right)$ in the equation (2) is modified at each iteration by a Fuzzy prediction model that relates the position of each succeeding vertex to the position of the target vertex. The details of Fuzzy prediction model are explained in Section Fuzzy Prediction Model. Once $\operatorname{SDP}\left(v^{\prime}\right)$ value of the equation (3) has been obtained. If the successor vertex $v^{\prime}$ satisfies the condition where the successor vertex's $v^{\prime}$ real cost path value is greater than the total of the current vertex $v$ and default cost value, then the true cost path of $v^{\prime}$ is updated by adding to $c(v)$ and $S D P\left(v^{\prime}\right)$. Finally, the cost function in equation (4) will be adjusted by including the improved heuristics.

$$
\begin{align*}
& \operatorname{SDP}\left(v^{\prime}\right)=\text { FuzzyPrediction }\left(\left\{d_{i} \in D ; d_{i}\left(v^{\prime}\right)=1\right\}\right)  \tag{2}\\
& c\left(v^{\prime}\right)=c(v)+S D P\left(c^{\prime}\right) \text { if } c\left(v^{\prime}\right)>c(v)+p\left(v, v^{\prime}\right)  \tag{3}\\
& f\left(v^{\prime}\right)=c\left(v^{\prime}\right)+h\left(v^{\prime}\right) \tag{4}
\end{align*}
$$

The generated updated cost compares more smoothly than the default cost because, at each iteration, the searching space can prevent false directions by overestimating the linked successor vertex $v^{\prime}$ that moves in incorrect directions. In contrast, the true direction will have a low-cost value, which will lead to the dominant election state $v$ which has the true direction at each iteration. This is because the smallest value $f(v)$ should be chosen as a new candidate at each iteration until $v_{\text {goal }}$ is located.

### 2.4. Fuzzy Prediction Model

This study expands upon the functional method by applying it to a fuzzy prediction model for path planning. Numerous variables affect the value of the decision path, making it impossible to predict it with precision. The proposed Fuzzy A* method generates a fuzzy set of trapezoidal shape that indicates both the representative value (modal value) and the support interval of the predicted value. The input variables for this model are the number of barriers, the number of visited grids, and the distance between the agent's present position and the objective. The output variables weakPowerDirection and strongPowerDirection are examples. We use the fuzzy prediction model of Shimakawa and Murakami [16] to automatically generate weakPowerDirection and strongPowerDirection values. The rules used in this investigation are derived from the equation (5).

$$
\begin{equation*}
R_{j}: I F a_{1} \text { is } X_{i 1} \text { and } \ldots \text { and } a_{m} \text { is } X_{\text {im }} \tag{5}
\end{equation*}
$$

Then $b$ is $Y_{i}$ and $c$ is $Z_{i}(i=1, \ldots, n)$
Where $a_{i, \ldots . .} a_{m}$ represent input variables and $b$ and $c$ represent outcome variables. Moreover, $Y$ and $Z$ are fuzzy set representations. The $p$ position parameters and $h$ position parameters define the fuzzy sets $X, Y$, and $Z$. Each fuzzy set's membership function shape is constructed using the position and height parameters. The position parameter represents a set of $y$-axis values that specify the form or width of the membership function. Alternatively, the height parameter represents the height of the membership function at a certain position parameter. The fuzzy set of $X, Y$, and $Z$ is therefore characterized by the membership function $f$, as indicated in equation (6).

$$
\begin{gather*}
\mu X_{i}(b)=f\left(p_{i 1}, \ldots, p_{i m} ; h_{i 1}, \ldots, h_{i n}, b\right)  \tag{6}\\
(i=1, \ldots, n)
\end{gather*}
$$

In this work, we use trapezoidal membership function. Equation (7) shows the formula. This function depends upon four position parameters $p_{i 1}, p_{i 2}, p_{i 3}$ and a height parameter $h_{i 1}$.

$$
\begin{equation*}
\mu X_{i}(y)=f_{\text {trapeizodal }}\left(p_{i 1}, p_{i 2}, p_{i 3}, p_{i 4} ; h_{i 1}, y\right) \tag{7}
\end{equation*}
$$

Using equation (6), we can define R's fuzzy relationship. Based on all input variables, a fuzzy relation function will be utilized to reason. Moreover, the fuzzy relation function itself is a membership function of $\mathrm{R}\left(\mu_{R}\right)$ that maps input $a$ into $b$ and $c$ where denoted as $\mu_{R}(a, b)$ and $\mu_{R}(a, c)$ [17]. The $R$ membership $\mu_{R}$ depends on $p$ weighted averages of each position parameters and $h$ weighted sum of each height parameters. In addition, using max-min rule to find the relationship $R$ the membership function will be defined as equation (8).

Where $\mu_{X}\left(a_{j}\right)$ are the antecedent part membership functions. $w_{i}(a)$ as presented in equation (12) reflects the compatibility levels for each fuzzy rule's antecedent portion. $p_{k} \times(a)$ and $h_{l} \times(a)$ determine the position and height parameters between the fuzzy rules using equations 10 and 11 respectively. The fuzzy relation R is defined using membership function $f$ which contains parameter $p_{k} k^{*}$ and $h_{l}{ }^{*}$ the height of the membership function $\mu_{R}(a, b)$ also become zero. For the case in which $h_{l} \times(a)$ exceeds 1 , equation eight must limit the height of the membership function $\mu_{R}(a, b)$ to 1 .

$$
\begin{gather*}
\mu_{R}(a, b)=f\left(p_{1} \times(a), \ldots \ldots, p_{r} \times(a) ;\right.  \tag{8}\\
\left.h_{1} \times(a), \ldots \ldots h_{s} \times(a), b\right) \wedge 1  \tag{9}\\
p_{k} \times(a)=\frac{\sum_{i=1}^{n} w_{i}(a) p_{i k}}{\sum_{i=1}^{n} w_{i}(a)}(k=1, \ldots, r)  \tag{10}\\
h_{l} \times(a)=\sum_{i=1}^{n} w_{i}(a) h_{i l}(l=1, \ldots, s)  \tag{11}\\
w_{l}(a)=\prod_{j=1}^{m} \mu_{X_{i j}}(a i j)(i=1, \ldots, n) \tag{12}
\end{gather*}
$$

In the case of high overlapping fuzzy sets $X_{i j}$ of the antecedent part, the value of $h_{l} \times(a)$ is likely to exceed 1 , leading to a subnormal result. Consequently, this might be viewed as a restriction of the approach, as the relation will not be able to differentiate between circumstances that overlap. In other words, all membership levels would equal the maximum value of $1 \ldots .0$.

### 2.5. Fuzzy $A^{*}$

The Fuzzy A* algorithm employs three primary functions: the Heuristic Function, the Main Fuzzy A* function, and the FindDirection function. In our proposed strategy, the additional cost between adjacent vertices $p\left(v, v^{\prime}\right)$ is separated into two groups. First, we create the default cost value, which is set to one, and the Strength Direction Parameter, which has a dynamic value derived from a fuzzy inference function that considers three input variables, including NumberOfObstacles, CurrentDistance, and VisitedGridCounter. The input variables will then generate two output variables, including weakPowerDirection and strongPowerDirection. The specifics of the fuzzy inference system have already been described in Section 2.4.

Since the heuristic function $h(v)$ must be admissible to guarantee the optimal path, the heuristic value is never larger than the true cost of reaching the goal from $v$. By improving the heuristics using a constant value $k \times h(v)$ for $k>1$, The technique yields significantly fewer state expansions and, thus, quicker searches. However, applying this approach can violate the admissibility property, and as a result, the optimality of a solution cannot be guaranteed. Our proposed method is inspired by these properties, in which adjusting the appropriate value at each iteration leads to the reduction of the number of the visited vertices while maintaining the property of admissibility.

The dynamic cost value will be initiated as weakPowerDirection if the direction from the current state to goal is indicating the true direction, then weakPowerDirection $\left[v^{\prime}\right]=1$ and otherwise initiated as
strongPowerDirection if false direction state assigned in the successor vertex $v^{\prime}$, thus strongPowerDirection $\left[v^{\prime}\right]=0$. weakPowerDirection has a membership values between $0 \ldots . .0 .001$ and strongPowerDirection has membership values between $0-100$. Based on the present heuristic function, using the weakPowerDirection can inflate a modest value. The heuristic value of the successor vertex can be evaluated with attention as opposed to a hasty pursuit of the goal. This approach enables the searching process to maintain the optimal path location by decreasing cost while remaining vigilant, particularly when the future child vertex contains numerous barriers with dead-end positions. In addition, by incorporating a big value between 0 and 100 into the false direction, we assign a high value wo the candidate vertex that indicates a penalty if the vertex is classified as a false direction, thus enhancing the visited vertex, and maybe containing numerous barriers.

The pseudocode of the Fuzzy A* approach in Algorithm 1, Algorithm 2, and Algorithm 3 are merely the simple formula of the Euclidean Distance function, which is of ten employed as a Heuristic Function on 4direction, 2-grid maps. In our experiment, we apply the formula to execute the $A^{*}$ and Fuzry $A^{*}$ programs. The Fuzzy $A^{*}$ method maintains two functions from states with real numbers: the cost of the currently found path from the start vertex to current $(v)$ and it is assumed to be 0 if no path to $v$ has been found yet, and $f(v)=$ $c(v)+h(v)$ is an estimate of the total distance from start to goal going through $v$. The Fuzzy $\mathrm{A}^{*}$ method additionally maintains a priority Min Heap, OPEN_HEAP, of vertices that it indents to expand. The OPEN_HEAP k is ordered by $f(v)$ from least to maximum, such that the Furry A* algorithm always extends the vertex that looks to be on the shortest path from start to goal.

Figure 2 depicts the pseudo code of the very important module in Fuzzy A* approach, which is the formula for determining the direction from the present vertex to the target. Assume there are four direction vertices that go to the goal position: [north, south, left, and right]. If the current vertex position is positioned to the north-left of the target position, then the function returns the values $[1,0,1,0]$. The returned value will be used to determine whether weakPowerDirection or strongPowerDirection will add $v^{\prime}$ cost to the successor vertex.

1: Input: startNode, goalNode;
2: Result: distance;
3: distance $=\sqrt{ }\left((\text { startNode. } x-\text { goalNode. } x)^{2}+(\text { startNode. } y-\text { goalNode. } y)^{2}\right) ;$
Algorithm 1. Euclidean distance

| 1: g(s_start) $\leftarrow 0$; |  |  |
| :---: | :---: | :---: |
| 2: OPEN_HEAP $\leftarrow \emptyset$; |  |  |
| 3: PARENT_SET $\leftarrow \emptyset$; |  |  |
| 4: VISITED_NODE $\leftarrow \emptyset$; |  |  |
| 5: $\mathrm{H} \leftarrow$ Euclidean(s_start, s_goal); |  |  |
| 6: $\mathrm{f}\left(\mathrm{s} \_\right.$start $) \leftarrow \mathrm{H}$; |  |  |
| 7: insert s_start into OPEN_HEAP; |  |  |
| 8: visited $\bar{N}$ odeCounter $\leftarrow \overline{0}$; |  |  |
| 9: obstaclesCounter $\leftarrow 0$; |  |  |
| 10: obstaclesChecked $\leftarrow \emptyset$; |  |  |
| 11: numberOfPossibleDirections $\leftarrow 4$; |  |  |
| 12: strengthDirection $\leftarrow$ zeros(numberOfPossibleDirections, 1); |  |  |
|  |  |  |
| 13: fuzzyKnowledge $\leftarrow$ callKnowledge(); |  |  |
| 14: default_cost $\leftarrow-1$; |  |  |
| 15: while $\mathrm{f}(\mathrm{s}$ _goal $)>$ min OPEN_HEAP $(\mathrm{f}(\mathrm{s})$ ) do |  |  |
| 16: remove s with the smallest f_value from |  |  |
| OPEN_HEAP; |  |  |
| 17: if s not in VISITED_NODE and s not obstacle then |  |  |
| 18: insert s into VISITED_NODE with state(s) $\neq$ obstacle; |  |  |
| 19: else |  |  |
| 20: update s from VISITED_NODE with state(s)$=$ obstacle; |  |  |
|  |  |  |
| 21: end if |  |  |
| 22: visitedNodeCounter++; |  |  |
| 23: currentDistance $\leftarrow$ Euclidean(s_current, s goal); |  |  |


| ```for each successors s' do if isEmpty(obstaclesChecked(s')) then insert s' into obstaclesChecked; obstaclesCounter++; end if if s' was not visited before and not the obstacle then f(s')}\leftarrow\infty g(s')}\leftarrow\infty end if weakPowerDirection, strongPowerDirection } zyInference(); Directions }\leftarrow\mathrm{ findDirection(s_current, s_goal); for all d in D do if d== 1 then strengthDirection(d) \leftarrow weakPowerDirection; E (0,\ldots,0.01) else strengthDirection(d) }\leftarrow\mathrm{ strongPowerDirection; E (0,..,100) end if end for if g(s') > g(s) + default_cost then g(s')}\leftarrow\textrm{g}(\textrm{s})+\mathrm{ strengthDirection(d); f(s')}\leftarrow\textrm{g}(\mp@subsup{\textrm{s}}{}{\prime})+\mathrm{ Euclidean(s_current, s_goal); insert PARENT_SET with parent=s and child=s'; insert s' into OPEN_HEAP with f(s'); end if end for end while``` |  |
| :---: | :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |

nd while

Algorithm 2. Fuzzy A* method

```
Input: startNode, goalNode, numberOfPossibleDirections;
Result: Directions;
begin
difference_y \(\leftarrow\) startNode.y - goalNode.y;
difference_x \(\leftarrow\) startNode. \(x\) - goalNode.x;
Directions \(\leftarrow\) zeros(numberOfPossibleDirections, 1);
if difference_x \(>0\) then
    Directions \(\left(x \_\right.\)axis \() \leftarrow 1\);
end if
if difference_y \(>0\) then
    Directions(y_axis) \(\leftarrow 1\);
    end if
    end
```

Algorithm 3. Find direction method

## 3. THEORETICAL ANALYSIS

In this part, some of the theoretical features of the proposed Fuzzy $\mathrm{A}^{*}$ approach is discussed. In the theorems we used $c^{*}(\mathrm{v})$ to represent the optimal cost from vertex $v_{x t a r t}$ to $v$. There are three accompanying notes for this section. First, we have just included the line codes stated in this section in Algorithm 2. Second, we assume a greedy algorithm as a comparison by establishing a greedy route from $n_{\text {ntart }}$ to $n$, and at each vertex $v_{i}$ we choose a vertex $v_{i-1}=\arg \min _{v^{\prime}} \operatorname{cpred}\left(v_{i}\right)\left(c\left(v^{\prime}\right)+p\left(s^{\prime}, s_{i}\right)\right)$ until $v_{i-1}=v_{\text {start }}$. Finally, we define the recurrence visited vertex (RVV) as the condition in which the visited vertex is reused as the current vertex $v$ for path calculation, thereby reducing the total number of candidate successor vertex $v^{\prime}$ on the subsequent iteration because the previously chosen successor vertex $v^{\prime}$ will be defined as an obstacle.

Theorem 1: When function of insert of successor vertex $v^{\prime}$ into collections of OPEN_HEAP with $f\left(v^{\prime}\right)$ returns, for any vertex $v^{*}$ with $f\left(v_{\text {goal }}\right) \leq \min _{v \leq O P E N_{-} H E A P(f(v))}$ will have the value $c * \overline{(v)} \leq c(v)$ and the loop will end.

Proof: The function of $c$ can only change on line 43 if the condition $c\left(v^{\prime}\right)>c(s)+$ default_cost is met; afterwards, the function is utilized to determine the value of $f$. When $v^{\prime}=v_{\text {goal }}$ is reached, the statement on line 46 will add the vertex(v) to OPEN_HEAP. Therefore, on the following iteration, the value of $f\left(v_{\text {goal }}\right)$ will change from $\infty$ to $0 \leq f\left(v_{\text {goal }}\right) \leq \infty$, and when the vertex $v_{\text {goal }}$ are reached, the iteration will end and the condition $c \times(v) \leq c(v)$ will be satisfied.

Theorem 2: For each pair of vertices $s$ and $s^{\prime}$, the value of $c\left(v^{\prime}\right)+$ weakPowerDirection $<c\left(v^{\prime}\right)+$ strong PowerDirection and the value of $f\left(v^{\prime}\right)$ from weak PowerDirection $<f\left(v^{\prime}\right)$ from strongPowerDirection.

Proof: Line 33 determines the values of weakPowerDirection and strongPowerDirection for each iteration. Before further assignment to line 37 , line 39 , and line 43 correspondingly. The implementation of Fuzzy knowledge on line 13 generates weakPowerDirection, which has a modest value between ( $0 \ldots .0,01$ ) and strongPowerDirection $(0, \ldots 100)$. The validity of the theorem may thus be demonstrated.

Lemma 3: PARENT SET values are limited to a maximum of numberOfPossible Directions pairs between parent and child vertices.

Proof: Given a vertex $v$ and a value of four for number $O$. Possible Directions: four possible directions will be considered. The vertex $v$ are next to vertex with free collision obstacles. Consequently, according to the line 24 , every $c\left(v^{\prime}\right)$ on the successor vertex can be regarded as a possible vertex. Additionally, the syntax on line 45 will push the pair information between parent vertex $v$ and four free collision obstacles vertex $v^{\prime}$ as offspring vertices into the PARENT_SET.

Theorem 4: Recurrence visited vertex (RVV) can occur no more than $R V V$ times, where $R V V$ is calculated from the equation (13) and representing several maximum revisited vertex occurs, $N D$ is the number of alternative directions of the current vertex $v$ and $N O$ denotes the number of possible obstacles. Before and after a RVV, the value of successor vertex $\left(v^{\prime}\right)$ is always changed and must fulfill $c\left(v^{\prime}\right)_{t} \neq c\left(v^{\prime}\right)_{t-1}$.

$$
\begin{equation*}
\mathrm{RVV}=\mathrm{ND}-\mathrm{NO}-1 \tag{13}
\end{equation*}
$$

Proof: When RVV cocurs, the selected vertex $v$ will be determined by the smallest value of OPEN_HEAP on line 16 where $f(v) \leq \min _{v_{s}} O P E N_{-} H E A P\left(f^{\prime}\left(v^{\prime}\right)\right)$, when vertex $v$ is re-selected as the current vertex, the successor vertex $v^{\prime}$ will no longer be $\infty$. In addition, the strong PowerDirection parameter will update all potential $c\left(v^{\prime}\right)$ values with the increment value of numberOfObstacles (the previous selected successor vertex $v^{\prime}$ will be considered obstacles).

Theorem 5: At line 1, the cost of vertex in start position is always zero $c\left(v_{\text {start }}\right)=0$ and for another vertex $v, \forall_{v} \neq$ is met.

Proof: From the first line, it is evident that when $c\left(v_{\text {star }}\right)=0$, the remaining $c$ values are not zero. The only location where $c$ values change is on line 43 . If $c(v)$ is modified, the $c$-values of its descendants will drop. The test at line 42 verifies this and, if required, changes the $c$-values. Since all default cost are constant and positive, $c\left(v_{x t a r t}\right)$ can never change and is consequently always 0 .

Theorem 6: In the worst-case situation, where several RVV occur, the cost of the suggested Fuzzy A* technique will exceed that of the greedy path $c(v)_{f w z z y A *}>c(v)_{\text {greed }} \geq c^{*}(v)$.

Proof: As stated in Theorem 4, the values of $c\left(v^{\prime}\right)$ will differ from prior values. In this condition, the candidate for the next vertex $v$ can be derived from $c\left(v^{\prime}\right)=c(v)+$ strongPowerDirection, as the knowledgekased properties provide much greater value than the default cost considered by the greedy path algorithm; consequently, the total cost from $v_{x t a r t}$ to $v$ will always be greater than the total cost generated by the greedy path algorithm.

Theorem 7: In the best-case situation, when RVV does not occur, the proposed Fuzzy $A^{*}$ technique will be considerably less expensive than the greedy path. $c(v)_{\text {greddy }}>c(v)_{f \text { min }} A * \geq c *(v)$

Proof: Since the selected vertex $v$ is determined by code on line 16 based on the minimal $f$ values, If the RVV condition never occurs, all picked vertices will become $(v)=\min _{v^{*}} \varepsilon_{\text {pred }}(v)\left(c\left(v^{c}\right)+\right.$ weakPowerDirection $(v)$ )., where the weakPowerDirection value is significantly less than the default cost utilized by the greedy approsch. Consequently, the overall cos from $v_{\text {start }}$ to $v$ is always less than total cost computed by the greedy algorithm.

## 4. RESULTS AND DISCUSSIONS

To assess the efficacy of the proposed Fuzzy A* approach, we utilized MATLAB simulation in conjunction with the Fuzzy Toolbox. This choice of software tools is crucial for our study as they offer a robust platform for developing and testing complex algorithms like ours, particularly in the domain of autonomous navigation and robotics shown in the Figure 2. A brief overview of existing challenges in path planning, including dynamic environment adaptation and real-time decision-making, underscores the significance of our approach in addressing these issues. Our experiments were conducted on standard simulation hardware, comprising an Intel Pentium i7 2.2GHz processor, 16 GB RAM, a 1.5 TB solid-state drive, and a VGA GTX 1050 Ti 16GB. This configuration was selected for its ability to effectively simulate complex pathfinding algorithms and is representative of the typical setup used in similar research scenarios, ensuring reproducibility and relevance to the field.


Figure 2. Path Planning Result for coordinates (0.0) to (200.100)
We employed randomly generated maps with specific constraints to mimic real-world path planning challenges. These constraints, including the positioning of start and end points and the distribution of obstacles, are designed to replicate common scenarios encountered in autonomous navigation. The chosen constraints are reflective of situations where path planning must account for unpredictable environments and limited maneuverability, thus providing a rigorous test for our algorithm. The randomly generated maps have 20301 vertices, 10548 non-obstacle vertices, and 9753 obstacle vertices, with 50 percent of the paths comprising obstacles and a dead-end environment. When establishing the strong direction parameter, other factors, such
as the visited vertex's memory and the number of obstacles, will be considered in addition to the direct true direction. The experiment employs 100 maps with $200 \times 100$ (width $\times$ Height) dimensions, and the beginning and ending coordinates are fixed and determined at random. The constraints include several restrictions, such as (i) the position of start coordinate and goal coordinate must be on the last comer in opposite directions, (ii) the direct length between start and goal coordinates must be at least half the width or height of the map, and (iii) the area separated by the position of start coordinate and goal coordinates must contain at least 40 percent of the total number of obstacles shown in the Figure 3.


Figure 3. The Results of the Fuzzy A* method comparing with other methods for coordinates (32.20) and (90.105)

Table 1 contains the comparison findings for eight algorithms, including Dijkstra's, Breadth First Search (BFS), Depth First Search (DFS), Bidirectional BFS (BIBFS), Bidirectional DFS (BIDFS), Best First Search (BEFS), Bidirectional BEFS (BIBEFS), A*, and the Fuzzy A* method. Each approach yields the average path length and number of visited vertices based on 100 total path length and visited vertex studies. In addition, we display the degree of path suboptimality based on Dijkstra and Breath First Search.

Table 1. Comparison result

| Algorithm | Path Length | Visited <br> Node | Execution <br> Time | Path <br> Suboptimality | Algorithm Vertex <br> Djikstra's Vertex |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Djikstra's | 208 | 7181 | 207.02 | Optimal | 1 |
| BFS | 208 | 7185 | 239.22 | Optimal | 1.00055 |
| DFs | 1393 | 5758 | 231.59 | $6.7 \times$ Optimal | 0.8018 |
| BEFS | 257 | 492 | 13.69 | $1.23 \times$ Optimal | 0.0685 |
| BIBFS | 208 | 4600 | 515.118 | Optimal | 0.640 |
| BHFS | 878 | 2261 | 3198.83 | $4.22 \times$ Optimal | 0.314 |
| BIBES | 257 | 749 | 38.36 | $1.23 \times$ Optimal | 0.104 |
| A* | 217 | 6438 | 202.82 | $1.043 \times$ Optimal | 0.896 |
| A* with admissible | 208 | 3826 | 131.07 | Optimal | 0.53 |
| heuristic | 209 | 2697 | 86.04 | $1.0048 \times$ Optimal | 0.375 |
| Fuzzy A* |  |  |  |  |  |

Our analysis delves into the specific features of the Fuzzy A* method that contribute to its superior performance. We focus on how the Strength Direction parameter and Fuzzy Inference method dynamically optimize pathfinding, leading to reduced execution time and shorter path lengths without compromising optimality. Fuzzy A* algorithm is faster than all other algorithms, except for Best First Search (BEFS) and Bidirectional Best First Search, as seen in Table 1. (BIBEFS). However, this method resulting 1.23 x optimal,
indicating that the average created route is 1.23 times longer than the optimal path (208 vertices). In contrast, the Fuzzy A* method may yield $1.0048 \times$ Optimal path ( 209 vertices), which is a lesser number than BEFS and BIBEFS.

Fuzzy A* uses $67 \%, 59 \%$, and $30 \%$ more efficient vertices and less execution time than Dijlstra's, $A^{*}$, and $A^{*}$ with an appropriate heuristic, respectively, while ensuring a high degree of suboptimality. Evidently, the proposed algorithm can dynamically alter the $\operatorname{cost} c\left(v^{\prime}\right)$ and efficiently estimate the value of the heuristic function. In addition, the proposed method does not necessitate laborious data collection, preprocessing, validation, trial-and-error modification of complex hyper parameters, or training. Instead, the cost is modified using the Fuzzy Inference method and the Strength Direction parameter.

## 5. CONCLUSION

In addressing real-world challenges such as obstacle avoidance, memory consumption, and time-sensitive operations, our study highlights the potential of the Fuzzy A* method in path planning. While traditional A* with admissible heuristics demonstrates commendable performance, our approach, through the introduction of the Strength Direction parameter, effectively balances computational time, memory efficiency, and near-ideal pathfinding. This is achieved by dynamically adjusting the searching cost and heuristic values through weakPowerDirection and strongPowerDirection parameters. However, it's important to acknowledge that the current parameter settings are based on expert knowledge and observations, which may limit the method's adaptability in environments with varying characteristics. To enhance the robustness and flexibility of our approach, future work will delve into optimizing the Strength Direction parameter using more sophisticated methods, potentially integrating adaptive learning techniques. This will allow the Fuzzy A* method to better adjust to diverse and unpredictable scenarios, further enhancing its applicability across various domains. From a practical standpoint, while the Fuzzy A* method shows promise, it's crucial to consider the implementation complexities in different real-world applications. Future research will also explore these practical aspects, focusing on simplifying the integration process and ensuring that the method can be efficiently applied in diverse operational environments without extensive customization. Moreover, we plan to rigorously test the robustness of the Fuzzy A* method under a range of conditions, including highly dynamic and unpredictable environments. This will provide deeper insights into its effectiveness and limitations, guiding further refinements. In conclusion, our research contributes a novel approach to path planning, balancing efficiency and performance. The Fuzzy A* method, with its innovative use of the Strength Direction parameter, offers a promising solution to complex pathfinding challenges. However, continuous improvement and adaptation are necessary to fully realize its potential in varying real-world applications. As we move forward, our focus will remain on optimizing, validating, and ensuring the practical applicability of this method, thereby contributing to the broader field of autonomous navigation and robotics.
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