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ABSTRACT

A Mach 1.5 non-reactive flow in a cavity-stabilized combustor of a model scramjet is studied via a direct-numerical simulation approach,
and the analysis is focused on the interaction among boundary layer, free shear-layer above the cavity and shock wave. It is found that the
impingement of the free shear-layer on the aft wall of the cavity leads to strong turbulence kinetic energy, high local pressure, and a fan of
compression waves. The compression waves evolve into an oblique shock, which reflects between the upper and lower walls and interacts
with the boundary layers attached to the two walls. The analysis of the turbulence production reveals that the amplification of turbulence in
the core of the shear-layer and around the reattachment point is mainly due to the shear production, but the deceleration production mecha-
nism presents a significant impact in the regions above the aft wall of the cavity and around the shock interaction points. The very low fre-
quency commonly observed in shock wave/boundary layer interactions is not observed in the present research, which might be due to the
low Reynolds number of the studied case.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0137884

I. INTRODUCTION

The modern air-breathing hypersonic vehicles adopt a scramjet
(i.e., supersonic ramjet) as their propulsion system, whose combustor
operates at a supersonic condition. Although the structure of the
supersonic combustor may look relatively simple compared with a tur-
bojet, the flow physics inside is highly complicated. Even under a cold
condition (i.e., no combustion), the nonlinear interaction among
boundary layer, turbulence, free shear-layer, acoustic wave, and shock-
wave could lead to strongly non-equilibrium flow phenomena, which
has not been well known or understood.

The cavity flame-holder was initially proposed by Roudakov
et al.1 as an integrated fuel injection/flame-holding approach in scram-
jets,2 due to its good performance in the hydrocarbon combustion effi-
ciency.3–5 However, the open cavity flow suffers from the oscillation of
the shear-layer, which might lead to unstable combustion. As a

solution, the cavity with slanted back wall (i.e., cavity with an angled
wall) was proposed.6,7 When the shear layer impinges on an angled
wall, the acoustic wave would be deflected toward the outside of the
cavity rather than the front wall, avoiding the interaction between
shear-layer and acoustic wave and stabilizing the shear-layer.8

Therefore, many studies have been focused on the cavity flame-holder
with a slanted aft wall, both experimentally and numerically. Reviews
of such efforts can be found from the papers of Ben-Yakar and
Hanson2 and Wang et al.,9 and we will only give a brief summary of
the related numerical studies.

The early numerical research of combustion was mainly based
on the Reynolds-averaged Navier–Stokes (RANS) equations with
chemical reactions. The cavity-stabilized combustion was conducted
by Davis and Bowersox,10 and their simulations matched the experi-
ment results. The analysis showed that the cavity flame-holders with a
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slanted aft wall were able to provide flame holding for hydrocarbon
scramjet applications. Kim et al.11 analyzed the cavities with different
back wall’s angles, offset ratios, and length. It was confirmed from their
research that the cavity was able to enhance mixing and improve com-
bustion efficiency. Ebrahimi and Gaitonde12 analyzed a three-
dimensional (3D) scramjet with a cavity combustor using a RANS
approach, and they studied the impacts of the fuel injection. Generally,
RANS is able to provide an estimation of the mean flow in combustors,13

but the use of turbulence models brings uncertainties to the results.14

Large-eddy simulation (LES), which is able to prove much richer infor-
mation than RANS, has been used to study combustion since 1990s.15–20

A detailed review of the applications of LES in combustion can be seen
in the review paper of Pitsch21 in 2006. A series of studies on supersonic
combustion over cavities combustors were conducted in the National
University of Defence Technology, using LES22 and hybrid RANS/
LES,23–26 and may important characteristics in the cavity-stabilized com-
bustion were reported, such like the interaction between shear-layer and
shock wave and the transport of the upstream injected fuel to the shear-
layer. The hybrid RANS/LES was also adopted by Ramesh et al.27 for the
simulation of the supersonic combustion, in which a relatively large com-
putational domain was used to include the isolator, combustor, straight
section, and extender. The result of their simulation showed good agree-
ments with experimental measurement, in terms of mean flow image
and wall pressure. Zhang et al.28 applied LES to study the cavity combus-
tor with liquid fuel (kerosene) injected. Their analysis showed that the
low-speed circulating flow inside the cavity could sufficiently atomize
and evaporate the liquid fuel, and the flame is efficiently held by the cav-
ity. Sitaraman et al.29 conducted a numerical simulation of a cavity-based
supersonic combustor, with a fuel injection from the bottom wall of the
cavity. Their result clearly showed the shock wave was reflected from the
slanted aft wall to the upper wall. Based on the adaptive mesh refinement
technology, their mesh resolution was able to approach the local
Kolmogorov scale. However, the incoming flow upstream of the cavity
was set to be a laminar boundary, which could be different from a practi-
cal internal flow of a scramjet.

Direct numerical simulation (DNS), which resolves all the spatial
and temporal scales of turbulence, is also very popular in the combus-
tion community. Early research activities can also be traced back to
1990s.30 However, the DNS of reactive flow is much more costly than
non-reactive flow, as fully resolving the scale and detailed chemistry of
combustion is very expensive.31 Therefore, to the knowledge of the
authors, published DNS works of cavity-based supersonic combustion
are scarce. However, DNS of non-reactive flow over an open cavity
has been reported since 1999,32 although most DNS studies were
focused on the oscillating characterizations of the shear-layer33 and
the sound generation mechanisms34 for the cavity with two vertical
walls. The DNS of the cavity with an angled aft wall has not been
found from published literature yet.

In this series of works, we are going to present the DNS study of
the internal flow in a cavity-based supersonic combustor. In the pre-
sent work, we first analyze the characterization of the non-reactive
flow in the combustor, which stands for the cold state of the scramjet.
The rest of this paper is organized as follows. The methodology and
computational setup details are described in Sec. II. The simulation
results are presented in Sec. III with the focus on the shear-layer and
the shock wave/boundary layer interaction (SWBLI). Finally, the con-
clusions are summarized in Sec. IV.

II. METHODOLOGY
A. Governing equations

For the DNS of non-reactive turbulent flow, the 3D unsteady
compressible Navier–Stokes (N–S) equations are numerically solved.
The set of the equations is given as

@q
@t
þ @qui

@xi
¼ 0;

@qui
@t
þ
@quiuj
@xj

� @p
@xi
¼
@rij

@xj
;

@qE
@t
þ @qEuj þ p

@xj
¼ � @qj

@xj
þ @uirij

@xj
;

(1)

where the primary variables are the density q, the pressure p, the
velocity component ui, and the total energy per unit mass E. The spa-
tial coordinates in the streamwise, wall-normal, and spanwise direc-
tions are represented as xi ¼ x1; x2; x3ð Þ ¼ x; y; zð Þ; and the
corresponding velocity components are ui ¼ u1; u2; u3ð Þ ¼ u; v;wð Þ.
The total energy, E ¼ p

c�1ð Þqþ
1
2 uiui, is the sum of internal and kinetic

energies, where the ratio of specific heats is given as c ¼ 1:4. The tem-
poral coordinate is denoted as t.

Based on a Newtonian fluid, the viscous stress tensor, rij, is line-

arly related to the strain rate as rij ¼ l @ui
@xj
þ @uj

@xi

� �
� 2

3l
@uk
@xk

dij; where

the dynamic viscosity, l, is calculated based on the local temperature,
T , using the Sutherland law as, l ¼ C1T1:5= TS þ Tð Þ, with the coeffi-

cient C1 ¼ 1:458� 10�6kg= ms
ffiffiffiffi
K
p� �

and the Sutherland tempera-
ture, TS ¼ 110:4K. The heat flux vector, qi, is calculated according to
the Fourier’s law as, qi ¼ �k @T

@xi
; where k ¼ lcp=Pr is the coefficient

of thermal conductivity, Pr ¼ 0:72 is the Prandtl number, and CP

¼ cR= c� 1ð Þ is the specific heat capacity of the gas at constant pres-
sure with the gas constant, R ¼ 287:1 J= Kkgð Þ.

B. Numerical method

By using the Jacobian transformation and conformal mapping,
Eq. (1) is projected to a computational domain to deal with a local
mesh deformation, and the transformed N–S equations are solved
within a framework of high-order finite difference method. A high-
order computational fluid dynamics (CFD) code, ASTR, which has
been applied to DNS and LES of a series of high-speed flows,35–38 is
adopted as the CFD solver. The convection terms of Eq. (1) are solved
with a seventh-order low-dissipative monotonicity-preserving (MP7-
LD) scheme,39 which can resolve small-scale turbulent structures as
effectively as high-order central schemes, while preserving monotonic-
ity near shock waves. The diffusion terms in Eq. (1) are solved using a
sixth-order central scheme. After all the spatial terms are solved, a
three-step third-order total variation diminishing Runge–Kutta
method, proposed by Gottlieb and Shu,40 is used for the temporal inte-
gration, due to its good performance in preserving the monotonicity
near discontinuities. This temporal integration scheme has also been
used in our previous DNS and LES of SWBLI flows.35–39

C. Flow condition, computational domain, and mesh

The flow condition and computational domain are set by
referencing a series of studies on the dual-mode, direct-connect
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combustor at the University of Virginia Supersonic Combustion
Facility,41–44 especially the recent numerical simulations of Sitaraman
et al.29 and Johnson et al.45 The computational domain is basically a
quasi-3D planner channel with a cavity embedded in the bottom wall,
as shown in Fig. 1. The cavity has a vertical front wall and a slanted aft
wall with a 24� deflection angle. The length of the effective computa-
tional domain is 72mm as shown in Fig. 1(a), and a sponge layer is
attached to the end of the effective domain as shown in Fig. 1(b). The
overall length of the computational domain is 80mm. The incoming
freestream fluid is air at 50 060Pa and 1000K. The mainstream flow
speed is u1 ¼ 951m=s, and the corresponding Mach number is 1.5.
The boundary layers attached on the both upper and bottom walls are
assumed to be fully developed turbulent at the inlet plan. The nominal
thickness of the boundary layer is d0 ¼ 1:47mm, and the correspond-
ing Reynolds number is Red0 ¼ 5871.

The computational domain is discretized with a 1450� 320 � 200
mesh in the streamwise, wall-normal, and spanwise directions, respec-
tively, of which 50� 320� 200 nodes are used in the sponge layer. The
mesh is basically uniformly distributed in the x and z directions in the
effective domain and concentrated toward the walls in the wall-normal
direction. In the sponge layer, themesh is highly stretched toward the out-
let in the streamwise direction for the purpose of damping fluctuations, as
shown in Fig. 1(b). Near the two corners of the cavity’s aft wall, the mesh
is smoothly deformed to fit the change of the geometry, and an immersed

boundary method is used to mask the mesh upstream of the cavity
[shown as the black block in Fig. 1(b)] so that a single block mesh can be
used. The mesh near the surface of the immersed geometry is also refined
to the same solution as that at the walls. The detailed information of the
mesh resolution at the inlet plane is listed in Table I, from which we shall
note that a very fine mesh is used in the present study according to the
resolution criterion for wall-bounded turbulence suggested by Sagaut.46

The ratio between the mesh spacings and the local Kolmogorov length
scale, g, is estimated a posteriori, and the ratios at the wall and the edge of
the boundary layer are listed in the table. We can confirm that the mesh
resolution used in the present DNS reaches the Kolmogorov scale in the
undisturbed boundary layer.

The time step for the simulation is set as Dt ¼ 2:1 ns, and corre-
sponding Courant–Friedrichs–Lewy number is around 0.8. The simu-
lation is conducted until t ¼ 1:86ms. The samples are collected every
500 steps starting from t ¼ 0:6ms, and a total number of 1200 sam-
ples are collected for analysis.

D. Boundary conditions

The computational domain is positioned in a fully turbulent
flow, and a proper turbulence inflow condition is therefore required.
Although many inflow turbulence generation methods have been pro-
posed for this issue, such as the rescale–reintroduction method and
the digital filter (see Ref. 47 for a detailed review), they both need a
transitional zone of at least ten times of the boundary layer thickness
to let the fluctuations evolve. In the present study, we conducted an
auxiliary DNS of a supersonic turbulent boundary layer under the
same Mach and Reynolds numbers, in which a steady wall blowing
and suction are used to trigger a boundary layer transition. A temporal
sequence of flow slices was extracted and saved from the fully devel-
oped turbulent zone as the inflow turbulence. The inflow turbulence is
further decomposed into mean flow and fluctuations as,
f y; z; tð Þ ¼ f yð Þ þ f 0 y; z; tð Þ, where the overbar, , stands for a
Reynolds-averaged variable and the quotation mark, 0, stands for the
fluctuation from the Reynolds averaging. The mean boundary layer
profiles are applied to the boundary layers attached to the both upper
and bottom walls, and channel flow like profiles are then obtained and
prescribed at the inlet plane, as shown in Fig. 2(a). The fluctuations
from two different instants with the time interval tsep ¼ 1:4ms (the
nondimensional value is 427:55d0=u1) are, respectively, mapped to
the bottom and upper boundary layers as sketched in Figs. 2(b) and
2(c). The time interval, tsep, is long enough to ensure the fluctuations
in the upper and lower boundary layers to be uncorrelated. The gener-
ated inflow data are applied at the inflow plane with a supersonic
inflow boundary condition, except for the subsonic portion of the
boundary layer, where the subsonic inflow condition proposed by
Rudy and Strikwerda48 is used. The inflow fluctuations are updated
with the simulation, and a cubic spline interpolation is adopted to
interpolate fluctuations in time.

FIG. 1. Sketch of the computational domain (a) and the mesh in a x-y plane (b).
The mesh nodes are drawn every ten nodes in the both directions for a better visu-
alization, and the blue and red outlines represent the effective domain and the
sponge layer, respectively. SE, CC, and EC represent the edge of the step, the
compression corner, and the expansion corner of the aft wall.

TABLE I. Mesh resolution at the inflow plane. The subscript, 1, represents the value at the first node away from the wall including the surface of the immersed geometry, and
the subscript, e, stands for the value at the edge of the boundary layer. The effective mesh spacing is defined as D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DxDyDz3

p
.

Dxþ Dx=g1 Dx=ge Dyþ1 Dy1=g1 Dyþe Dye=ge Dzþ Dz=g1 Dz=ge D1=g1 De=ge

3.07 5.40 1.49 0.48 0.42 8.91 2.33 3.60 3.17 0.88 1.93 1.45
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At the outlet plane, the non-reflective boundary condition49 is
applied to let all the waves go out of the computational domain. On
the top and bottom walls, the adiabatic nonslip condition is applied. In
the spanwise direction, the periodic condition is used on the two side
boundaries.

The boundary condition for the immersed geometry needs to be
addressed here. In the present study, we applied the immersed bound-
ary method in a non-uniform mesh. The method proposed by Vanna
et al.50 is applied after some modifications. Nodes inside the immersed
geometry that will be accessed in the calculation of fluxes on the fluid
nodes are first marked as ghost nodes, as shown in Fig. 3. The image
nodes are then established from the ghost nodes along the direction
normal to the boundary. The flow variables on the image nodes are
calculated from the nearby fluid nodes using a trilinear interpolation,
and the variables on the corresponding ghost nodes are then obtained
via the adiabatic nonslip condition. The ghost nodes very close to the
boundary are marked as the boundary nodes, and the variables on
them can be directed obtained from the specific boundary condition.
For the image node that is close to the boundary, Vanna et al.50 origi-
nally used a specific interpolation for cut cells. In the present study,
however, we propose to extend the image node to a further distance
until the trilinear interpolation can be properly done. This can be seen
from the ghost-image nodes pair in the bottom right of Fig. 3.

III. RESULTS AND DISCUSSION
A. Validation

The statistics of the disturbed boundary layer upstream of the
cavity (x ¼ 5:88mm) are validated against the experiments and

previous DNS results, and the boundary parameters at the location are
listed in Table II.

The mean velocity profile, uh i, is compared with the result of a
Mach 2 turbulent boundary layer of Pirozzoli and Bernardini51 in
Fig. 4(a), in which an excellent agreement between the results from the
two DNS is obvious. Note that the operator, hi, stands for a Favre-
averaged variable, defined as fh i ¼ qf =q, which is commonly used in
calculating statistics of compressible flows to avoid the appearance of
density fluctuating terms. The fluctuation from the Favre averaging is
denoted as, f 00 ¼ f � fh i. The van Driest transformed mean velocity
profile, uvd ¼

Ð uh i
0

q
qw

d uh i, in the local wall unit is compared with the
classic law of wall and the measurements52,53 as well as the DNS data
of incompressible boundary layer,54 and again, we observe a good
agreement of the present DNS with the incompressible data. Note that
the subscript w stands for the values at wall. This indicates the com-
pressible effect on the mean statistics is mainly reflected by the density
variation across the boundary layer, which has been confirmed up to
Mach 12 by Duan et al.55 The profiles of the root mean square (rms)
of the velocity fluctuations and Reynold shear stress in the undistrib-
uted boundary layer are compared with the DNS data of Pirozzoli and
Bernardini51 in Fig. 5, where we can further confirm the good agree-
ment between the results of the two DNSs.

B. Instantaneous flow

The instant field is first visualized to give an intuitive observation
of the flow. The flow field on a x-y plane at an instant is shown in
Fig. 6. From Figs. 6(a) and 6(b), we can see a free shear-layer form
above the cavity. When the shear-layer hit the aft wall of the cavity,
the local pressure is rapidly increased [Fig. 6(c)], and the compression

FIG. 2. Mean profiles imposed at the inlet plane (a), the schematic diagram of the interpolation of the inflow turbulence to the computational domain (b), and an instant temper-
ature fluctuation at the inflow plane (c).

FIG. 3. Sketch of the implementation of the immersed boundary method in a non-
uniform mesh. Only some representative nodes are shown briefly.

TABLE II. Boundary layer parameters at x¼ 5.88mm. The symbols, d� and h, stand
for the displacement and momentum thicknesses for the boundary layer, and the
Reynolds numbers, Red, Red� ; and Reh are based on the corresponding thick-
nesses, and the friction Reynolds number, Res, is defined as, Res ¼ qwusd=lw , in
which us is the local friction velocity.

d d� h Red Red� Reh Res

1.65mm 0.38mm 0.18mm 6572 1503 705 197

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 35, 026103 (2023); doi: 10.1063/5.0137884 35, 026103-4

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/phf


waves [shown as large negative values in Fig. 6(b)] are generated.
The compression waves move toward the upper wall and collapse
into an oblique shock-wave. The shock-wave impinges on the upper
wall and leads to the first SWBLI. Afterward, the shock-wave is
reflected back to the bottom wall with a relatively stronger strength,
observed as the higher levels of the density gradient, rqj j, and nega-
tive velocity divergence, �r �~u, in Figs. 6(a) and 6(b). The reflected
shock-wave impinges on the bottom wall and causes the second
SWBLI, following which the shock-wave is reflected again, but its
strength is obviously weakened, observed as the decreasing values of
density gradient and negative velocity divergence in Figs. 6(a) and
6(b). However, we can still observe the third SWBLI happened on
the upper wall. The shock-wave is once again reflected from the
upper wall, and its strength becomes even weaker. Further down-
stream, the shock-wave decays to compression waves, but we can
still observe the reflection of the compression waves between the
upper and bottom walls, as shown in Fig. 6(c). Some compression
waves can also be observed between two reflected shock-waves,

which are possibly induced by the flow reattachment downstream of
the interaction point.

From Figs. 6(d) and 6(e), the flow in the cavity is observed to
have lower speed and higher temperature due to the circulating flow
inside the cavity, which creates an ideal environment for ignition and
stable combustion. Strong vortical structures with large spanwise vor-
ticity are generated in the free shear-layer, as shown in Fig. 6(f). The
swirling motion of these structures also induces local low-pressure
spots, which can be observed in Fig. 6(c), as a result of the centrifugal
force. From Fig. 6(f), we also note that the impingent of the shear-
layer on the aft wall induces a thick layer with strong vorticity.

The turbulent coherent structures and shock-waves are visualized
using the iso-surfaces of kci criterion

56 and pressure gradient in Fig. 7.
The reflection of the shock-wave between the two walls and the corre-
sponding SWBLI can be seen in Fig. 7(a). The turbulent coherent
structures present as streamwise elongated vortices upstream of the
cavity, known as hairpin-like structures of wall turbulence.56 The wall
turbulence evolves into free-shear turbulence in the shear-layer above

FIG. 4. Mean velocity profile at x ¼ 5:88mm in out-scaling (a) and inner scaling (b).

FIG. 5. The rms velocity fluctuations and Reynolds shear stress velocity profiles at x ¼ 5:88 mm in out scaling (a) and inner scaling (b). The scatter results are from the DNS
of a Mach 2 boundary layer by Pirozzoli and Bernardini.51
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the cavity, whose swirling motion is strengthened, but the anisotropy
is weakened, as shown in Fig. 7(b). The impingement of the turbulence
structures in the free shear-layer onto the aft wall is further visualized
in Fig. 7(c), where rich turbulent structures can be seen above the aft
wall. Inside the circulation zone, however, few coherent structures can
be observed, which indicate the flow inside the cavity is less organized.

C. Mean flow

According to the mean pressure gradient rpj j shown in
Fig. 8(a), we can see the compression waves are generated from the
shear-layer because of the impingement of the shear-layer onto the aft
wall. These compression waves are focused on the point A on the
upper wall and induce the first SWBLI. At the expansion corner, an
expansion fan can be observed, and the pressure continuously
decreases when the flow passes through the expansion fan, as shown
in Fig. 8(b). The shock-wave is then reflected between upper and lower
walls, and interacts with the boundary layer at points A, C and E on
the upper wall and points B and D on the lower wall. On each interac-
tion point, we can observe an expansion fan, which deflects the
streamline to the wall-parallel direction and reduces the mean pres-
sure. Consequently, the pressure is increased by shock-wave and then
quickly reduced by expansion waves. Near the outlet of the computa-
tional domain, both shock-wave and expansion waves become weak,
but the mean pressure has relatively higher values.

The mean temperature shown in Fig. 8(c) further confirms the
high-temperature zone inside the cavity. At each interaction point, the
thermal boundary layer becomes thicker. Near the outlet of the com-
putational domain, a much thicker thermal boundary layer than the
incoming flow can be observed. According to the mean local Mach
number shown in Fig. 8(d), we can further confirm the thickening of
the boundary layer downstream of the cavity. The flow inside the cav-
ity presents two vortices, a primary vortex and a corner vortex, as
highlighted in Fig. 8(d). This agrees with the observation of a flow
over a backward-facing step.57,58 The local Mach number in the cavity

FIG. 6. Instantaneous flow field in a x-y plane. (a) Schlieren; (b) velocity diver-
gence; (c) pressure; (d) temperature; (e) local Mach number; (f) spanwise vorticity.

The schlieren (a) is calculated via the density gradient as, rns ¼ e�10
rqj j� rqj jmin
rqj jmax� rqj jmin

and rqj j ¼
ffiffiffiffiffiffiffiffiffiffi
@q
@xi

@q
@xi

q
. The pressure and temperature are normalized with the free-

stream values. The arrow lines in (e) stand for the streamlines.

FIG. 7. The instantaneous turbulence coherent structures visualized with the kci cri-
terion colored with the streamwise vorticity. The shock-waves/compression-waves
are visualized with the iso-surfaces of the pressure gradient, rpj j. The coherent
structures in the free shear-layer are highlighted in (b) and (c) with a larger value of
the iso-surfaces of kci .
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is much lower than the mainstream flow, which is favorable for igni-
tion and combustion.

The mean wall pressure and skin-friction coefficient, Cf , on the
upper and lower walls are presented in Fig. 9. From the mean wall
pressure on the lower wall, we can confirm the impingement of the
shear-layer on the aft wall causes a highly increased local pressure,
which in turn leads to the generation of compression waves, as shown
in Figs. 6(c) and 8(b). The wall pressure is then sharply reduced near
the expansion corner due to the expansion fan. The minimal wall pres-
sure is reached at the expansion corner. On the upper wall, we can
note the first wall pressure peak is reached at the point A, where the
first SWBLI happens, and the mean wall pressure reaches the maximal
value. Following the point A, a series of wall pressure peaks are identi-
fied in the interaction zones marked with B–E in Fig. 9(a). Note that
the values of these local wall pressure peaks gradually decrease in the
downstream development, indicating the weakening of the strength of
the SWBLI.

From the skin-friction shown in Fig. 9(b), the circulation zone in
the cavity can be identified from the negative skin-friction on the lower
wall. The flow separates from the edge of the step, which is a common
characteristic of flow pass a backward step. The reattachment point is

identified as Cf ¼ 0 on the aft wall, which is also the shear-layer
impinging point, where the wall pressure gets to the maxima.
Afterward, the skin-friction is rapidly increased due to the flow being
accelerated by the expansion fan. Downstream the expansion corner,
we note the skin-friction is constantly reduced by the shock interac-
tion, although the locations of the local minimal Cf are ahead of the
local pressure peaks due to the precompression effect of the SWBLI.
For the first SWBLI around point A, the skin-fiction reaches zero,
meaning the local SWBLI is strong enough to trigger a local flow sepa-
ration. For all other SWBLI locations, Cf maintains to be positive val-
ues due to the weaker interactions on these locations.

The time-averaged wall pressure and skin-friction lines on the two
walls are shown in Fig. 10. The local high-pressure zones are identified
at the points A–E, as the result of SWBLI. The wall pressure and skin-
friction lines basically present a two-dimensional pattern in the most
area of the walls, and three-dimensional characteristics can be observed
inside the separation zone and especially near the reattachment points.
The skin-friction lines on the lower wall present a typical saddle-node
structure around the reattachment point, which has been widely
observed in SWBLI flows.59–61 For the upper wall, a similar saddle-node
structure is observed upstream of point A, as the local flow separation
has been caused by the first SWBLI [shown in Fig. 9(b)].

The total pressure, Pt , which is an important variable to measure
the quality of the internal flow, is shown in Fig. 11. There are two
mechanisms for the total pressure loss, the loss of total pressure associ-
ated with shock waves, and the friction loss from the boundary layer.
The shock wave-induced total pressure loss can be seen as the decrease
in Pt when passing through shock-wave in Fig. 11. The local low Pt

FIG. 8. The mean flow field. (a) Pressure gradient, rpj j; (b) pressure; (c) tempera-
ture; (d) local Mach number. The pressure and temperature are normalized with the
freestream values. The green lines in (d) stand for the mean sonic line, and the
black lines in the zoomed subfigure are mean streamline. The interaction points on
the upper and lower walls are marked with A–E, respectively. Representative sta-
tions S1–S8 for the analysis of profiles are shown in (a).

FIG. 9. Wall pressure (a) and skin-friction coefficient (b) on the lower and upper
walls. The wall pressure is scaled with the freestream pressure.
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zone can be seen around the shock-waves, and it is interesting to
note that when the compression waves from the aft wall are focused
to form the shock-wave, the related total-pressure loss is also
increased.

The vertically averaged total pressure and the total pressure along
the central line are plotted in Fig. 12. It can be seen that the total pres-
sure along the central line is maintained at the freestream level, mean-
ing the direct total pressure loss from the shock-wave is negligible. The
averaged total pressure, however, shows a clear decreasing trend along
the channel. Upstream of the step, a constant total pressure loss rate
due to boundary layer is observed. Over the cavity, the averaged total
pressure is largely reduced due to the low-energy fluid in the circula-
tion zone. Downstream of the expansion corner, the rate of the total
pressure loss is similar to the upstream level, meaning the total pres-
sure loss is still due to the friction inside the boundary layer.
Therefore, for the present case, the total pressure loss of the internal
flow is mainly contributed from the friction inside the boundary layer,
rather than the interaction with shock waves.

The mean velocity and temperature profiles along the representa-
tive stations S1–S8 [shown in Fig. 8(a)] are shown in Figs. 13(a) and
13(b), respectively. On the boundary layer attached to the upper wall,
we can observe the thickening of the boundary layer due to the
SWBLI. The interaction of the shock-wave leads to velocity defect and
temperature increase, which can be seen at the S4 and S6 stations.
Along the central line of the channel, the decrease in the velocity and
increase in temperature as the result of the interaction with shock-
wave can be noticed. For the station S2, we can confirm the low-speed

and high-temperature fluid in the cavity, and the uniform temperature
distribution can be observed in the circulation zone.

D. Reynolds stress

The Reynolds normal stress and turbulence kinetic energy
(TKE), K ¼ 1

2 u00i u
00
i

� �
, are shown in Fig. 14, from which we shall note

there are several locations where turbulence is locally amplified, espe-
cially for the u00u00h i component. High levels of Reynolds stress and
TKE can be seen in the free shear-layer. All the components of the
Reynolds normal stress are highly amplified within a short distance
downstream of the step edge, where the free shear-layer is being initial-
ized. The reason could be attributed to the strong shear strength.
Following the free shear-layer, another high turbulence zone can be
identified over the aft wall. This can be attributed to the impingement
of the turbulence structures in the shear-layer to the aft wall as shown
in Fig. 7. Downstream of the expansion corner, a thick layer with rela-
tively high Reynolds stress is attached to the lower wall, indicating the
influence of the free shear-layer to the boundary layer on the lower
wall. Around the shock interaction locations, A–E, the turbulence is
also locally amplified due to the SWBLI, observed as the local high

FIG. 10. Wall pressure and skin-friction lines on the upper and lower walls.

FIG. 11. Total pressure normalized with the free stream total pressure. The legend
is scaled for the best view of the total pressure in the central of the channel.

FIG. 12. The vertically averaged total pressure and the total pressure along the
central line of the channel (y ¼ 10:38). Both quantities are normalized with the
freestream total pressure.

FIG. 13. Mean velocity (a) and temperature (b) profiles on the representative sta-
tions. The locations of these stations are shown in Fig. 8(a).
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value of the Reynolds stress. Through the comparison among different
components, the amplification of u00u00h i at all the interaction points is
evident, but the amplification of v00v00h i and w00w00h i can only be
observed at the point A, where the SWBLI is the strongest. This can be
explained by the mechanisms of the turbulence amplification for dif-
ferent components of the Reynolds stress are different, as demon-
strated by Fang et al.38 However, in the free shear-layer, the behaviors
of the different components are observed quite similar.

The profiles of Reynolds normal stress along the representative
stations are plotted in Fig. 15, from which we can confirm the high
level of turbulence energy in the free shear-layer. u00u00h i, v00v00h i; and
w00w00h i present a similar distribution inside the free shear-layer, indi-
cating the turbulence is more isotropic than wall turbulence.

A double-layer structure can be noticed on the lower half of the
u00u00h i profiles at downstream stations in Fig. 15(a). The outer layer is
obviously due to the influence of the free shear-layer and the inner
layer should be attributed to the regenerated wall turbulence. It is
interesting to see that the wall turbulence is regenerated within a short
distance downstream of the expansion corner. Near the outlet of the
domain, the profiles of Reynolds stress are recovered to equilibrium,
although there is still some turbulence energy in the outer layer.

The anisotropy invariant map of the Reynolds stress is further
analyzed focusing on the evolution of turbulence in the shear-layer.
The invariant map of Lumley and Newman,62 namely, the Lumley tri-
angle, uses the coordinate system N;Wð Þ, where

N ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aijajnani=6

3

q
; W ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aijaij=6

3

q
; (2)

and aij ¼ ui 00uj 00
� �

=2K � dij=3 is the Reynolds stress anisotropy ten-
sor. The anisotropy of the Reynolds stress evolving along y ¼ 3:15
(the corresponding yþ at the reference location is yþ ¼ 15) from the
boundary layer upstream of the cavity to the downstream of the cavity
is shown in Fig. 16. It can be seen that the Reynolds stress is close to
being axisymmetric with N positive, i.e., the rod-like structure,63,64

during the initial formation of the shear-layer. This means the

FIG. 14. Reynolds normal stress (a)–(c) and turbulence kinetic energy (d). All quan-
tities are normalized with u2s at the reference location, x ¼ 5:88 mm.

FIG. 15. Profiles of the Reynolds normal stress on the representative stations, (a)
u00u00h i, (b) v00v00h i, and (c) w 00w 00h i. The locations of these stations are shown in
Fig. 8(a).

FIG. 16. Evolution of the Lumley triangle of the Reynolds stress anisotropic tensor
across the cavity along y¼ 3.15.
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characteristic of wall turbulence from the log-layer is still maintained.
With the evolution of the shear-layer, the Reynold stress approaches
the W ¼ �N line, indicating the structure is becoming disk-like axi-
symmetric.65 This is the typical characteristic of turbulence around the
edge of the mixing layer, where the flow is dominated by free shear.66

Around the expansion corner, the Reynold stress moves rapidly
between axisymmetric with W ¼ N and W ¼ �N lines, as the flow
structure is expanded and recompressed within a short distance
[shown in Fig. 9(a)]. Downstream of the expansion corner, the
Reynolds stress is recovering toward the W ¼ N line, indicating the
turbulence becomes more anisotropic under the impact of the wall.

The production of TKE is analyzed to explore the amplification
of turbulence. According to the previous of Fang et al.,38 the produc-
tion term of turbulence kinetic energy can be decomposed into shear-
driven production, PS, and deceleration production, PD, as

PK ¼ �q u00v00h i @ uh i
@y
þ @ vh i

@x

	 

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

PS

�q u00u00h i @ uh i
@x
� q v00v00h i @ vh i

@x|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
PD

:

(3)

According to the analysis of Fang et al.,38 the turbulence amplification
in SWBLI is mainly contributed by the deceleration production,
although the shear-driven production can last for a long distance in
the downstream. The TKE production terms of the present case are
shown in Fig. 17, from which we can see the high TKE production in
the free shear-layer and around each interaction points. The high TKE
production in the free shear-layer has shown two separated zones. The
first zone is in the first half of the free shear-layer, from the edge of the

step-up to the compression corner, where the TKE production is
mainly contributed by the shear production. This is the common char-
acteristics of free shear-layer.67 The second zone is above the aft wall,
where the turbulence in the shear-layer impinges on the surface of the
aft wall. Both the shear production and the deceleration production
have non-negligible contributions to the production of turbulence in
this zone, meaning the turbulence production here is driven by the
shear from the free shear-layer and velocity gradient due to the local
strong pressure gradient.

Around the expansion corner, we can observe negative values of
PD due to the annihilation of turbulence by the expansion process.
Around each interaction point, we can note a pair of positive and neg-
ative PD zones, as the result of the interaction of the boundary layer
with shock-wave and the followed expansion wave. The shear produc-
tion, PS, however, plays a minor role around the interaction point,
which is consistent with the result in SWBLI.38

The quantitative analysis of the TKE production terms is con-
ducted by comparing the profiles at the selected stations in Fig. 18. At
the station S1, the TKE production is entirely contributed by the shear
production, as the station is positioned in the zero-pressure-gradient
boundary layer. At the station S2, we can see the increase in the pro-
duction is mainly caused by the growth of the shear production term.
At the station S3, the level of the shear production term, PS, is reduced,
compared with PS on S2, but the total production, PK , is still increas-
ing. The positive deceleration production, PD, is the major reason for
the growth of PK . For the following stations, the shear production
plays as the major contributor to the generation of TKE. Due to the
selected stations that are in the expansion zone of SWBLI, we can note
the negatives values of PD on the stations S4–S8.

E. Pressure fluctuations

The distribution of the root mean square (rms) pressure fluctua-

tions, prms ¼
ffiffiffiffiffiffiffiffi
p0p0

q
, is shown in Fig. 19. High prms can be observed in

the cavity region and near the shock-waves. Two separated high prms

FIG. 17. TKE production (a) and its components: shear production (b) and deceler-
ation production (c). All the quantities are normalized with q2

Wu
4
s=lW at the refer-

ence location.

FIG. 18. Profiles of TKE production terms on the selected stations.

FIG. 19. The rms pressure fluctuations normalized with the dynamic pressure of
the freestream flow, q0 ¼ 0:5q0u

2
0. Black dots in (a) mark the locations of probes.
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regions can be identified in the cavity region, similar to the observation
of Reynolds stress in Fig. 17. The first region is in the core of the free
shear-layer, and the strong pressure fluctuations correspond to the
instantaneous low-pressure spots shown in Fig. 6(c), which are result
of the strong vortical motion of turbulence in the free shear-layer as
demonstrated in Fig. 7. The second strong prms region is seen near the
aft wall, and the pressure fluctuations should be attributed to the inter-
action between the turbulence structures in the shear-layer and the
wall.

The strong pressure fluctuations around the shock-waves are the
result of the unsteadiness of the shock-waves. It is worth noting the
correlation between the intensity of prms and the strength of shock-

waves reflected in Figs. 6(a) and 6(b), which means a stronger shock-
wave causes a higher level of pressure fluctuations. Near the outlet of
the computational domain, as the result of the smear of the shock-
wave, the distribution of prms is relatively uniform across the channel.

The profiles of wall pressure fluctuations are plotted in Fig. 20,
from which we can see the highest wall pressure fluctuations on the
lower wall are reached at the expansion corner, following by a sharp
reduction due to the interaction with the expansion fan. Downstream
of the expansion corner, local prms peaks can be identified around each
interaction point, indicating the contribution of SWBLI to the local
wall pressure fluctuations.

The instantaneous pressure signals recorded on the 6 selected
probes (shown in Fig. 19) are presented in Figure 21, in which probe 1
is positioned in the near-wall region of the upstream undisturbed
boundary layer; probes 2 and 3 are in the core of the free shear-layer;
probe 4 is near the impingement point of the shear-layer; and probes 5
and 6 are in the near-wall region of the downstream boundary layer.
The amplification of pressure fluctuations can be clearly observed for
the probes in the free shear-layer (2–4), and the singles on these probes
also present a low-frequency characteristic. It can be observed that the
pressure signals on all the probes reach the statistical steady state after
t ¼ 600 ls, and we analyze the spectral characteristics of the pressure
fluctuations from the sampling interval, t ¼ 600–1860 ls.

The calculation of the power spectral density (PSD) of the
recorded pressure signal, / xð Þ, is conducted via the method proposed
by Choi and Moin,68 where x ¼ 2pf and f is the frequency. The fre-
quency spectrum of the pressure fluctuations at probe 1 is compared
with the wall pressure spectrum from an incompressible turbulent
channel flow of Choi and Moin68 in Fig. 22. A good agreement

FIG. 20. The rms wall pressure fluctuations on the upper and lower walls, normal-
ized with the dynamic pressure of the freestream flow, q0 ¼ 0:5q0u

2
0.

FIG. 21. Pressure signals recorded on
the six selected probes. The locations of
the probes are shown in Fig. 19. The
red dash line marks the location where
sampling starts. The pressure is normal-
ized with the freestream pressure.
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between the two spectra can be confirmed at both the low- and high-
frequency ends when the local wall units are used to scale / and x. At
the high-frequency end, the spectrum shows a x�5 slop, agreeing with
the theoretical prediction of Blake69 and Bradshaw.70 At the low-
frequency end, the intermediate x�1 scaling associated with the turbu-
lent activity in the log layer70 can be identified, although the x�1 slop
can only be identified within a limited range in Fig. 22 due to the low
Reynolds number of the turbulent boundary layer.

The weighted PSD of the pressure signals, / fð Þ, from the 6
selected probes is shown in Fig. 23. All the plots are normalized with
the local integral value,

Ð
/ fð Þdf . For probe 1, the most energetic

energy is located at St ¼ 0:8, in which St ¼ f d0=u0 is the Strouhal
number. This agrees well with the characteristic frequency f ¼ u0=d0
of a supersonic turbulent boundary layer.71,72 In the free shear-layer
(probes 2–4), broadband low-frequency content can be observed. The
peak frequency on probe 2 is at St ¼ 0:68, close to the characteristic
frequency of the incoming turbulent boundary layer. This might be
explained as the passing thorough of the large-scale structures from
the upstream boundary layer, as the probe 2 is very near the edge of
the step. Another spike can be observed at St ¼ 0:19 (shown as the
red circle in Fig. 23), which agrees with the characteristic frequency
St ¼ 0:2 of the vortices due to the Kelvin–Helmholtz (K–H) instabil-
ity,73 i.e., the shading of vortices within the shear-layer.72 On probe 3,
the weighted PSD becomes flatter, with more energy emerging at the
low frequencies. The peak frequency moves to St ¼ 0:54, which could
be still attributed to the structures from the upstream boundary layer
and a reduced convention mean velocity in the shear-layer. At probe
4, the spectrum keeps being flatter and shifting toward the low-
frequency end. The most of the spectral energy is observed within the
medium frequency range (St ¼ 0:07–0:5). The peak frequency is iden-
tified at St ¼ 0:16, which is close to the vortex shedding frequency in
the shear layer. Therefore, it can be attributed to the landing of the
vortical structures in the shear-layer at the mean reattachment point
around probe 4. For probe 5, the spectrum moves toward the high-
frequency end, with peak frequency identified at St ¼ 0:75. This
clearly indicates the pressure fluctuations are recovering back to the
wall turbulence, although there is still a large portion of energy stored

in the low-frequency range. The pressure spectrum at probe 6 presents
again a strong low-frequency characteristic, and the peak frequency
goes back to St ¼ 0:2. This is because probe 6 is in the interaction
zone by the shock-wave from C to D, as shown in Fig. 19. It is interest-
ing to note the characteristic frequency of the SWBLI is close to the
vortex shedding frequency from the shear-layer. This implies the con-
nection between the vortical structures generated in the shear-layer
and the downstream SWBLI.

The very low-frequency characteristics (St � 0:01) widely dis-
cussed in SWBLI is not observed in the present DNS, which is similar
to the result of Hu et al.72,73 in a supersonic flow over a backward step.
They attributed the missing of low-frequency unsteadiness to the sepa-
ration bubble was more stable in the flow over a backward step. The
same mechanism can be also used to explain the present analysis, and
the Reynolds number of the present DNS is even lower than the LES
of Hu et al.,72,73 leading to a more stable separation dynamics. It is also
possible that the angled aft wall has an ability of stabilizing the shear-
layer according to the previous research.8 Therefore, the absence of the
low-frequency characteristics could be due to the low Reynolds effect
and the angled aft wall. Further analysis of the flow at different
Reynolds numbers and geometry of the wall should be conducted to
clarify this problem.

FIG. 22. Comparison of the pressure spectrum at probe 1 with the wall pressure
spectrum of Choi and Moin68 scaled the local wall units.

FIG. 23. Weighted PSD of pressure signals against the Strouhal number, St . The
dots mark the peaks on each curve.
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IV. SUMMARY AND CONCLUSION

The supersonic turbulent flow inside a model scramjet under the
cold condition is studied by a DNS approach. The immersed boundary
method and a body-fitted mesh are adopted to capture the front and
aft walls of the cavity flame-holder, respectively. The DNS data are val-
idated by comparing the mean velocity profile and Reynolds stress in
the upstream boundary layer against data from experiment and other
DNSs.

The main characteristic of the flow includes a supersonic shear-
layer over the cavity and a series of SWBLIs downstream of the cavity.
The free shear-layer impinges on the aft wall around the mean reat-
tachment point, which leads to high local pressure and a fan of com-
pression waves. The compression waves merge into a shock-wave and
impinge on the upper wall. The shock-wave then reflects between the
upper and lower walls, interacting with boundary layers attached to
the two walls. High turbulence energy is observed in the shear-layer
due to the shear production and K-H instability, and the turbulence is
further amplified when the shear-layer impinges on the aft wall. The
analysis of the TKE production term indicates the amplification of tur-
bulence in the core of the shear-layer and around the reattachment
point is mainly due to the shear production. The flow deceleration
mechanism proposed by Fang et al.38 mainly presents above the aft
wall and around the SWBLI points, where there are strong adverse
pressure gradients. The analysis of the pressure signals reveals broad-
band pressure spectra and a low-frequency characteristics of the
shear-layer, similar to the observation in the supersonic flow over a
backward step by Hu et al.72,73 A very low frequency (two orders lower
than the boundary layer characteristics frequency) is not observed in
the present DNS due to the cavity configuration that confines the sepa-
ration point and low Reynolds number.

The validation and flow characteristics analysis performed in this
study will pave the way for our future studies on this scramjet configu-
ration with detail chemistry reactions. The flow physics revealed near
the shear layer and its resulting shock wave above the cavity, where
most of the reactions occur, are likely to have a strong impact on the
combustion behavior of the scramjet. These topics will be investigated
and discussed in the following parts of this work.
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