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#### Abstract

An Algae-zooplankton fish model is studied in this article. First the proposed model is evaluated for positive invariance and boundedness. Then,the Routh-Hurwitz parameters and the Lyapunov function are used to determine the presence of a positive interior steady state and the criteria for plankton model stability (both local and global). Taylor's sequence is also used to discuss Hopf bifurcation and the stability of bifurcated periodic solutions. The model's bifurcation analysis reveals that Hopf-bifurcation can occur when mortality rate and food transfer efficiency are used as bifurcation parameters. Finally, we use numerical simulation to validate the analytical results.
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## 1. Introduction

There is an all-inclusive custom of burning-through prey hunter models to depict the Algae-zooplankton fish frameworks $[1,2]$. Despite the fact that the interface of Algae-zooplankton explains the occurrence of changes, a significant number of the intriguing examples in tiny fish elements in the field are known to be aspiring at any rate partially by predation and by planktivores fish. The conversation about the impacts of fish on microscopic fish was set off by Hrbacek et.al [3], which caused to notice the huge contrasts between the microscopic fish of various lakes relying upon the presence of fish. In lakes with fish, zooplankton comprised chiefly of little bodied species and algal bio mass was high. In lakes without fish, phytoplankton bio mass was low and bigger herbivores overwhelmed the zooplankton. In 1965, Brooks and Dodson [4] noticed the same connections in a portion of the lakes in New England and built up the thus, called size productivity speculation to clarify such moves and they recommended that high densities of planktivorous fish lead to zooplankton networks overwhelmed by little, generally wasteful slow eaters [5-7]. Particular predation by fish eliminates bigger zooplankters, yet certain clones' conduct and life history methodology also change in light of synthetic compounds delivered by fish [8-10]. Lakes with a high fish stock are regularly overwhelmed by huge filamentous blue green growth, which have been appeared to restrain the development of huge bodied

[^0]species under certain conditions [11-13] implying some beneficial portrayal for their nonattendance in such lakes. Clearly, an intricate transaction of components prompts shifts in size appropriations of zooplankton and green growth in the field. The significance of tiny fish in marine environment is broadly worried by numerous researchers [14-17]. Microscopic fish species are additionally the base of the marine natural way of life. Tiny fish species assumes a fascinating and dynamic part and are ordered into phytoplankton and zooplankton. Phytoplankton are herbivore type in nature, unicellular and minute in size. Zooplankton are omnivore that relay upon phytoplankton and show different elements, which were explored by numerous researchers [1822]. Hence, zooplankton and phytoplankton structure hunter prey relationship which permits and rouse towards elements and its examination turns out to be seriously intriguing and pulled in by more scientists [23-26]. The issue turns out to be a lot less complicated while thinking about solid top-down control of algal biomass, as seen during the regularly examined spring clear water stage [27,28] or after the end of fish by normal winterkills [29, 30] or human obstruction [5, 31]. Marten Scheffer, Sergio Rinaldi and Yuri A. Kuznetsov [32] introduced an extension of an old style negligible Daphnia-green growth model to represent the impacts of fish as a top hunter. The investigation recommended that much of the time, the tiny fish should show hysteresis because of predation pressure by fish and in this manner there exist two particular systems, one in which Daphnia is constrained by fish and phytoplankton biomass is high and another
in which Daphnia is generally unaffected by plankticvores and green growth are constrained by Daphnia. This likewise exhibitions how natural hunter prey variances in the planktonic design can encourage the control to the algal-overwhelmed structure where fish constrain Daphnia. By the incitement of this work, we worked on the indistinguishable model for finding the unfaltering quality concerning the inside harmony point.

The objective of our current work is to analyse the dynamics of An Algae-zooplankton fish model in view of stability and bifurcation. The model consists of Phytoplanton and Zooplankton species with Holling type II and III functional responses. Analytical results are justified with numerical simulations.

The proposed model is evaluated for positive invariance and boundedness. Then, the Routh-Hurwitz parameters and the Lyapunov function are used to determine the presence of a positive interior steady state and the criteria for plankton model stability (both local and global). Taylor's sequence is also used to discuss Hopf bifurcation and the stability of bifurcated periodic solutions. The model's bifurcation analysis reveals that Hopfbifurcation can occur when mortality rate and food transfer efficiency are used as bifurcation parameters. Finally, we use numerical simulation to validate the analytical results.

This paper is organized as follows. In Section 2 comprises of the mathematical model alongside presumption. Positive invariance and boundedness are analyzed in Section 3.The assessment of balance focuses is given in Section 4. Neighborhood and worldwide security qualities are investigated in Subsection 5.1 and 5.2 separately. Hopf-bifurcation examination is done in Section 6. Mathematical reproduction is done in Section 7. At last closing comments are given in Section 8.

## 2. Formulation of mathematical model

In this section, we contemplate the deterministic mathematical model, an innovative plankton model combination with two different functional responses. Many researchers studied models with functional responses [33-41]. But this was a typical complex problem modeled as mathematical plankton ecology algae and zooplankton model with Holing type-II and typeIII functional responses where the algae densities denoted by $x$ assuming the logistic growth, when the consumer (fish) is absent and also following a simple saturating functional response as a monoid function of algal density with a half saturation value $\alpha$. The density of zooplankton fishes at a time $t$ is denoted by $y$ with the sigmoidal functional response of fish with a half saturation value of $\beta$. With these assumptions, we have the following model as given by

$$
\begin{align*}
x^{\prime}(t) & =r x\left(1-\frac{x}{k}\right)-\frac{a x y}{\alpha+x}+i(k-x)  \tag{1}\\
y^{\prime}(t) & =\frac{a e x y}{\alpha+x}-m y-\frac{b y^{2}}{\beta+y^{2}} \tag{2}
\end{align*}
$$

with initial densities

$$
\begin{equation*}
x(0)=x_{0} \geq 0, y(0)=y_{0} \geq 0 \tag{3}
\end{equation*}
$$

where $x$ represents density of edible algae, $y$ represents density of large herbivores zooplankton. $r$ denotes the growth rate of algae. $k$ denotes the carrying capacity of algae. Loses of algae
are due to grazing by zooplankton following a simple saturating (Type-II) functional response $\frac{a x y}{(\alpha+x)}$ which is formulated as a monoid function of algal density with the half saturation value of $\alpha$ and a maximum per capita grazing rate of $g . i$ stands for the diffusive inflow of algae, $i(k-x)$ represents stabilizing inflow of algae. $e$ denotes the food transfer efficiency of zooplankton. $m$ denotes mortality rate of zooplankton. $f$ denotes that the capacity of planktivores. The term $\frac{b y^{2}}{\left(\beta+y^{2}\right)}$ is a sigmoidal functional response of a fish with a half saturation value of $\beta$ (Type- III). We assumed that all the parameters are positive.

## 3. Boundedness and positive invariance

The aim of feasibility or biological positivity studies is to discover the power of a proposed model in a given setting objectively and rationally. Biologically positive populations ensure that the population never goes negative and that the population still survives. The following theorems guarantee the system's positivity and boundedness equation (1) and (2).

Theorem 1. All solutions $(x(t), y(t))$ of the system (1) and (2) with the initial condition eq. (3) are positive for all $t \geq 0$

Proof. From equation (1) and (2), it is observed that

$$
\begin{aligned}
\frac{d x}{x} & =\phi_{1}(x, y) d t \\
\frac{d y}{y} & =\phi_{2}(x, y) d t
\end{aligned}
$$

where

$$
\begin{aligned}
\phi_{1}(x, y) & =r\left(1-\frac{x}{K}\right)-\frac{a y}{\alpha+x}-i(k-x) \\
\phi_{2}(x, y) & =\frac{a e x}{\alpha+x}-m-b\left(\frac{y}{y^{2}+\beta}\right)
\end{aligned}
$$

and their solutions in the region $[0, t]$ are

$$
\begin{aligned}
x(t) & =x(0) \exp \left(\int \phi_{1}(x, y) d t\right)>0 \text { and } \\
y(t) & =y(0) \exp \left(\int \phi_{2}(x, y) d t\right)>0
\end{aligned}
$$

for all $t$. Hence, all solutions starting from interior of the first octant ( $\operatorname{In} \Re_{+}^{2}$ ) remain positive in it for future time.

Theorem 2. All of the non-negative model system (1) and (2) solutions that start in $\Re_{+}^{2}$ are uniformly bounded.

Proof. Let $(x(t), y(t))$ be any of the system (1) and (2) solutions. Since, from equation (1),

$$
\frac{d x}{d t} \leq x\left(r-\frac{r x}{K}\right)
$$

we have

$$
\lim _{t \rightarrow \infty} \sup x(t) \leq \frac{1}{K}
$$

Let $\xi=x+\frac{y}{e}$. Therefore,

$$
\begin{equation*}
\frac{d \xi}{d t}=\frac{d x}{d t}+\frac{1}{e} \frac{d y}{d t} \tag{4}
\end{equation*}
$$

Substituting the equation (1) and (2) in eq. (4), we get

$$
\begin{aligned}
\frac{d \xi}{d t}+\zeta \xi= & x\left((r+\zeta-i)-\left(\frac{r x}{K}-\frac{k i}{x}\right)\right)+\left(\zeta-\frac{m}{e}\right) y \\
& +\frac{y}{e}\left(\zeta-\frac{b}{y^{2}+\beta}\right) \\
\leq & x\left((r+\zeta-i)-\left(\frac{r x}{K}-\frac{k i}{x}\right)\right) \leq \mu
\end{aligned}
$$

When we apply Lemma to differential inequalities, we get

$$
0 \leq \xi(x, y) \leq\left(\frac{\mu}{\zeta}\right)\left(1-e^{-\zeta t}\right)+\frac{\xi(x(0), y(0))}{e^{\zeta t}}
$$

and for $t \rightarrow \infty$ we have $0 \leq \xi(x, y) \leq \frac{\mu}{\zeta}$. Thus, all solutions of system (1) and (2) enter into the region

$$
\Gamma=\left\{(x, y) \in R_{+}^{2}: 0 \leq x \leq \frac{1}{K}, 0 \leq \xi \leq \frac{\mu}{\zeta}+\varepsilon, \forall \varepsilon>0\right\}
$$

## 4. Analysis of steady states

The possible steady states of the system (1) and (2) are $(0,0),\left(x^{\phi}, 0\right),\left(0, y^{\varphi}\right),\left(x^{*}, y^{*}\right)$. Now we are interested in studying the system's dynamics about $\left(x^{*}, y^{*}\right)$. For steady state points, equating the left-hand sides of equation (1) and (2) to zero is required. Then,

$$
\begin{equation*}
a_{0} x^{3}+a_{1} x^{2}+a_{2} x+a_{3}=0 \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{0} y^{2}+b_{1} y+a_{2}=0 \tag{6}
\end{equation*}
$$

where

$$
\begin{array}{ll}
a_{0}=r>0, & a_{1}=i K+r \alpha-r K, \\
a_{2}=y K-i K \alpha-i K^{2}+r K \alpha, & a_{3}=-i K^{2}<0, \\
b_{0}=e a x-m x-m \alpha, & b_{1}=-b(x+\alpha)<0, \\
b_{2}=\beta b_{0} . &
\end{array}
$$

The eq. (5) has a unique positive root $x=x^{*}$ if any of the following cases is true: $a_{1}>0$ and $a_{2}>0 ; a_{1}<0$ and $a_{2}<0$; $a_{1}>0$ and $a_{2}<0$ and the eq. (6) has a positive root $y=y^{*}$ if $b_{0}>0$. Since the eqs. (5) and (6) are implicit equations of $x$ and $y$, it is possible to find the positive solution $\left(x^{*}, y^{*}\right)$ numerically using the Newton-Raphson method for nonlinear systems with two unknowns.

## 5. Stability analysis

### 5.1. Investigation of local stability

The system (1) and (2) Jacobian matrix evaluated at the interior steady state $\left(x^{*}, y^{*}\right)$ is given by

$$
J\left(x^{*}, y^{*}\right)=\left(\begin{array}{ll}
a_{10} & a_{11}  \tag{7}\\
b_{10} & b_{11}
\end{array}\right)
$$

where

$$
\begin{aligned}
a_{10} & =\frac{y a x}{(x+\alpha)^{2}}-\frac{r x}{K}-\frac{i k}{x} \\
a_{11} & =-\frac{a x}{x+\alpha} \\
b_{10} & =\frac{e a y \alpha}{(x+\alpha)^{2}} \\
b_{11} & =\frac{b y\left(y^{2}-\beta\right)}{\left(y^{2}+\beta\right)^{2}}
\end{aligned}
$$

The characteristic eq. (7) is in the form

$$
\lambda^{2}+P \lambda+Q=0
$$

where

$$
\begin{aligned}
P & =\frac{r x}{K}+\frac{i K}{x}-\frac{y e x}{\left(y^{2}+\beta\right)^{2}}, \\
Q & =\left[\frac{y a x}{(x+\alpha)^{2}}-\frac{r x}{K}-\frac{i k}{x}\right]\left[\frac{b y\left(y^{2}-h_{Z}^{2}\right)}{\left(y^{2}+\beta\right)^{2}}\right]-\frac{e a^{2} x y \alpha}{(x+\alpha)^{3}}
\end{aligned}
$$

By Routh Hurwitz criteria, if $P>0$ and $Q>0$, then the system (1) and (2) is locally asymptotically stable around the positive equilibrium.

### 5.2. Investigation of global stability

Theorem 3. The interior equilibrium point is globally asymptotically stable.

Proof. Let us consider the following Lyapunov function

$$
\begin{aligned}
V(x, y) & =x-x^{*}-x^{*} \ln \left(\frac{x}{x^{*}}\right)+l_{1}\left(y-y^{*}-y^{*} \ln \frac{y}{y^{*}}\right) \\
V^{\prime}(t) & =\left(\frac{x-x^{*}}{x}\right) x^{\prime}(t)+l_{1}\left(\frac{y-y^{*}}{y}\right) y^{\prime}(t)
\end{aligned}
$$

The derivative of the Lyapunov function evaluated at the interior equilibrium point is

$$
\begin{aligned}
V^{\prime}(t)= & -\frac{r}{K}\left(x-x^{*}\right)^{2}-\frac{a\left(x-x^{*}\right)\left(y-y^{*}\right)}{(x+\alpha)}+\frac{a y^{*}\left(x-x^{*}\right)^{2}}{(x+\alpha)\left(x^{*}+\alpha\right)} \\
& -\frac{i K\left(x-x^{*}\right)}{x x^{*}}+l_{1}\left(\frac{e a \alpha\left(x-x^{*}\right)\left(y-y^{*}\right)}{(x+\alpha)\left(x^{*}+\alpha\right)}\right) \\
& -l_{1}\left(\frac{b\left(\beta-y y^{*}\right)\left(y-y^{*}\right)^{2}}{\left(y^{2}+\beta\right)\left(y^{*^{2}}+\beta\right)}\right)
\end{aligned}
$$

by choosing $l_{1}=\frac{x^{*}+\alpha}{e \alpha}$,

$$
V^{\prime}(t)=-R\left(x-x^{*}\right)^{2}-T\left(y-y^{*}\right)^{2}
$$

where

$$
\begin{aligned}
R & =\frac{a y^{*}}{(x+\alpha)\left(x^{*}+\alpha\right)}-\frac{r}{K}-\frac{i K}{x x^{*}} \\
T & =\frac{\left(x^{*}+\alpha\right) b\left(\alpha+y y^{*}\right)}{e \alpha\left(y^{2}+\beta\right)\left(y^{*^{2}}+\beta\right)}
\end{aligned}
$$

By Lyapunov's theorem, if $R>0$ and $T>0$, then the system (1) and (2) is globally asymptotically stable around the positive steady state.

## 6. Hopf-bifurcation analysis

One of the situations discussed in this section is the presence of a Hopf bifurcation. This occurs when equilibrium loses its stability and a limit cycle develops around it. When the Jacobian matrix has a pair of pure imaginary eigenvalues at $E *$, the Hopf bifurcation occurs. i.e., $\operatorname{Tr}\left(J\left(E^{*}\right)\right)=0$ and $\operatorname{det}\left(J\left(E^{*}\right)\right)>0$. The Jacobean matrix of the system about $E^{*}=\left(x^{*}, y^{*}\right)$ is given by

$$
J\left(x^{*}, y^{*}\right)=\left(\begin{array}{cc}
a_{10} & a_{11}  \tag{8}\\
b_{10} & b_{11}
\end{array}\right)
$$

where

$$
\begin{aligned}
a_{10} & =\frac{y a x}{(x+\alpha)^{2}}-\frac{r x}{K}-\frac{i k}{x} \\
a_{11} & =-\frac{a x}{x+\alpha} \\
b_{10} & =\frac{e a y \alpha}{(x+\alpha)^{2}} \\
b_{11} & =\frac{b y\left(y^{2}-\beta\right)}{\left(y^{2}+\beta\right)^{2}}
\end{aligned}
$$

To get a pair of pure imaginary eigenvalues for $J\left(x^{*}, y^{*}\right)$ we ask for

$$
\delta=\frac{r x}{K}+\frac{i k}{x}-\frac{y a x}{\left(y^{2}+\beta\right)^{2}}=\delta^{H} ; \delta^{H}\left[\frac{b y\left(y^{2}-\beta\right)}{\left(y^{2}+\beta\right)^{2}}\right]-\frac{e a^{2} x y \alpha}{(x+\alpha)^{3}}>0
$$

The no-degenerate condition must be checked to ensure the presence of Hopf bifurcation.

$$
\left.\frac{d\left(\operatorname{Tr}\left(E^{*}\right)\right)}{d(\delta)}\right|_{\delta=\delta^{H}=-1 \neq 0}
$$

We use a shift of coordinates to discuss the stability of the limit cycle. Shift of coordinates $u=x-x^{*}, v=y-y^{*}$ to transform the system (1) and (2) into

$$
\begin{align*}
u^{\prime}(t)= & r\left(u+x^{*}\right)\left(1-\frac{\left(u+x^{*}\right)}{K}\right)-b\left(v+y^{*}\right)\left(\frac{\left(u+x^{*}\right)}{\left(u+x^{*}\right)+\alpha}\right) \\
& +i\left(k-\left(\left(u+x^{*}\right)\right)\right) \\
v^{\prime}(t)= & e a\left(v+y^{*}\right)\left(\frac{\left(u+x^{*}\right)}{\left(u+x^{*}\right)+\alpha}\right)-m\left(v+y^{*}\right) \\
& -b\left(\frac{\left(v+y^{*}\right)^{2}}{\left(v+y^{*}\right)^{2}+\beta}\right) \tag{10}
\end{align*}
$$

The system (10) is re written as(using Taylor expansion around ( 0,0 )

$$
\begin{aligned}
u^{\prime}(t)= & a_{10} u+a_{01} v+a_{20} u^{2}+a_{11} u v+a_{30} u^{3}+a_{21} u^{2} v \\
& +Q_{1}(x, y), \\
v^{\prime}(t)= & b_{10} u+b_{01} v+b_{20} u^{2}+b_{02} v^{2}+b_{11} u v+b_{30} u^{3} \\
& +b_{21} u^{2} v+b_{12} u v^{2}+Q_{2}(x, y),
\end{aligned}
$$

where $a_{10}, a_{01}, b_{10}, b_{01}$ are given by the Jacobian matrix $J\left(E^{*}\right)$ in eq. (8), $Q_{1}, Q_{2}$ are polynomials in $x^{i}, y^{j}$ with $i+j \geq 4$ and

$$
\begin{array}{rlrl}
a_{20}= & \frac{a y}{(x+\alpha)^{2}}-\frac{2 r}{K}-\frac{a x y}{(x+\alpha)^{3}}, & a_{21} & =\frac{a x}{(x+\alpha)^{2}}-\frac{a}{x+\alpha}, \\
a_{11}= & \frac{-a x}{(x+\alpha)^{2}}, & a_{30} & =-\frac{2 a y}{(x+\alpha)^{3}}-\frac{a y(\alpha-3 x)}{(x+\alpha)^{4}}, \\
a_{11}= & \frac{-a x}{(x+\alpha)^{2}}, & b_{11} & =\frac{e a}{x+\alpha}-\frac{e a y}{(x+\alpha)^{2}}, \\
b_{20}= & \frac{b y^{2}}{\left(y^{2}+\beta\right)^{2}}-\frac{2 b}{y^{2}+\beta} & b_{21}=\frac{-e a}{(x+\alpha)^{2}}+\frac{2 e a y}{(x+\alpha)^{3}}, \\
& -\frac{8 b y^{4}}{\left(y^{2}+\beta\right)^{3}}, & & \\
b_{30}= & \frac{b\left(2 y \beta-2 y^{3}\right)}{\left(y^{2}+\beta\right)^{3}}+\frac{4 y b}{y^{2}+\beta} & b_{12}=\frac{-e a}{(x+\alpha)^{2}} . \\
& -\frac{8 b\left(-2 y^{5}+4 y^{3} \beta\right)}{\left(y^{2}+\beta\right)^{4}}, & &
\end{array}
$$

Therefore the system (10) can be expressed as(using matrix notation)

$$
\binom{u^{\prime}(t)}{v^{\prime}(t)}=J\left(E^{*}\right)\binom{u}{v}+L(u, v)
$$

with

$$
L=\binom{a_{20} u^{2}+a_{11} u v+a_{30} u^{3}+a_{21} u^{2} v+Q_{1}(x, y)}{b_{20} u^{2}+b_{11} u v+b_{02} v^{2}+b_{30} u^{3}+b_{21} u^{2} v+b_{12} u v^{2}+Q_{2}(x, y)}
$$

At $\delta=\delta^{H}$, matrix $J\left(E^{*}\right)$ has a pair of pure imaginary eigenvalues, so $a_{10}=b_{01}$. Let $w=\sqrt{\operatorname{det}\left(J\left(E^{*}\right)\right)}>0$, changes in coordinates are made as $u=Y_{2} v, v=w Y_{1}-\frac{\delta}{a_{12}} Y_{2}$ obtaining the corresponding system as follows

$$
\binom{\frac{d Y_{1}}{d t}}{\frac{d Y_{2}}{d t}}=\left(\begin{array}{cc}
0 & -w \\
w & 0
\end{array}\right)+\binom{F\left(Y_{1}, Y_{2}\right)+Q_{3}}{G\left(Y_{1}, Y_{2}\right)+Q_{3}}
$$

with $Q_{3}, Q_{4}$ functions in $Y_{1}^{i} Y_{2}^{j}$ for $i+j \geq 4$ and

$$
\begin{aligned}
F= & \left(-\frac{a_{21} \delta}{a_{01}}+a_{30}\right) Y_{2}^{3}+\frac{a_{21} Y_{1} Y_{2}^{2}}{a_{01}}+\left(a_{20}-\frac{a_{11} \delta}{a_{01}}\right) Y_{2}^{2} \\
& +\frac{a_{11} w Y_{1} Y_{2}}{a_{01}}, \\
G= & \left(-\frac{b_{21} \delta}{a_{01}}+\frac{b_{12} \delta^{2}}{a_{01}^{2}}+b_{30}\right) Y_{2}^{3}+\left(\frac{b_{21} w}{a_{01}}-\frac{2 b_{12} \delta \omega}{a_{01}^{2}}\right) Y_{1} Y_{2}^{2} \\
& +\left(-\frac{b_{11}}{a_{01}}+b_{20}+\frac{b_{02} \delta^{2}}{a_{01}^{2}}\right) Y_{2}^{2}+\frac{b_{12} \omega^{2} Y_{1}^{2} Y_{2}}{a_{01}^{2}}+\left(\frac{b_{11} w}{a_{01}}\right. \\
& \left.-\frac{2 b_{02} \omega \delta}{a_{01}^{2}}\right) Y_{1} Y_{2}+\frac{b_{02} \omega^{2} Y_{1}^{2}}{a_{01}^{2}}
\end{aligned}
$$

Using Theorem 4, the following reflecting coefficient is described as

$$
\begin{align*}
l= & \left(\frac{a_{21} \omega}{8 a_{01}}+\frac{b_{12} \omega^{2}}{8 a_{01}^{2}}-\frac{3 b_{21} \delta}{8 a_{01}}+\frac{3 b_{12} \delta^{2}}{8 a_{01}^{2}}+\frac{3 b_{30}}{8}\right) \\
& +\frac{1}{16 \omega}\left(\frac{a_{11} \omega}{a_{01}}\left(2 a_{20}-\frac{2 a_{11} \delta}{a_{01}}\right)-\left(\frac{b_{11} \omega}{b_{01}}\right.\right. \\
& \left.\left.-\frac{2 b_{02} \delta \omega}{a_{01}^{2}}\right)\left(\frac{2 b_{02} \omega^{2}}{a_{01}^{2}}-\frac{2 b_{11} \delta}{a_{01}}+\frac{2 b_{02} \delta^{2}}{a_{01}^{2}}+2 b_{20}\right)\right) \\
& +\frac{1}{16 \omega}\left(\left(2 a_{20}-\frac{2 a_{11}}{a_{01}}\right)\left(-\frac{2 b_{11} \delta}{a_{01}}+\frac{2 b_{02} \delta^{2}}{a_{01}^{2}}+2 b_{20}\right)\right) . \tag{11}
\end{align*}
$$

Theorem 4. Suppose the system (1) and (2) has interior steady state $E^{*}$, which satisfy

$$
\delta=\delta^{H} \text { and } \delta^{H} \cdot\left[\frac{b y\left(y^{2}-\beta^{2}\right)}{\left(y^{2}+\beta^{2}\right)^{2}}\right]-\frac{e \alpha^{3} x y}{(x+\alpha)^{3}}>0
$$

Assume $l \neq 0$ with $l$ defined in eq. (11), the model then undergoes a Hopf bifurcation around $E^{*}$, implying that a periodic solution exists on around $E^{*}$. Furthermore, the periodic solution is a stable loop if $l>0$ and that repels if $l<0$.

## 7. Numerical simulation

In this section, we perform numerical simulations to validate our empirical findings to solve the following initial value problem (IVP) equation (1) to (3) using Runge-Kutta $4^{\text {th }}$ order method. We take into account the following parameters: $r=$ $1.0, \alpha=5.0, i=0.1, K=50.0, \beta=0.2, b=0.1$, and $a=5.0$

(a) Variations of plankton populations with respect to time

(b) Phase portrait of the populations

Figure 1. Solution of the IVP equation (1) to (3) when $m=$ 0.2 and $e=0.5$ under $m<e$ with parameters: $r=1.0, \alpha=5.0, i=0.1, K=50.0, \beta=0.2$, $b=0.1$, and $a=5.0$.

(a) Variations of plankton populations with respect to time

(b) Phase portrait of the populations

Figure 2. Solution of the IVP equation (1) to (3) when $m=$ 0.3 and $e=0.2$ under $m>e$ with parameters: $r=1.0, \alpha=5.0, i=0.1, K=50.0, \beta=$ $0.2, b=0.1$, and $a=5.0$.

(a) Variations of plankton populations with respect to time

(b) Phase portrait of the populations

Figure 3. Solution of the IVP equation (1) to (3) when $m=$ 0.45 and $e=0.2$ under $m>e$ with parameters: $r=1.0, \alpha=5.0, i=0.1, K=50.0, \beta=$ $0.2, b=0.1$, and $a=5.0$.

(a) Variations of plankton populations with respect to time

(b) Phase portrait of the populations

Figure 4. Solution of the IVP (1) to (3) when $m=0.52$ and $e=0.2$ under $m>e$ with parameters: $r=1.0, \alpha=5.0, i=0.1, K=50.0, \beta=$ $0.2, b=0.1$, and $a=5.0$.

(a) Variations of plankton populations with respect to time

(b) Phase portrait diagram of population where $m<e$

Figure 5. Solution of the IVP (1) to (3) when $m=0.65$ and $e=0.2$ under $m>e$ with parameters: $r=1.0, \alpha=5.0, i=0.1, K=50.0, \beta=$ $0.2, b=0.1$, and $a=5.0$.

(a) Variations of plankton populations with respect to time

(b) Phase portrait of the populations

Figure 6. Solution of the IVP (1) to (3) when $m=0.75$ and $e=0.2$ under $m>e$ with parameters: $r=1.0, \alpha=5.0, i=0.1, K=50.0, \beta=$ $0.2, b=0.1$, and $a=5.0$.


Figure 7. Solution of the IVP (1) to (3) when $m=0.9$ and $e=$ 0.2 under $m>e$ with parameters: $r=1.0, \alpha=$ $5.0, i=0.1, K=50.0, \beta=0.2, b=0.1$, and $a=5.0$.
under the initial population densities $x_{0}=3.0$ and $y_{0}=2.0$. We first consider the case $m<e$ by choosing $m=0.2$ and $e=0.5$ and subsequently solve the IVP equation (1) to (3). Figure 1a depicts variations of phytoplankton and zooplankton over time, while Figure 1b depicts a phase portrait diagram among organisms. The solution of the IVP equation (1) to $(3),(x, y)(t)$ converges to the steady state $\left(x^{*}, y^{*}\right)$ after a large time. Although both the planktons survive, the density of phytoplankton is relatively very low. We next change the parameter $m=0.3$ and $e=0.2$ so that $m>e$ and observe that the solution of the IVP equation (1) to (3), $(x, y)(t)$ converges to the steady state $\left(x^{*}, y^{*}\right)$ after large time, that is, both the planktons coexist, as shown in Figure 2. Under such an assumption $m>e(e=0.2)$, we fix $m=0.45$ that results the coexistence of both phytoplankton and the zooplankton where the density of phytoplankton is relatively higher than that for the zooplankton, as depicted in Figure 3. Figure 3b demonstrates a spiral in the phase portrait of $x(t)$ and $y(t)$. For $m=0.52$, similar behavior appears exhibiting spiral for $x(t)$ and $y(t)$, as presented in Figure 4. We next choose $m=0.65$ under the same assumption for which oscillatory behavior of the density of phytoplankton and zooplankton occurs, as demonstrated in 5 . It indicates the occurrence of a Hopf bifurcation. Figure 6 shows that both the planktons exhibit oscillatory behavior when $m=0.75$. Furthermore for $m=0.9$, the solution of the IVP equation (1) to (3) converges to the steady state $(k, 0)$, that is, the zooplankton extinct while the phytoplankton attains its carrying capacity. More specifically, higher mortality rate of the zooplankton causes the extinction of the zooplankton, as shown in Figure 7. In order to confirm the occurrence of


Figure 8. Bifurcation diagram of the system when $m$ is a free parameter with parameters: $r=1.0, \alpha=5.0, i=$ $0.1, K=50.0, \beta=0.2, b=0.1$, and $a=5.0$.


Figure 9. Eigenvalues of the Jacobian when $m$ is a free parameter with parameters: $r=1.0, \alpha=5.0, i=$ $0.1, K=50.0, \beta=0.2, b=0.1$, and $a=5.0$.

Hopf bifurcation, we perform a numerical bifurcation analysis of the system (1) and (2) considering $m$ as a free parameter. Numerical bifurcation analysis reveals that a Hopf bifurcation occurs at $m=0.5385$ as a primary bifurcation and a secondary bifurcation of Hopf type occurs at $m=0.7662$ when $m$ increases under such a parameter setting. A bifurcation diagram is demonstrated in Figure 8. In the regime of $m, 0.5385<m<0.7662$, a periodic time series of $(x, y)(t)$ appear due to the instability of the steady state $\left(x^{*}, y^{*}\right)$, as presented in Figures 5 and 6. Real and imaginary parts of the eigenvalues of the Jacobian associated to the linear system (1) and (2) around the equilibrium $\left(x^{*}, y^{*}\right)$ are presented in Figure 9 which has a significant agreement with the bifurcation diagram when $m$ varies globally. Moreover, Figure 10 depicts real part of the eigenvalues of the Jacobian with respect to the free parameter $m$ which strongly supports the occurrence of Hopf bifurcations.


Figure 10. Real part of eigenvalues with respect to the parameter $m$ with parameters: $r=1.0, \alpha=$ $5.0, i=0.1, K=50.0, \beta=0.2, b=0.1$, and $a=5.0$.

## 8. Concluding remarks and future research

In this paper, we discussed theoretical analysis of an algae zooplankton fish species model. Initially, we examined the positive invariance and boundedness of the proposed model.Using Routh-Hurwitz criteria and Lyapunov function, we found the existence of the positive interior steady state and the criteria for stability(both local and global) of the plankton model. Taylor's sequence was also used to discuss Hopf bifurcation and the stability of bifurcated periodic solutions. The model's bifurcation analysis reveals that Hopf bifurcation can occur when mortality rate and food transfer efficiency are used as bifurcation parameters. From Figures 5 and 6, it is concluded that when $m>e$, i.e., mortality rate of zooplankton is greater than its efficiency of food transfer then the system is highly oscillatory and no more stable nature when $m$ lies in the interval $0.5385<m<0.7662$. On the other hand for $m<e$, that is, the mortality rate of zooplankton is less than its efficiency of food transfer then the system attains stable nature completely, that is, both phytoplankton and zooplankton survive when the remaining parameters are fixed. However, for a relatively larger value of $m$ under the assumption $m>e$, the zooplankton is extinct while the phytoplankton attains its carrying capacity. In order to understand such complex dynamics of the system, we performed a numerical bifurcation analysis and subsequently generated bifurcation diagram considering $m$ as a free parameter using bifurcation analysis. Numerical bifurcation analysis also justifies the occurrence of Hopf bifurcation at $m=0.5385$ and at $m=0.7662$, as a primary and secondary bifurcation, respectively. We also note that the parameter $m$ (zooplankton death rate) has a destabilizing impact on the system's dynamics. Finally, the survival and extinction of the phytoplankton and zooplankton can be controlled under a suitable choice of the mortality rate of zooplankton $(m)$ and efficiency of food transfer ( $e$ ) that would really be supportive to assure sustainable balance of the ecosystems.

Predator-prey systems have grown in popularity in recent years and given rise to systems that more effectively depict var-
ious biological challenges that arise in the setting of interacting species. It can be extended to study the dynamics of species like zooplankton and phytoplankton systems by incorporating some intriguing features like the Allee effect, the fear effect, cannibalism, and immigration. We can also extend this work to study the stochasticity and movement of species with reference to time and space by considering the noise and cross diffusion effects and also the presence of limit cycles.
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