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Abstract 

The peer review process is a mainstay for informing publication decisions at many journals and 

conferences. It has several strengths that are well-accepted, such as providing a signal about the quality 

of published papers. Nonetheless, it has several limitations that have been documented extensively, 

such as reviewer biases affecting paper appraisals. To date, attempts to mitigate these limitations have 

had limited success. Accordingly, I consider how developments in artificial intelligence technologies—

in particular, pretrained large language models with downstream fine-tuning—might be used to 

automate peer reviews. I discuss several challenges that are likely to arise if these systems are built and 

deployed and some ways to address these challenges. If the systems are deemed successful, I describe 

some characteristics of a highly competitive, lucrative marketplace for these systems that is likely to 

emerge. I discuss some ramifications of such a marketplace for authors, reviewers, editors, conference 

chairs, conference program committees, publishers, and the peer review process. 

Keywords: Peer Review, Artificial Intelligence, Large Language Models, Pretraining, Fine-Tuning, 

Robot Reviewer Marketplace, Peer Review Ramifications 

Dov Te’eni was the accepting senior editor. This paper was submitted on June 17, 2023 and underwent one revision. 

It is part of the Special Issue on The Future Impact of AI on Academic Journals and the Editorial Process. 

1 Introduction 

The peer review process, which is now used by many 

journals and conferences to inform their publication 

decisions, relies on experts on the topic of a submitted 

paper providing advice on its quality.1 The process has 

several strengths. First, it helps to ensure only high-

quality papers are published. Second, it assists 

researchers with limited time to decide which papers to 

read. Third, review feedback helps authors improve the 

 
1 Introduction of the peer review process is often attributed 

to the Royal Society of Edinburgh and the Royal Society of 

London (e.g., Spier, 2002a, p. 357). Apparently, they 

commenced using the process in the mid-eighteenth century 

to evaluate the quality of manuscripts. However, Baldwin 

quality of their papers and research work. Fourth, 

reviewers learn from the review work they undertake. 

Nonetheless, the peer review process has been the 

focus of many criticisms (Table 1). Some underpin 

concerns about false negative decisions (wrongly 

rejecting papers) and false positive decisions (wrongly 

publishing papers) and the consequent impact on the 

quality of knowledge produced. Others underpin 

concerns about increasing overheads imposed on 

individual scholars and the scientific process overall.

(2020, p. 1) argues research by historians shows the origins, 

forms, and evolution of the peer review process are nuanced 

and the term “peer review” did not appear until the latter part 

of the twentieth century. 

mailto:ron.weber@monash.edu
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Table 1. Example Criticisms of the Peer Review Process 

Criticisms of the peer review process Example references 

Reviewer biases associated with the characteristics of a 

paper’s author such as their likely identity, sex, institution, 

country, primary language 

Jayasinghe et al., 2003; Lee et al.,, 2013; Resnik & Elmore 2016; 

Smith et al., 2023 

Reviewers failing to identify research misconduct and 

significant errors in papers 

Fanga et al., 2012; Mulligan et al., 2013; Nicholas et al., 2015; 

Schroter et al., 2008 

Reviewers and editors preserving the status quo in a field Lawrence 2003; Resch et al., 2000; Spier, 2002b 

Reviewers recommending publication of positive findings 

but not negative findings 

Resnik & Elmore, 2016; Smith, 2006 

Reviewers failing to provide timely, constructive, high-

quality reviews 

Huisman & Smits, 2017; Smith, 2006 

Reviewers lacking competence Resnik et al., 2008 

Editors giving only cursory justifications for their 

rejection decisions and abrogating their responsibilities to 

reviewers 

Lawrence, 2003; Nicholas et al., 2015; Straub, 2008 

Low interrater agreement among reviewers Jackson et al., 2011; Lee, 2012 

Reviewers stymieing progress by colleagues whom they 

deem to be competitors 

Lawrence, 2003 

Reviewers and editors failing to identify the importance 

and likely impact of papers 

Bornmann & Daniel, 2009; Jackson et al., 2011; Starbuck, 2005; 

Straub, 2008 

Ethical violations, such as reviewers appropriating 

authors’ work and failing to protect the confidentiality of 

submissions 

Resnik, 2011; Resnik et al., 2008; Smith, 2006 

Difficulties finding reviewers because of the substantial 

growth in the number of scientific papers, journals, and 

conferences 

a 

Fire & Guestrin, 2019; Johnson et al., 2018 

Dealing with the “tragedy of the commons”—

overconsumption by some scholars of peer reviews 

relative to their contribution to peer review work 

Kautz, 2018; Kovanis et al., 2016; Sipior, 2018; Stafford, 2018 

High cost of peer review system 

b Aczel et al., 2021; LeBlanc et al., 2023 

Note: aJohnson et al. (2018, pp. 25-28) estimate (a) about 33,100 peer reviewed English-language journals and 9,400 non-English-language 

journals publish over three million articles per year, and (b) the annual growth rate is 4% in articles and 5-6% in journals.  
bLeBlanc et al. (2023) estimate the cost of a peer review in 2020 was about 1,272 USD per person and the global cost was 6 billion USD. 

Notwithstanding the problematic nature of the peer 

review process, research indicates overall satisfaction 

with it remains high (Johnson et al., 2018; Mulligan et 

al., 2013, p. 137; Nicholas et al., 2015). As a result, 

major work has been done to try to improve its quality 

and efficacy (Waltman et al., 2023). However, the 

evidence in support of this work improving peer review 

processes is mixed, weak, or nonexistent (e.g., Bravo et 

al., 2019; Jefferson et al., 2002; Smith, 2006; Spezi et 

al., 2018). 

Recently, artificial intelligence (AI) systems have been 

developed to achieve better peer review process 

outcomes. For instance, AI systems have been built to 

assist (1) conference program chairs in assembling a 

high-quality program committee (e.g., Price & Flach, 

2017), (2) journal editors and conference program chairs 

 
2 For some time, AI tools have also been used extensively for 

plagiarism detection and management of manuscript 

to select high-quality reviewers (e.g., Rahut et al., 2022), 

(3) editors to approach reviewers in an optimal sequence 

(Mrowinski et al., 2017), and (4) reviewers to obtain a 

summary of the key points in a paper and references to 

related research (e.g., Golan et al., 2023). Similarly, to 

facilitate the peer review process, AI systems have been 

developed to assist researchers to (1) improve the 

structure, grammar, style, and readability of their papers 

(e.g., Golan et al., 2023), (2) ground their research in 

higher-quality literature reviews (e.g., Wagner et al., 

2022), and (3) choose the best publication outlet for their 

paper (e.g., Razack et al., 2021).2 

In this opinion piece, I seek to contribute to this growing 

body of literature. My focus is the possibility of 

developing and using AI systems to undertake probably 

the most difficult task in the peer review process—

submissions, review processes, editorial workflows, and 

publication processes (e.g., Razack et al., 2021). 
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namely, obtaining high-quality, timely peer reviews of 

papers. To the best of my knowledge, only cursory 

consideration has been given so far to the idea that an AI 

system—a RoboReviewer—could be developed that 

would undertake high-quality reviews of papers (e.g., 

Susarla et al., 2023; van Dis et al., 2023). Indeed, some 

researchers have dismissed the idea outright because 

they doubt peer review processes can ever be automated 

(e.g., Aczel et al., 2021; Schulz et al., 2022).3 Moreover, 

some editors argue that the use of AI undermines the 

quality of peer review processes because critical 

activities are best done via human interactions (Gendron 

et al., 2022). 

Nonetheless, with significant, rapid, ongoing 

developments occurring in AI tools and techniques,4 I 

am optimistic that in due course AI will make significant 

inroads into the peer review process. Moreover, even if 

the use of AI for peer review eventually proves to be 

intractable, it behooves us as researchers to consider the 

possibility carefully so that we are better prepared for 

challenges that might arise (e.g., ethical challenges). 

My opinion piece proceeds as follows. First, I examine 

the required competencies of a high-quality peer 

reviewer. Second, I consider how a RoboReviewer that 

possesses these competencies might be built. Third, I 

examine some broad challenges that would arise when 

building and using a RoboReviewer. Fourth, I canvass 

the possibility of a RoboReviewer marketplace arising 

and some implications for researchers, reviewers, 

editors, and publishers of journals and conference 

proceedings. Fifth, I consider some ways in which the 

availability of high-quality RoboReviewers might 

change the peer review process. Finally, I present some 

brief reflections and conclusions. 

2 Peer Reviewer Core 

Competencies 

Table 2 is an adaptation and summary of Table 4 in 

Barroga (2020, p. 8) that lists the required competencies 

of high-quality peer reviewers, defined by the Council 

of Science Editors, World Association of Medical 

Editors, International Committee of Medical Journal 

Editors, and Committee on Publication Ethics. The 

competencies mirror those given in many other places 

(e.g., Köhler et al., 2020, pp. 8-17; Spyns & Vidal, 2015, 

pp. 11-17). 

AI-based software already exists that possesses some of 

these “competencies,” at least in part. For example, 

writing-assistance software can be used to identify 

problems with a manuscript’s grammar and style, 

improve its clarity and conciseness, and ensure relevant 

literature is cited (Golan et al., 2023). Nonetheless, if 

RoboReviewers are to be deemed competent reviewers, 

the challenge is to determine whether they can acquire 

all the required competencies. To what extent, therefore, 

do any of these competencies require human 

intelligence? Or will some or all succumb eventually to 

increasingly intelligent machines? 

Table 2. Peer Reviewer Core Competencies 

Responsibility to: Core competency 

Authors • Provide timely, written feedback on a paper’s strengths and weaknesses. 

• Provide constructive feedback to enable improvements to research that underpins paper and 

paper itself. 

• Indicate whether narrative in paper is appropriate, clear, concise, relevant, and compelling. 

• To the extent possible, avoid bias in feedback provided. 

• Maintain confidentiality of review process and author’s intellectual work. 

Editors • Disclose any conflict of interest. 

• Follow the editor’s instructions. 

• Provide high-quality reviews to assist editors to write a report and reach a disposition 

decision on a paper. 

• Note any ethical concerns and potential conflicts of interest that exist pertaining to the 

research reported in a paper. 

• Inform editor of review expertise and experience. 

Readers • Ensure a paper reports high-quality research. 

• Ensure a paper cites relevant research. 

 
3 Typical concerns are that AI will not be able to evaluate 

whether authors have (1) chosen a high-quality research 

question, (2) investigated it using appropriate research 

methods, (3) gathered appropriate data, and (4) reached 

conclusions that are supported by the data they have 

analyzed and interpreted. See, e.g., https://www.wired.com/

2017/02/ai-can-solve-peer-review-ai-can-solve-anything/   
4  Many years ago, Moravec (1998) argued that the 

performance of AI machines improved “at the same pace” as 

improvements in hardware processing speed and memory 

capacity. These improvements have continued unabated. 

https://www.wired.com/2017/02/ai-can-solve-peer-review-ai-can-solve-anything/
https://www.wired.com/2017/02/ai-can-solve-peer-review-ai-can-solve-anything/
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3 How Might RoboReviewers be 

Built? 

Two ways in which RoboReviewers might be built are 

to (1) emulate (mirror) human intelligence and (2) 

employ AI tools and techniques to implement useful 

applications (Shneiderman, 2020a, pp. 74-76). The 

former approach seeks to produce machines that have 

the same cognitive capabilities as humans—artificial 

general intelligence (AGI). They should be capable of 

achieving all the peer review competencies shown in 

Table 2. The latter approach has the more modest goal 

of producing machines that rely in part on knowledge 

of human intelligence but also employ tools and 

techniques that have proved useful in equipping 

machines to work on complex problems and tasks—

artificial narrow intelligence (ANI). Most likely, they 

would be capable of achieving only some of the peer 

review competencies shown in Table 2 (either in whole 

or in part). 

For three reasons, I doubt AGI will be achieved in the 

foreseeable future. First, the nature of human 

consciousness will need to be much better 

understood—what Chalmers (1996) calls the “hard 

problem.” After hundreds of years of research in 

philosophy and neuroscience, the “hard problem” 

remains an enigma. Second, I am persuaded by the 

arguments of philosophers who characterize the human 

mind as an emergent property of the human body—a 

property that depends on properties of the human 

body’s components (atoms, organelles, cells, tissues, 

organs, etc.) in often unknown, complex, seemingly 

impenetrable ways (e.g., Bunge, 1977; Mahner, 2015). 

Third, human consciousness, cognition, and 

intelligence also appear to be “embodied” in human 

sensorimotor capabilities—how humans perceive the 

world, sense its dynamics, and move around in it 

(Shapiro & Spaulding, 2021; Wilson, 2002). If these 

sensorimotor capabilities are not provided by human 

biological components, however, some base properties 

that underpin the human mind as an emergent property 

are likely to be missing (Mahner, 2015, p. 193). 

Furthermore, even if AGI could be achieved, it is not 

always an appropriate goal when the limitations of 

human intelligence undermine task performance. For 

instance, Korteling et al. (2021, pp. 4-5) highlight task-

performance problems that can arise because of (1) the 

small capacity of a human’s short-term memory 

(Miller, 1956) and (2) well-known human cognitive 

biases, such as anchoring and adjustment and the 

recency effect (Tversky & Kahneman, 1974). During 

 
5 An LLM that has been pretrained using a smaller corpus of 

materials relevant to peer review tasks is likely to provide a 

peer review processes, these limitations might detract 

from a human’s ability to provide high-quality peer 

reviews (e.g., reviewers being less open to new ideas 

because they are influenced unduly by papers they 

have read recently). 

For these reasons, I believe RoboReviewers must be 

built based on an ANI paradigm (at least in the short 

and medium term). Currently, the AI technology that 

appears most appropriate is a pretrained large language 

model (LLM) with downstream fine-tuning of the 

model (e.g., Qiu et al., 2020; Wang et al., 2022). For 

instance, to build a RoboReviewer for the Journal of 

the Association for Information Systems (JAIS), a 

pretrained LLM could be fine-tuned using the 

resources of the ScholarOne platform that JAIS 

employs to manage manuscripts. 5 ScholarOne now 

has an extensive database of manuscripts submitted to 

JAIS, their histories (e.g., eventual disposition, number 

of revisions), reviewer reports, associate editor and 

senior editor reports, and decision letters. This 

database could be used to retrain a pretrained LLM so 

that it is better suited for JAIS review purposes. 

Moreover, by incorporating a “continual-learning” 

capability into the fine-tuned LLM, review materials 

associated with new submissions could be used to 

further train the LLM. 

4 Some Challenges in Building 

and Using RoboReviewers 

Even with increasingly powerful AI tools and 

techniques, building and using a RoborReviewer 

successfully will not be straightforward. Below I 

reflect briefly on five challenges that will arise. 

4.1 How Best to Use Human Reviewers in 

Conjunction with RoboReviewers? 

For some time, I doubt a RoboReviewer will be able to 

act autonomously in a review process. When a new 

submission arrives, the RoboReviewer will first have 

to read it. What then occurs, however, is unclear. The 

following is one scenario that seeks to balance human 

control with automation to achieve trustworthy 

outcomes (Shneiderman, 2020b): 

• After a preliminary examination of the 

submission, a senior editor (SE) assigns it to an 

associate editor (AE) who has expertise (1) in 

the topic of the submission, (2) priming and 

prompting the RoboReviewer, and (3) 

interpreting and evaluating the 

RoboReviewer’s output. 

better basis for a RoboReviewer than an LLM that has been 

pretrained on a large, diffuse corpus of materials. 
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• The AE then primes and prompts the fine-tuned 

LLM component of the RoboReviewer until they 

feel they have obtained the best feedback the 

RoboReviewer can provide. 6 

• The AE then interprets and evaluates the 

RoboReviewer’s output to determine how to 

proceed. If they are concerned about the output, 

they may decide to engage a full panel of human 

reviewers. Alternatively, if they conclude the 

RoboReviewer has provided high-quality output, 

they might engage none, one, or a small number 

of human reviewers. 

• If the AE decides to approach one or more human 

reviewers, they might use issues raised by the 

RoboReviewer to determine the kind of human 

reviewer expertise they need to evaluate the 

submission and how human reviewers should 

focus their review feedback. 

• If human reviewer reports are obtained, the AE 

might decide to once again prime and prompt the 

RoboReviewer based on issues identified by the 

human reviewers. 

If the peer review process is to be improved overall, the 

strengths of human reviewers and RoboReviewers 

somehow must be leveraged synergistically. On the one 

hand, humans are capable of empathy, intuition, 

perception, self-awareness, social awareness, and 

common-sense reasoning. These capabilities sometimes 

allow human reviewers who are experts in a field to have 

a deep understanding of underlying themes, contradictory 

theories and findings, inherent and problematic 

assumptions, and contributions that will have longevity 

rather than faddish appeal. On the other hand, while 

current AI systems lack these capabilities, a high-quality 

RoboReviewer used by an AE who has expertise in a 

paper’s topic and priming and prompting expertise should 

be able to provide faster, more comprehensive reviews 

than humans and reviews that are less subject to the 

vagaries of human emotions and cognitive limitations. 

4.2 Need for a Comprehensive, 

Representative Platform Database for 

Fine-Tuning Purposes 

The quality of reviews provided by a RoboReviewer will 

depend in part on the quality of the platform database used 

to fine-tune it. The database needs to contain a 

comprehensive, representative set of varying-quality 

submissions and varying-quality review packages 

(review reports, editorial reports, and editorial 

correspondence). 

 
6 The ways in which LLM systems are primed and prompted 

are critical to the success of using these systems. “Prompt 

engineering” has now become a topic of significant 

interest—e.g., see https://www.promptingguide.ai. Indeed, 

For instance, if a journal publishes literature-review 

papers, the platform database must contain a 

reasonable number of paper submissions of varying 

quality that are representative of the different types of 

literature reviews that researchers might undertake 

(Paré et al., 2015). It must also contain review 

packages of varying quality relating to these papers. 

Otherwise, the RoboReviewer will be unable to create 

the predictive models it needs to generate high-quality 

reviews of new literature review submissions. 

Similarly, if the publication policies of a journal 

primarily target quantitative research methods that have 

well-defined evaluation criteria (e.g., experiments, 

surveys, and econometrics analyses), a smaller platform 

database might be satisfactory for fine-tuning purposes. 

If a journal’s focus is qualitative research, however, 

evaluation criteria are often less well-defined (Lee & 

Sarker, 2023). Thus, a larger platform database most 

likely will be needed to fine-tune a RoboReviewer so it 

can provide high-quality output. 

A challenge that the developers of RoboReviewers 

face is that a single platform database might contain 

insufficient instances of the types of submissions and 

review packages needed to generate high-quality 

predictive models in an LLM. Somehow, several 

platform databases might have to be obtained and 

combined. 

4.3 Dealing with Inherent Biases 

While prima facie RoboReviewers should be less 

impacted by emotions, conflicts of interest, and biases, 

these human attributes may be embedded, sometimes 

subtly, in the pre- and retraining texts provided to 

RoboReviewers and thus affect the predictive models 

they use (Bender et al., 2021; Susarla et al., 2023; van 

Dis et al., 2023). For instance, platform databases 

might generate biases in an LLM against innovative, 

path-breaking papers because (1) they contain few 

instances of such papers and their associated review 

packages, and/or (2) the review packages that exist for 

such papers embed reviewer and editor biases toward 

preserving the status quo on a research topic. 

One way the impact of some biases might be mitigated 

is to track the histories of submissions—for instance, a 

paper’s impact indicators, such as the number of cites, 

downloads, and altmetrics (e.g., tweets, Facebook 

comments). For published papers, these histories 

should be relatively easy to construct. For rejected 

papers, tracing their history might be problematic, 

although some journals now ask authors to provide 

their paper’s submission history. If a paper’s history 

Sejnowski (2023) conceives of a user’s ability to prime and 

prompt an LLM as a “reverse Turing test.” Via a user’s 

priming and prompting actions, the AI system is finding out 

whether it is dealing with an intelligent human! 
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could be constructed, machine learning (ML) 

algorithms could then be used to determine whether 

certain characteristics of review packages are 

predictive of high-impact papers that were rejected 

(potentially false negative decisions) or low-impact 

papers that were accepted (potentially false positive 

decisions). Expert human reviewers could then 

examine the ML output to evaluate whether the 

platform database and the peer review processes used 

manifest biases.7 If biases are apparent, feedback could 

be provided to the RoboReviewer to mitigate their 

effects. 

4.4 Dealing with a Lack of Review 

Transparency 

Many researchers are unlikely to trust RoboReviewers 

if they do not understand how they reach conclusions 

about the strengths or weaknesses of a paper. Insofar 

as the type of learning that underpins RoboReviewers 

is based on deeply layered neural networks, eliciting 

an explanation of their reasoning processes may be 

difficult (e.g., Hutson, 2018b; Korteling et al., 2021, p. 

7; Wang et al., 2022). 

Nonetheless, even human peer reviewers sometimes 

have difficulty articulating the rationales they have 

used to reach their conclusions about a paper’s quality. 

Indeed, the more expert a person becomes at what they 

do, the greater the difficulty they have in explaining 

their actions—the “paradox of expertise” (Dror, 2011, 

p. 182). Accordingly, the quality of a RoboReviewer 

might be better judged based on the quality of its 

output rather than its ability to provide rationales for 

its conclusions. 

Even if journal editors or conference program 

committee chairs believe the RoboReviewer they use 

produces high-quality output, however, researchers 

might still distrust it if its output is opaque (e.g., 

Checco et al., 2021, p. 9). Accordingly, researchers 

who receive unfavorable review decisions might be 

more likely to challenge a disposition decision 

(particularly if they can produce favorable output from 

another RoboReviewer). To reduce this possibility, the 

editors responsible for final paper disposition decisions 

must become adept at explaining their decisions in 

light of RoboReviewer output. 

A significant problem that has occurred with some AI 

systems is the difficulty in reproducing their results 

(Hutson, 2018a). Prudent editors might therefore keep 

audit trails of the primes and prompts used with the 

RoboReviewer they employ to produce review reports. 

The value of these audit trails will be reduced as the 

RoboReviewer learns and evolves. Nonetheless, they 

 
7  Storey et al. (2022, p. 29) warn that “uncomfortable 

organizational truths” may surface when these types of 

analyses are done. 

might retain some value in the event that authors 

challenge an editor’s decision and reproducing the 

output of a RoboReviewer becomes important to the 

editor-researcher exchanges that occur. 

4.5 Being Cognizant of the Impacts on 

Science and Researcher 

If RoboReviewers attain a prominent place in the peer 

review process, they will broadly affect the integrity of 

the scientific process because they influence important 

publication decisions.8 Specifically, they will impact 

researchers’ work lives and potentially their personal 

lives. For instance, if RoboReviewers do not provide 

high-quality output, researchers whose papers are 

wrongly rejected may become demoralized, have their 

careers affected negatively, and experience spillover 

effects in their personal lives. 

Journal editors or conference program committee 

members who use a RoboReviewer must accept full 

responsibility for the feedback they provide to authors. 

If review errors, biases, or irregularities surface after 

they have provided feedback to authors, they cannot 

shift responsibility to the RoboReviewer without 

undermining their reputations and the reputation of the 

journal or conference for which they are responsible. 

5 A RoboReviewer Marketplace? 

If high-quality RoboReviewers can be built, I predict 

that a highly competitive, lucrative market for them 

(purchase, license, pay-per-use) will quickly emerge. 

Researchers have strong incentives to use one or more 

of them before submitting their papers to journals or 

conferences. Moreover, for their domain of expertise, 

researchers are likely to develop effective priming and 

prompting protocols. 

Because substantial investments will be needed to 

develop high-quality RoboReviewers, large publishers 

are likely to develop them initially to support editors 

who work with their portfolio of journals and 

conference proceedings. They also have a comparative 

advantage in developing RoboReviewers because they 

have suites of platform databases they can use to 

pretrain and fine-tune a RoboReviewer’s LLM. 

Nonetheless, independent private providers have 

strong incentives to enter the market quickly. With late 

market entry, they may fear attracting researchers to 

their products will be difficult because switching costs 

are high. Furthermore, open source RoboReviewers 

may appear quickly because of concerns about (1) the 

opaqueness of and difficulties in reproducing results 

8 In some jurisdictions, the use of RoboReviewers may be 

subject to legislation because of concerns about harmful 

outcomes (Madiega, 2023). 
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with proprietary RoboReviewers and (2) reducing 

disadvantages experienced by researchers who lack the 

resources needed to purchase or access independent 

private-provider RoboReviewers (Spirling, 2023; van 

Dis et al., 2023, pp. 225-226). 

Over time, the extent to which publishers retain a 

comparative advantage with their RoboReviewers 

because of their existing suite of platform databases 

is likely to be eroded. To reduce the power of 

publishers, researchers might be willing (or 

incentivized) to store their papers and review 

outcomes in public databases. Providers of 

independent and open source RoboReviewers could 

use these databases to train their systems. 

Various open-publishing initiatives might also assist 

independent vendors of and sponsors of open source 

RoboReviewers to improve their products. For instance, 

open-access mega journals (e.g., the Public Library of 

Science’s PLOS ONE and Nature’s Scientific Reports) 

publish papers once they have passed a basic quality 

threshold. Post-publication peer reviews occur directly 

when interested researchers comment publicly on a 

paper and indirectly via measures such as a paper’s 

number of citations, downloads, and altmetrics. 

Independent or open-source RoboReviewers could be 

trained using these resources. 

The Manuscript Exchange Common Approach 

(MECA) (Lagace, 2019) may also assist development 

of independent and open source RoboReviewers. 

MECA provides standards that allow different 

manuscript management systems to exchange 

manuscripts and their related documents (e.g., 

reviews). Even though different journals and 

publishers compete with one another, some are 

adopting MECA to help reduce overall peer review 

costs. If providers of independent and open source 

RoboReviewers can gain access to the MECA 

ecosystem, they could use manuscript “packages” to 

pretrain or fine-tune their systems. 

Some publishers may decide to make their 

RoboReviewers available to researchers who are 

considering whether to submit their papers to one of 

their journals or conferences (particularly if the 

publisher’s comparative advantage with its 

RoboReviewers is being undermined). The publisher’s 

goal might be to obtain fewer but higher-quality 

submissions to its journals and conferences. The nature 

and conduct of any review process that then occurs 

with submitted papers would need to be discerned. 

 
9 A problematic case arises if researchers have access to the 

journal’s RoboReviewer or if the RoboReviewer used by 

authors has been trained with many of the same materials 

used to train the journal’s RoboReviewer. How the 

6 Changed Paper Submission 

Dynamics 

What outcomes might occur if researchers have access 

to high-quality RoboReviewers? Before researchers 

submit their papers to journals and conferences, 

presumably they will refine their papers based on not 

only “friendly reviews” from colleagues but also 

feedback from one or more RoboReviewers. As 

RoboReviewers evolve, they might also provide a 

quality rating for a researcher’s paper and predictions of 

likely acceptance in different journals and conferences. 

Accordingly, one outcome might be that researchers 

reduce the number of papers they would otherwise 

submit to journals and conferences. Another might be 

that they better target those journals and conferences 

that are more likely to accept their papers. Both 

outcomes would reduce per capita peer review costs. 

Presumably, prescreening activities at journals and 

conferences such as scans for plagiarism, doctored 

images, AI-generated content, and paper-mill output 

would also be rendered less effective (Hu, 2023; Tang, 

2023). A RoboReviewer used by a researcher should 

have already detected these irregularities in their paper 

and possibly modified the paper to mask them. 

The use of RoboReviewers might lead to more disputes 

about review outcomes. For instance, if a researcher’s 

paper is rejected or they feel that egregious revisions 

are required as a condition for acceptance, they may 

use output from a RoboReviewer to challenge the 

review outcome.9 The journal or conference affected 

will require protocols to handle such cases. 

Researchers’ use of RoboReviewers might also lead to 

a greater “homogenization” of research.10 This outcome 

might occur because some researchers intentionally 

“game” RoboReviewers by choosing topics, theories, 

research methods, etc. that they believe are more likely 

to produce favorable review output by RoboReviewers. 

The use of RoboReviewers might also lead researchers 

unwittingly to shape their papers in particular ways. A 

consequence might be that, over time, papers manifest 

less creativity and innovation. 

7 Conclusion 

In this opinion piece, I have reflected on some possible 

futures where significant parts of the peer review 

process used in scholarly publishing are undertaken by 

AI systems. If this outcome were to arise, I predict the 

AI systems used will be applications of AI tools and 

techniques rather than emulations of human 

intelligence. I have discussed several challenges that are 

RoboReviewer has been primed and prompted then becomes 

important to resolving disputes. 
10 I am indebted to a reviewer for pointing out this possible 

outcome. 
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likely to arise if these systems are deployed and some 

ways they might be addressed. I have also predicted that 

a highly competitive, lucrative marketplace will emerge 

for AI systems that are capable of undertaking key parts 

of the peer review process. The ramifications of this 

market will be significant for researchers, reviewers, 

editors, conference chairs, conference program 

committees, and publishers. 

In my prognostications above, I have skirted a deep 

issue that lies at the heart of whether high-quality 

RoboReviewers can ever be developed—namely, 

whether LLMs (or some other technology) will ever 

achieve a form of understanding that allows 

RoboReviewers to attain high levels of peer review 

competencies. Current LLMs predict missing words 

from limited input based on deep neural networks that 

have billions and sometimes trillions of parameters 

(Bender et al., 2021, p. 611). These networks and 

parameters are the outcome of unsupervised machine 

learning that takes place using enormous amounts of 

natural-language text from many different sources. 

Compelling arguments can be made that the high 

predictive ability of LLMs does not mean they 

understand natural language in the same ways as 

humans (e.g., Mitchell & Krakauer, 2023). Indeed, 

tests of LLMs often show their brittleness (e.g., Floridi 

& Chiriatti, 2020; Haman & Školník, 2023; Qureshi et 

al., 2023). For instance, they sometimes produce 

“hallucinations” in the form of erroneous and 

nonsensical output. Nonetheless, I am hopeful that the 

brittleness of RoboReviewers could be reduced in 

three ways: first, by pretraining its LLM using a 

contextualized database of a reasonable size (namely, 

one comprising multiple, relevant platform databases); 

second, by fine-tuning the LLM using the database of 

the platform it is intended to support; and third, by 

incorporating a continual-learning capability into the 

RoboReviewer. 

Arguing that LLMs are simply highly complex 

predictive models is also an oversimplification of their 

nature. In this regard, Sejnowski (2023, pp. 317-319) 

argues that how LLMs generalize from what they learn 

potentially informs new theories of intelligence, 

consciousness, language acquisition and production, 

and how human brains work. Wei et al. (2022) also 

found evidence that LLMs acquire emergent properties 

when they are scaled up—these properties are not 

possessed by smaller-scale LLMs and cannot be 

predicted via extrapolations. Thus, the nature of the 

capabilities that will arise as LLM technologies 

improve is uncertain. 

I see current developments with LLMs as a bellwether 

for AI applications that will make important inroads 

into the peer review process. Whatever the technology 

used, I doubt RoboReviewers will eliminate the need 

for human reviewers. Some type of “intelligent 

partnership” (van Dis et al., 2023, p. 226) will be 

needed. How this partnership should be enacted needs 

careful discernment. 
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