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Abstract  
The integration of human intelligence with Artificial Intelligence (AI) is becoming increasingly essential 
for leveraging benefits in organizational decision-making. This necessitates to understand human-AI 
collaboration configurations for managing collaborative intelligence. However, existing literature on 
Human-AI collaboration lacks structure and is fragmented regarding what exactly human intelligence 
(HI) contributes to AI collaboration and how AI systems can be configured in the decision-making 
process. This paper undertakes an organizing literature review to consolidate insights from existing 
literature. We identify six types of human agency as involved in collaborative intelligence and synthesize 
the findings into six Human-AI collaborative configurations explained by a matrix framework. By 
illuminating the complexities of Human-AI collaboration, the framework sheds light on the need for a 
nuanced understanding of the imbricating roles of HI and AI in decision-making, with important 
implications for the design and implementation of AI systems for organizational decision-making.  
 

Keywords (AI, Artificial Intelligence, Human-AI collaboration, Collaborative intelligence, Hybrid 
intelligence, Human-AI partnership, AI teammate). 
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1. Introduction 
Artificial Intelligence (AI) is increasingly being infused into many organizational processes. Its 
disruptive potential has been amply stressed, in particular with regards to enhancing the performance 
of, or automating, key business decisions (Giraud et al. 2022). AI generally refers to the simulation of 
human intelligence (HI) in machines that are designed to mimic human cognitive functions to perform 
actions often (semi)autonomously (Craglia et al. 2018; Borges et al. 2021). AI used in organizations has 
seen rapid adoption since 2017, reporting a 50-60% uptake rate in the most recent industrial surveys 
(Chui et al. 2022). Whilst benefits of greater levels of AI adoption are seen with improved efficiency and 
productivity, introduction of AI technologies in organizations still comes with a range of challenges 
(Dwivedi et al. 2021). 
One of the challenges facing AI is the discrepancy between the promised level of automation in decision-
making and the actual outcomes (Borges et al. 2021; Dwivedi et al. 2021; Namvar et al. 2022). This 
underdelivered promise has led to doubts and criticisms surrounding the autonomy of AI systems 
(Dwivedi et al. 2021; Gomes et al. 2022). Therefore, a growing focus shift to human-AI collaboration is 
driving attention on how human agency, how humans can purposefully utilize the provided technologies 
to fulfill their goals and needs (Leonardi 2011), can leverage AI capabilities (Lichtenthaler, 2018). In 
such a collaboration, humans are able to provide control and feedback to multiple points in the decision 
procedure and take actions facilitated by AI (Grønsund & Aanestad, 2020; Meske et al., 2022). This 
collaborative agency combines both human intelligence (HI) and AI, integrating AI advantages into 
social fabrics of an organization (Rai et al., 2019; Akata et al., 2020). 
However, research on human-AI collaboration for decision-making in organizations has just emerged, 
presenting inconsistencies in defining such social-technical phenomenon and fragmentations in the 
discourse across boundaries involving IS, CS, Engineering and so on (Berente et al. 2021; Dwivedi et al. 
2021; Gomes et al. 2022; Herrmann and Pfeiffer 2022), which led to confusion about what constitutes 
human-AI collaboration and how humans can effectively participate in automated decision processes. 
For example, there is no unified understanding of the concept of “AI” (Berente et al. 2021). Specifically, 
the concept of human-AI "collaboration" in the literature is ill-defined, which leaves many similar terms, 
such as "collaborative intelligence", "human-AI collaboration", “conjoined intelligence”, "human-in-the-
loop", “hybrid decision” or “human-centered AI” vague and ambiguous.  

Against this backdrop, this review paper advances understanding of human-AI collaboration for 
decision-making in organizations by consolidating insights from existing literature. Our organizing 
literature review (Leidner 2018) identifies the types of human agency involved in this collaboration 
through a hermeneutic approach (Boell and Cecez-Kecmanovic 2014). We synthesize our findings into 
six collaborative configurations and derive an overarching matrix framework, with the aim of facilitating 
future research and knowledge advancement in human-AI collaboration (Alvesson and Sandberg 2020). 

Our paper contributes to a foundational understanding for achieving conceptual clarity on human-AI 
collaboration by identifying diverse patterns of how humans become integrated into the decision make 
processes. By incorporating the dimensions of control and feedback into our HI-AI framework, we offer 
a means to understand human roles that align with diverse types of collaboration configurations, 
highlighting agency and constraints. Moreover, our configuration framework focuses on a social-
technical level for organizational decision-making contexts, which provides valuable insight into risks 
associated with their Human-AI collaborative configurations. Organizations can thus leverage this 
knowledge to formulate corresponding risk mitigation strategies. Finally, our overarching HI-AI 
collaboration matrix framework assists IS researchers by systematizing potential empirical settings of 
organizational AI adoptions and therefore can help AI researchers to select their case studies based on 
a typological understanding. 

2. Background 
AI in organizational settings has widespread uses, with significant adoption in domains such as 
manufacturing, medical practices, and supply chain management (Nimmy et al. 2022); whereas its 
application in other domains is still in a preliminary stage, such as financial investments and human 
resources management (Duan et al. 2019). Traditional AIs, or expert systems, are designed with pre-
programmed rules by domain experts, whereas the contemporary conception of AI leverages its capacity 
to learn from data and past behaviors (Borges et al. 2021). Therefore, AI has advanced from standardized 
rule-based models to continuously strengthened learning approaches (Berente et al. 2021), which 
enables interactive human feedback for iterative improvements (Benbya et al. 2021; Gomes et al. 2022; 
Islas-Cota et al. 2022).  
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AI is not a new idea. The term was coined almost 70 years ago, with the original idea of teaching 
machines to think and reason like humans (McCarthy 1955). Since then the field has evolved, and today 
AI refers to a range of different ideas making AI a continually evolving field (Berente et al. 2021). 
Integration with AI creates new requirements for organizations to review and evolve organizational 
practices in decision-making (Herrmann and Pfeiffer 2022) and organizational learning management 
(Balasubramanian et al. 2022), in order to realize the complementary strengths from AI (Dilsizian and 
Siegel 2014). The new demands therefore seek to reflectively shape an organization’s AI-related 
activities, which necessitate research into organizational AI adoption and evidence-based modalities for 
decision-making (Berente et al. 2021). As AI adoption for organizational decision-making is a socio-
technical phenomenon (Sarker et al., 2019), a particular role falls to humans in configuring 
organizational resources, information, and processes. 
Although AI is seen with a greater level of autonomy for making decisions and taking actions, and a 
plethora of studies have been devoted to developing new models that drive higher autonomous abilities 
(Borges et al. 2021), current research finds no empirical evidence for the effectiveness of automation of 
decision-making (Borges et al. 2021; Dwivedi et al. 2021; Namvar et al. 2022), highlighting the 
constraints and challenges for AI control when moving towards autonomy (Kumar 2017; Dwivedi et al. 
2021). Consequently, research in IS has identified several technological limitations including: low 
interpretability in complex decision-making context (Shrestha et al. 2019), constrained transferability 
of knowledge to decision support systems (Sturm et al. 2021), vulnerable integrity through polluted data, 
mismanagement of adversarial attacks (Li and Chai 2022), misalignment of models against 
organizational process structure (van den Broek et al. 2021), as well as ethical challenges such as data-
induced unfairness (Teodorescu et al. 2021), employee deskilling issues (Lebovitz et al. 2021) and 
decision failures due to lack of explainability (Bauer et al. 2021; Astiani et al. 2021; Jussupow et al. 2021). 
Hence, an increasing number of studies are shifting towards augmentation-focused uses of AI, which 
highlights the role of human agency in decision-making control. 
Therefore, research into human-AI collaboration homes in on the role of human agency in leveraging AI 
affordances, investigating the optimal balance of human-AI control in AI implementations 
(Lichtenthaler 2018). Humans delegate agency to AI systems, but retain certain other processes to 
achieve an enhanced “conjoined agency” in decision-making (Murray et al. 2021). As such, humans are 
able to exert control and provide feedback at multiple points in the decision process, as well as taking 
actions facilitated by AI (Burr et al. 2018; Grønsund and Aanestad 2020; Meske et al. 2022). This 
collaborative agency combines both human intelligence (HI) and AI, integrating AI advantages into 
social fabrics of an organization (Rai et al. 2019; Akata et al. 2020).  

Many similar terms to describe human-AI collaboration have been coined to apply both to the process 
of algorithm model design (Holzinger et al. 2019) and the actual decision-making uses of AI (Rai et al. 
2019; Akata et al. 2020; Grønsund and Aanestad 2020). Yet, the configurations of agency distributed 
between human and AI are frequently seen at either end of the human–AI spectrum in practical studies 
(Arnott et al. 2017; Lichtenthaler 2018; Namvar et al. 2022). While human interaction and AI 
automation is not mutually exclusive (Benbya et al. 2021), the understanding on how human and AI can 
intentionally assist, complement, and substitute each other in organizational decision-making processes 
still lacks systematic understanding (Makarius et al. 2020; Murray et al. 2021; Giraud et al. 2022). 
Hence, this review paper asks the following questions: (1) What types of human agency are described in 
the literature on the use of AI to support decision-making? (2) How is human-AI collaboration in 
decision-making studied in the current literature? (3) How are the identified human-AI collaboration 
configurations related to each other? Our findings contribute by outlining socio-technical 
configurations, offering opportunities to rethink the complex HI-AI partnership with a focus on control 
and feedback in organizational decision-making processes (Benbya et al. 2021; Teodorescu et al. 2021). 

3. Research Approach 
To explore the types of agency and configurations related to organizational decision-making in the AI 
and IS literature, we conducted an organizing literature review (Leidner 2018) following the 
hermeneutic approach developed by Boell and Cecez-Kecmanovic (2014). Since the aim of this paper is 
to classify, compare and map relevant theories in relation to HI-AI relationships (Boell and Cecez-
Kecmanovic 2015), the hermeneutic approach provides us with reflexive interpretations, facilitating 
insightful understanding of the studied phenomenon, rather than reproducing or reinforcing pre-
existing viewpoints (Alvesson and Sandberg 2020).  
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As such, we utilized an iterative search process with three rounds of the first “search and acquisition” 
hermeneutic circle to identify, construct, and connect articles with a rich and wide engagement (Boell 
and Cecez-Kecmanovic 2014). Following the hermeneutic approach, different research strategies with 
key search terms were gradually developed and conducted on the Scopus database. The Scopus database 
was selected due to its strong interdisciplinary nature and extensive coverage of over 21,950 journals 
(Iowa State University 2022), including 847 IS journals (Boell and Wang 2019). We performed 3 
iterations to help us conceptualize human-AI collaboration as shown in Appendix A, growing from 
search terms including “AI”, “Artificial intelligence”, “Machine learning”, “ML”, “Deep learning”, 
“Business intelligence”, “Decision support”, “Human agency”, “Human-AI collaboration”, 
“Collaborative agency”, “Human-centered machine learning”, “AI teammate”, “Conjoined agency”, 
“Human in the loop”. We limited our sample to papers published after 2013 and left out papers that do 
not talk about human agency, do not provide clear indications of human roles in working with AI, purely 
focus on developing machine learning models, or are not related to organizational decision-making.  

We terminated the search circle when a sufficient understanding of human-AI collaboration was 
reached, and further searches only retrieved publications that provide marginal new insights or setups 
of human-AI collaboration (Boell and Cecez-Kecmanovic 2014). In total we analyzed 72 articles; a full 
list of articles is provided in Appendix B. Our research goal went beyond the gathering and presentation 
of findings, instead aiming to synthesize the existing literature to develop a new perspective on the topic 
(Alvesson and Sandberg 2020; Webster and Watson 2002).  

After collating articles and carefully reviewing their contents, all 72 articles were organized in Zotero 
and subjected to thorough examination. The team then assessed the types of human agency according 
to the levels of human controls over the decision-making outcome or process. One team member 
provided a textual summary highlighting the terms used to describe human agency in the AI 
partnerships, providing a note for each of the 72 articles. These summaries were then reviewed and 
discussed within the team to categorize the various types of human agency, which produced one or more 
tags related to each article. Disagreements were resolved by referring back to the original text, and the 
team either reached a consensus on the classification of a particular existing tag or introduced new 
categories of agency with a new tag. In total, we identified six distinct types of agency, which were fully 
tabulated by one team member as depicted in Appendix B, to facilitate further analysis of human-AI 
configurations. For each type of agency, we compiled the summarized descriptions and examined the 
collaboration patterns. One team member subsequently rendered the visual representations of the six 
identified configurations in a diagram, which were then verified and confirmed within the team. The 
finalized diagram is presented in Appendix C. This effort led to the final step, where we distilled our 
insights into a matrix framework to align with our research objectives. 

4. Findings 
Our study identified six types of human agency, which we critically assessed to identify any 
contradictions or missing explanations (Boell and Cecez-Kecmanovic 2014) in the existing literature of 
human-AI embedded decision-making applications. Our goal of reconceptualizing existing thinking 
triggers a new understanding of collaborative boundaries shared by human actors and AI systems 
(Alvesson and Sandberg 2020), which leads us to reevaluate and reconstruct the extant literature to 
answer our research objectives. The following three sections address our research questions in turn. 

4.1 Human agency 

Human agency in HI-AI collaboration commonly exhibits specific characteristics (Duan et al. 2019). We 
identified six overarching types of agency in the current literature (Table 1). Human agency displayed in 
extant studies can be seen related to the degree of responsibility that humans hold (Parent-Rocheleau 
and Parker 2022), AI algorithms characteristics (Holzinger 2016), and the nature of the decision and 
the task (Nahavandi 2017; Borges et al. 2021; Parent-Rocheleau and Parker 2022). The degree of 
responsibility relates closely to ethical imperatives that require humans to be accountable for their 
decisions, which should be beneficial to other human stakeholders (Jotterand and Bosco 2020; 
Tolmeijer et al. 2022) on fairness (Parent-Rocheleau and Parker 2022) or accuracy (Braithwaite 2020). 
This relationship requires human participation and control in decision making. For instance, the EU 
requires human intervention in every decision cycle of a system, even if the outcome can be fully 
automated (Enarsson et al. 2022).  
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Other studies characterize AI algorithms in a more technical manner, where the configuration of human 
involvement is determined by technology capabilities (Holzinger et al. 2019; Kordzadeh and 
Ghasemaghaei 2022). Traditional rule-based algorithms require greater human control, while more 
advanced machine learning shows higher learning capabilities to automate predictions and perform 
actions (Lee and Floridi 2021). For example, in supervised or semi-supervised ML, human technicians 
and field experts control labelling data and constructing algorithms. By contrast, unsupervised ML does 
not require human technicians to label data, but human experts and technicians collaborate to 
comprehend and check the algorithms learned from raw data (Holzinger 2016), where interactive ML 
requires human feedback to refine models (Newell and Marabelli 2015; Sturm et al. 2021). Hence, the 
adoption of different technologies will lead to diverse forms of human participation.  
Furthermore, human agency also reflects the characteristics of the task and decision, as a decision 
process comprises a set of interlocked tasks that can be automated or monitored by either machines or 
humans (Borges et al. 2021; Fernández-Macías and Bisello 2022). The value-laden context attached to 
the decision will increase its complexity and will be harder for AI to understand and interpret. Thus, AI 
systems show different capabilities in structured and unstructured decisions (Duan et al. 2019), which 
leads to varied justifications of methods for the Human-AI intelligence balance (McBride 2021).   

Agency Explanation 

Verification Humans check and comprehend decision outputs, to accomplish the decision 
derived from AI provided options. For instance, human actors utilize AI-integrated 
CRM systems for make-or-buy decisions while retaining the final decision-making 
authority (Ledro et al. 2022); a banker validates AI-screened loan approvals 
(Teodorescu et al. 2021); expert employees judge decision outputs to ensure validity 
(Asatiani et al. 2021). 

Supervision AI retains full decision autonomy, where humans have nominal control over the 
action. For instance, the use of AI expert systems to replace structured or semi-
structured decisions (Duan et al. 2019); hiring managers rely on AI 
recommendations in recruiting process where human HRs have continuedly fed 
back to the model providing high clarities on hiring fairness objectives (Teodorescu 
et al. 2021). 

Cooperation AI automates task-based decisions to generate insights for humans, humans then 
use task-based outputs to complete the entire decision-making job. For instance, AI 
systems can augment learning and innovation for human experts in organizational 
knowledge management (Sturm et al. 2021); the co-development of AI systems with 
stakeholders (Weber et al. 2022); humans use people analytic software outputs to 
hire, forecast employee retention and training needs (Giermindl et al. 2022). 

Intervention Humans only intervene in the decision process when the decision output is perceived 
to be biased, inaccurate or inappropriate. For instance, human brokers remove racial 
discrimination in mortgage lending decisions (Lee and Floridi 2021); HR managers 
intervene to remove talent searching bias in people analytics systems (Giermindl et 
al. 2022); humans intervene in robotic surgery (Limerick et al. 2014). 

Rejection Humans have the right to opt out of an AI system in their decision loop when the 
system generated result is found to be unacceptable. For example, doctors ignore AI 
recommendations when being skeptical of medical AI (Rajpurkar et al. 2022); 
employees have opt-out right in using people analytics (Parent-Rocheleau and 
Parker 2022). 

Regulation Humans regulate the protocol for data inputs, the development of models and output 
standards for decision quality. For instance, AI learns ground truth standards from 
domain experts by feeding it with selected history data (van den Broek et al. 2021); 
human-driven data analysis for group decision-making (Fügener et al. 2021) and 
mutual learning (Berente et al. 2021). 

Table 1.  Six Types of Human Agency in Human-AI Collaboration 
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4.2 HI-AI configurations 

Based on the above identified types of human agency, we analyze current human-AI collaboration 
studies on how human agency is figured and reconfigured at the human-machine interface (Suchman 
2007) in decision-making routines (Grønsund and Aanestad 2020). This emphasizes the active role of 
human actors in the human-AI team, who need to adapt to the level of autonomy of their AI agents 
(Hauptman et al. 2023), which manifests in distinct configurations. 
Therefore, we further relate the six identified types of human agency to the associated control activities 
and algorithm characteristics, aiming to enhance clarity regarding collaborative configurations between 
human actors and AI systems to summarize how collaborative intelligence is modeled in organizational 
decision-making processes. For example, verification type agency involves higher human control 
capacities and is associated with less autonomous AI algorithms. In contrast, regulation type agency 
exhibits a lower level of human control and is related to stronger machine learning capabilities. 
We integrate the six types of agency into six configurations to further show the interactions between HI 
and AI, as shown in Table 2, and explain each one individually in the following sections.  

Configuration Agency Example 
1 -   
AI Suggest,  
HI Decides 

Verification: Humans are the final 
deciders; AI only provides 
recommendations for humans based 
on human-labeled knowledge or rule-
based model.  

• Medical diagnosis assistance 
systems (Jussupow et al. 2021);   

• CRM decision-making systems 
(Vlačić et al. 2021). 

2 -   
HI Feedback, 
AI Optimizes   
 

Supervision: Human continuously 
optimize AI systems by providing 
feedback; AI systems then improve 
accordingly to optimize the AI-led 
decision outputs. 

• Preventive methods on cyber 
security (Cybulski and Scheepers 
2021); 

• Recursive model optimization to 
augment organizational knowledge 
(Harfouche et al. 2023). 

3 -   
AI-HI 
Hybrid   

Cooperation: Humans and AIs work 
independently for certain tasks, 
sharing a portion of the decision-
making process.  Their outputs 
complement each other to collectively 
make decisions for the entire job.  

• Surgical robots used in complicated 
surgeries (Makarius et al. 2020);  

• Sequential interdependence systems 
(Lichtenthaler 2018; Paschen et al. 
2020).  

4 -   
AI Decides,   
HI Controls 

Intervention: AIs are programmed to 
produce final decisions, humans only 
intervene when anomalies are 
detected in outputs, by the means of 
correcting decision outputs or the 
needs to correct current models.  

• Algorithmic matching and dynamic 
pricing (Möhlmann et al. 2021);  

• Voice recognition assistance systems 
in banking services (Lui and Lamb 
2018).   

5 -   
AI Decides, 
HI can Exit 

Rejection: AI systems are responsible 
for producing decisions, humans have 
little control of modifying model, by 
opting out the entire use of the AI 
systems, ignore the AI 
recommendation support, or abandon 
algorithm models in certain 
application. 

• Algorithm aversion (Kordzadeh and 
Ghasemaghaei 2022; Jussupow et al. 
2020); 

• Abandon system in non-routine 
situations (Stawarz et al. 2023); 

• Mute unsatisfactory models 
(Asatiani et al. 2021). 

6 -   
AI Adapts, 
Eliminate HI  

Regulation: AI systems are 
responsible for generating decisions, 
humans have limited control over 
modifying the results or the model, 
which leads to abandoning the AI 
systems or rejecting the AI model. 

• Automation debt collecting systems 
(Braithwaite 2020);  

• Smart contract for supply chain 
management (Murray et al. 2021). 

Table 2. Human-AI Collaboration Configuration 
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4.2.1 AI suggests, HI decides (Configuration 1) 

The typical application of AI in organizational decision-making involves using data to structure 
information and produce knowledge that informs rational decisions, as illustrated in (a) in Appendix C. 
This data-driven decision-making pattern is augmented by AI's processing capabilities, while human 
judgment remains the primary decision processor and is ultimately responsible for the decision outcome 
(Enarsson et al. 2022). The feedback loop between human judgment and AI is activated when new data 
is used for future information processing. In this loop, AI provides results that humans use as a tool, and 
they adjust their behavior to accommodate this assisted decision-making relationship (Benbya et al. 
2021).  
Medical diagnosis is an example of this configuration, providing physicians with a second opinion for 
their medical decisions (Jussupow et al. 2021). The ability of AI to efficiently analyze and categorize 
large amounts of heterogeneous data in time is a key advantage (Parent-Rocheleau and Parker 2022). 
However, this requires human decision-makers to be capable of sophisticatedly verifying AI-generated 
advice due to the absence of machine cognitive reasoning, particularly in complex contexts where the 
risk of misinformation is high (Jussupow et al. 2021). 

4.2.2 HI feedback, AI optimizes (Configuration 2) 

Interactive machine-learning-powered AI systems require human actors to interact with them and 
leverage their capacities through intervention and feedback (Holzinger et al. 2019). In this 
configuration, the AI system automates decision-making tasks, but it is primarily supported by human 
actors who provide training data, correct decisions, or modify models (refer to (b) in Appendix C). 
Ongoing feedback from human actors provides more context-rich and timely data, refining the AI 
system and allowing for more accurate and appropriate decisions that are better aligned with the 
organization's needs, ultimately increasing its analytical capabilities for business strategy (Grønsund 
and Aanestad 2020).  
For instance, a system designed for operational prediction in a freight business demonstrates its 
recursive and interactive nature in its adoption process (Grønsund and Aanestad 2020). However, AI 
can only optimize the detection model following security breaches in cyber security attacks (Cybulski 
and Scheepers 2021), hence, this configuration may require continuous human monitoring to keep the 
system evolving and functioning properly (Nahavandi 2017). 

4.2.3 AI-HI hybrid (Configuration 3) 

The optimal combination of human and AI concepts involves an alternating role between human actors 
and one or more AI systems, allocating tasks that best suit them to achieve the decision objective 
(Sheridan 1995). This configuration (configuration 3, refer to (c) in Appendix C) requires a clear 
objective and explicit task breakdown, along with an advanced understanding of the advantages of HI 
and AI in the decision flow.  

For example, such a system could allow clinicians to save effort on administrative and technological 
procedures, freeing them to attend to their patients' needs in person (Jotterand and Bosco 2020), and 
harness the big data processing advantage to develop operational strategies (Westphal et al. 2023). The 
best combination of human-AI collaboration seeks to leverage the strengths of both parties, with AI 
handling tasks that are prone to human errors (Nahavandi 2017; Fernández-Macías and Bisello 2022) 
or that require repetitive tasks (Sheridan 1995), while human actors provide ongoing feedback to signal 
control and verification to their AI partners. Nevertheless, achieving this "best" combination can be 
quantitatively challenging, particularly when there are conflicting objectives in a complex system 
(Sheridan 1995). 

4.2.4 AI decides, HI controls (Configuration 4) 

The fourth configuration utilizes AI-enabled systems with greater autonomous power, in which the AI 
processes the task and produces the outcomes as the primary decision processor (refer to (d) in 
Appendix C). Human actors are the initial goal setters, who then step back from the primary decision-
making loop and oversee the performance of the AI by monitoring the results (Parent-Rocheleau and 
Parker 2022). They only intervene when the outcomes deviate significantly from the initial goals, or if 
errors or biases are detected in the AI-generated outcomes (Nahavandi 2017). While the goals aim to 
ensure feedforward for higher accuracy, unlike human brains, AI systems still show limited capabilities 
to be adaptive and able to distinguish apparent decisions from circumstances that require judgment 
(Nahavandi 2017).  
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Therefore, human oversight is necessary to modify and control decision outputs, as in the case of a 
bank's lending and loan application systems, where approvals are automated as the preliminary 
processing loop. Bankers intervene only if discrepancies, such as discriminatory outcomes (Lee and 
Floridi 2021) or faulty decisions, are detected. In this configuration, higher transparency and 
explainability are demanded as human experts may not comprehend the cognitive reasoning of AI, 
which can impede their ability to effectively monitor decision performance (Enarsson et al. 2022; 
Parent-Rocheleau and Parker 2022). 

4.2.5 AI decides, HI can exit (Configuration 5) 

Ethical concerns have led to a growing body of literature that supports the idea of human actors having 
the right to opt-out of AI systems. For example, Zoom's use of sentiment analysis for customer 
relationship management has faced growing criticism due to issues such as data privacy and human 
rights (Giermindl et al. 2022). This perspective grants humans the right to opt-out, allowing them to 
decide whether to use AI systems or certain AI models (Asatiani et al. 2021), based on their own 
judgments (refer to (e) in Appendix C). It empowers them to make decisions independently instead of 
relying on AI recommendations (Parent-Rocheleau and Parker 2022). However, in some cases where AI 
systems have greater autonomy, human users have less control over decision outputs.  

For example, people analytics software may replace direct communication for interactive employee 
assessment, leaving human actors less operable capacities (Giermindl et al. 2022). Due to decision 
responsibilities ultimately reside with humans, they may disregard AI suggestions (Rajpurkar et al. 
2022) or avoid using AI systems altogether due to concerns about unfair outcomes (Asan et al. 2020). 

4.2.6 AI adapts, eliminate HI (Configuration 6) 

In the context of exponential growth in big data and the dynamic nature of target variables, new 
information can lead to the challenge of concept drift in machine learning predictions. Concept drift 
refers to the situation where the current model may become invalid for sustaining the expected accuracy 
for decision-making (de Lemos and Grześ 2019). One way to deal with this drift is through human 
control as stated in configuration 4. Conversely, an alternative solution is to enable AI systems to self-
enhance. This self-adaptive form of interaction requires the involvement of human actors to identify the 
intended outcomes and purposes, allowing the system to sustain the output performance with new data 
models (Hauptman et al. 2023). Additionally, humans may need to define ethical and legal constraints 
that the system must adhere to (Enarsson et al. 2022). By setting these goals and constraints, humans 
provide a framework for the AI system to operate in, ensuring that the system keeps self-enhancing its 
actions while aligning with broader organizational objectives and ethical considerations (refer to (f) in 
Appendix C). In extreme cases, the self-adaptive model will completely restrict human control, such as 
blockchain-based smart contract, in which human can only set action goals for the decision algorithm 
(Murray et al. 2021).  

4.3 HI-AI Collaboration Matrix  

Based on an assessment of the extent of human agency and the level of AI capabilities, we transpose the 
six HI-AI configurations along axes of control and feedback, to support a better understanding of how 
collaborative intelligence between human and AI is communicated and structured (Webster and Watson 
2002). This addresses research objective (3) on exploring how the six configurations are related. The 
vertical axis evaluates the extent of human control residing in each form of agency. According to the 
literature, the notion of “control” is contingent on the degree to which an AI system provides humans 
with the ability to influence decisions or algorithm outcomes (outcome control) as well as the processes 
to achieve outcomes (process control) (Kordzadeh and Ghasemaghaei 2022).  

Outcome control includes human users’ rights and ability to solve problems, improve situations or reject 
decisions (Fernández-Macías and Bisello 2022), whereas process control denotes human users’ freedom 
on selecting their actions, or influence AI rules and logics (Lee and Floridi 2021). The level of control 
can be interpreted through the receptiveness of human users towards their AI teammates, where a 
higher control implies that humans view AI more as a tool (Hauptman et al. 2023) with higher control 
over the decision results (Westphal et al. 2023). To define the level of control, we consider the amount 
of human inputs involved in both outcome control and process control that the subject human making 
or acting upon a decision (Hauptman et al. 2023). 

Our second axis introduces the notion of “feedback” to examine the characteristics of AI technologies, 
assessing system’s learning capabilities. The feedback concept used in engineering studies refers to 
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machine responses to control interventions (Cybulski and Scheepers 2021), which echoes the recent AI 
studies on “learning algorithms”, with which AI systems are capable to be adaptive (Akata et al. 2020) 
and interactive (Holzinger et al. 2019). These AI algorithms are capable to learn from big data 
and perform human-like cognitive tasks, such as application in people analytics (Giermindl et al. 2022), 
which also show strong abilities to learn from past decisions and newly added data without material 
needs for human intervention (Akata et al. 2020; Parent-Rocheleau and Parker 2022). Therefore, we 
scale feedback with AI learning capabilities against rule-based systems, which gives us the following 
configuration matrix illustrated in the following Figure 1. 

 
Figure 1: HI-AI collaboration matrix 

5. Discussion 
Motivated by organizing the current AI literature to obtain a deeper understanding of human roles in 
the AI-enabled decision-making phenomenon, we identified six types of human agency that characterize 
the ways in which human actors work with AI systems in organizational settings and corresponding HI-
AI collaboration configurations. We then introduced a matrix to spell out the identified six 
configurations. Our HI-AI collaboration matrix framework clarifies conceptions of human-AI 
collaboration patterns, to achieve a more nuanced understanding of the balance of collaborative 
intelligence between the two.  

Hence, our framework extends current research by enabling researchers to demonstrate the specific 
configuration in which their work is situated and what human agency and technical components are 
involved in that configuration. By incorporating both human and technical components, our framework 
offers a more comprehensive perspective on human-AI collaboration, which addresses the polarized 
focus on decision process automation (Arnott et al. 2017; Lichtenthaler 2018; Namvar et al. 2022). Thus, 
our framework can be particularly useful for AI researchers in comparing findings from their selected 
case studies that fall under different configurations, and therefore investigate the socio-technical 
components involved. This framework can also help to provide a common language for discussing 
human-AI collaboration and human agency, which can facilitate communication and collaboration 
between researchers working in different areas of AI. 

5.1 Calibrate Human Agency in the Decision Process 

The benefits of conceptual clarity extend to an enhanced understanding of human roles in the decision-
making process. First, our HI-AI collaboration framework, with its six configurations, sheds light on the 
different levels of control and feedback possessed by humans in previous AI research. Based on the 
literature, we identified two generic forms of agency that humans can take: taking control and providing 
feedback (Figure 1), which are not mutually exclusive but differentiated into diverse collaborative 
configurations with changing evaluative scales. Humans create controls at the same time as they are 
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constrained by AI models, leading to different types of human agency that reside in human actors 
(Kordzadeh and Ghasemaghaei 2022). For instance, human agency in terms of decision-making control 
are high in Configuration 1, while in Configuration 5 control is significantly reduced. As human actors 
bear ultimate accountability for the consequences of decisions, they may dissolve the partnership with 
AI systems should they perceive such collaboration exceed their control capacity (Giermindl et al. 2022; 
Rajpurkar et al. 2022). In this light, our six configurations and the matrix advance the understanding 
on how different configurations for human-AI collaboration affect the associated consequences of 
decision-making process, and facilitate the explanation on how human-AI collaboration configurations 
adapt in alignment with human-defined control goals (Benbya et al. 2021; Teodorescu et al. 2021). 

Our six HI-AI configurations emphasize the importance of assigning decision-making tasks to the 
appropriate human decision-makers, avoiding any confusion about their roles and authorities. This 
clarity enables human adopters to better understand their expected agency, resulting in a more effective 
allocation of human resources within the given boundaries (Akata et al. 2020; Murray et al. 2021). By 
contrast, the level of feedback is determined by the technology, and configurations that require a high 
level of feedback (such as Configuration 2, 4, and 6) may blur the boundaries between human roles 
(Waardenburg and Huysman 2022). As a result, it is necessary to team-up human roles both in control 
and feedback loops to ensure accurate codification of domain knowledge in the model (Gronsund and 
Aanestad 2020) and to maintain the validity of the outputs (Rahwan 2018; Seidel et al. 2019; Braithwaite 
2020). 

5.2 Surface Risks and Limitations in AI-based Decision-Making 

Second, our framework contributes to understanding risks associated with each configuration, therefore 
assisting organizations to be mindful of limitations. Configurations with high human control (i.e., 
Configuration 1 and 2) may encounter the risk of over-reliance on AI-generated recommendations 
(Giermindl et al. 2022), which deskills humans due to the investment in parallel learning on both human 
and machine is costly (Lebovitz et al. 2021). Furthermore, a deskilling in organizational human 
resources may hinder the feedback effectiveness for enhancing models, thus paradoxically show greater 
demands on human involvements (Kumar 2017; Benbya et al. 2021). For example, medical doctors 
dismissed their own diagnosis even though they are correct, due to the dismissed decision not being 
recommended by AI systems (Giermindl et al. 2022), which requires additional training (Jussupow et 
al. 2021).  
Furthermore, configurations with high learning capacities (i.e., Configuration 2, 4 and 6) are vulnerable 
to automation bias, resulting in potential implementation failures to identify errors and biases in opaque 
self-adaptive AI technologies (Meske et al. 2022). This vulnerability can be mitigated by greater human 
control, otherwise resulting in including the avoidance of technology use and adverse consequences 
related to decision-making outcomes, particularly seen in Configuration 6 in which control is low. For 
example, reluctance to use AI systems for automated medical diagnoses (Coombs et al. 2020; Sturm et al. 
2021).  

5.3 Raise Awareness for Human-AI Balance in Decision-Making 

Third, our framework serves as an index of empirical settings for organization users, offering guidance 
for comprehending the situated configuration in their AI adoptions and being vigilant about associated 
risks mentioned above in their current setups. Furthermore, it furnishes organizational users with 
insights on recalibrating human-AI configurations to align with their AI investment strategies and the 
imperatives to harness more advanced AI technologies to leverage their decision-making capability. 

Hence, the technological change underscores the need to redesign decision-making processes and 
reconfigure the corresponding social and technical resources to achieve successful AI deployments 
(Coombs et al. 2020), which may trigger a shift between configurations. Due to the current lack of 
understanding on different configurations, the ability to research emerging configurations is hindered. 
However, an adapted decision procedure can afford higher effectiveness in accordance with human 
beliefs and values in their individual organizational context (Sturm et al. 2021) and provide dynamics to 
exploit appropriate skill complementarity strategy based on available resources (Ågerfalk 2020; Akata 
et al. 2020). For example, creating a feedback loop to involve algorithm auditors to perform validation 
(Rahwan 2018) to maintain integrity and trustworthiness (Braithwaite 2020). Our configurations model 
can serve as a guide for orchestrating an organization's business processes to appropriately balance the 
technical and social aspects of human-AI collaboration.  
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6. Limitations 
Our study is not without limitations. Firstly, we position the investigation at the meso-level of 
organizational decision-making, which limits explanation at the micro-level, such as time and 
psychological pressure in highly turbulent situations (Aversa et al. 2018; Kordzadeh and Ghasemaghaei 
2022) or type of decisions (Arnott et al. 2017; Giraud et al. 2022; Fernández-Macías and Bisello 2022). 
Nonetheless, the micro-level is also relevant for assessing and building configurations of human-AI 
collaborations. Future research could investigate individual stakeholders’ behaviors that probe how 
individual traits affect their perceptions on teaming with AI systems, as well as how decision 
characteristics affect the collaborative setups between human and AI (Teodorescu et al. 2021).  

Secondly, our framework is developed based on existing literature and may not fully capture all possible 
configurations or variations in practice. We therefore suggest future research examine our 
configurations in greater depth with empirical inquires (Murray et al. 2021; Sturm et al. 2021; Herrmann 
and Pfeiffer 2022), such as case studies and comparative studies. Lastly, we have not investigated the 
feedback loops in detail, which offers future opportunities to investigate feedback and its associated 
changes in the increasingly blurry human roles (Bauer et al. 2021; Waardenburg and Huysman 2022).  

7. Conclusion 
This review paper builds on the concept of human-AI collaboration to provide a framework for Human-
AI collaborative intelligence. To address challenges brought by AI adoption, organizations are advised 
to keep human participation when automating decision-making procedures (Herrmann and Pfeiffer 
2022), requiring new approaches to coordinating synthesized intelligence (Seeber et al. 2020). Our HI-
AI configuration framework suggests different roles for human agency and visualizes collaborative 
configurations explained through the notions of control and feedback.  
The six configurations are set to facilitate better understanding of human-AI collaboration to lift the full 
potential and benefits in practice (Johnson and Vera 2019; Rai et al. 2019), helping organizations to 
deploy resources (Weber et al. 2022) or plan their AI projects (Giraud et al. 2022). Hence, our review 
addresses the increasing interest of AI deployments in decision practices (Chui et al. 2022). In addition, 
our matrix framework contributes to a theoretical foundation for future research to better situate their 
studies regarding different HI-AI configurations, and thus as an index for their choices of case studies, 
with the potential to enhance communication and collaboration between researchers working in 
different areas of AI. 
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