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Abstract: COVID-19 is an ongoing global pandemic of coronavirus disease 2019, which may cause
severe acute respiratory syndrome. This disease highlighted the limitations of health systems
worldwide regarding managing the pandemic. In particular, the lack of diagnostic tests that can
quickly and reliably detect infected patients has contributed to the spread of the virus. Reverse
Transcriptase—Polymerase Chain Reaction (RT-PCR) and antigen tests, which are the main diagnostic
tests for COVID-19, showed their limitations during the pandemic. In fact, RT-PCR requires several
hours to provide a diagnosis and is not properly accurate, thus generating a high number of false
negatives. Unlike RT-PCR, antigen tests provide rapid diagnosis but are less accurate in detecting
COVID-19 positive patients. Medical imaging is an alternative diagnostic test for COVID-19. In
particular, chest computed tomography allows detecting lung infections related to the disease with
high accuracy. However, visual analysis of a chest scan generated by computed tomography is
a demanding activity for radiologists, making widespread use of this test unfeasible. Therefore,
it is essential to lighten their work with automated tools able to provide accurate diagnosis in a
short time. To deal with this challenge, in this work, an approach based on 3D Inception CNNss is
proposed. Specifically, 3D Inception-V1 and Inception-V3 models have been built and compared.
Then, soft-voting ensemble classifier models have been separately built on these models to boost
the performance. As for the individual models, results showed that Inception-V1 outperformed
Inception-V3 according to different measures. As for the ensemble classifier models, the outcome
of experiments pointed out that the adopted voting strategy boosted the performance of individual
models. The best results have been achieved enforcing soft voting on Inception-V1 models.

Keywords: deep learning; CNN; ensemble voting; chest CT

1. Introduction

COVID-19 is an ongoing global pandemic of the coronavirus disease 2019 caused by
severe acute respiratory syndrome. First identified in December 2019 in Wuhan, China,
the virus has spread quickly to all continents (at the time of writing, the World Health
Organization is reporting around 481 million confirmed cases of COVID-19, which have
caused over 6 million deaths).

Reverse Transcriptase—Polymerase Chain Reaction (RT-PCR) and antigen tests are
the main diagnostic tests for COVID-19. During the pandemic, RT-PCR has shown its
limitations in detecting COVID-19. On the one hand, the performance of this diagnostic test
reported a low sensitivity, resulting in a large number of false negatives. On the other hand,
RT-PCR is a laboratory technique that requires several hours to provide a diagnostic result.
Unlike RT-PCR, antigen tests provide quick diagnoses, but they have a lower sensitivity
with respect to that of RT-PCR [1]. A fast and accurate diagnostic test would allow both to
quickly isolate infected patients limiting the spread of the virus and to promptly provide
them with the first targeted treatments.

Appl. Sci. 2022, 12, 7554. https:/ /doi.org/10.3390/app12157554

https://www.mdpi.com/journal/applsci


https://doi.org/10.3390/app12157554
https://doi.org/10.3390/app12157554
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-1287-2768
https://orcid.org/0000-0002-1201-3939
https://doi.org/10.3390/app12157554
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app12157554?type=check_update&version=2

Appl. Sci. 2022,12, 7554

2 0f23

Diagnostic imaging is an alternative approach aimed at detecting COVID-19 infections.
In particular, chest scans obtained with computed tomography (CT) allow accurately
detecting lung abnormalities due to COVID-19, together with the possibility of identifying
lesions that explain the degree of severity of the disease. Unfortunately, a diagnosis can
only be made by analyzing a multitude of chest slices obtained through a scan. Moreover,
recognizing lung infections related to COVID-19 is not trivial. Although the CT findings
of COVID-19 are well known [2], it can be difficult to properly differentiate COVID-19
from other kinds of viral pneumonia. A targeted study involving radiologists in China
and the United States of America showed how their performance was characterized by
a moderate sensitivity in distinguishing COVID-19 from viral pneumonia [3]. Therefore,
it is essential to support radiologists with automated tools able to analyze CT scans and
targeted to provide accurate COVID-19 diagnosis in a short amount of time.

Deep learning (DL) can be successfully used to implement algorithms able to deal with
this challenge. DL has rapidly become a methodology of choice in diagnostic imaging [4].
It is increasingly used to analyze medical images in different fields obtained with different
medical imaging tools (e.g., [5-7]) including CT (e.g., [8,9]). Some DL-based solutions have
also been proposed to detect COVID-19 lung infections. With no claim to be exhaustive,
some works are reported hereinafter. For the screening of COVID-19, Silva et al. [10]
proposed a method based on EfficientNet [11] that adopts transfer learning and a voting-
based approach. In particular, the 2D images of a chest CT scan from a given patient are
classified as a group in a voting system. In [12], the authors proposed CovNet19 to predict
COVID-19 by analyzing chest X-ray images. CovNet19 uses pre-trained Convolutional
Neural Networks (CNNs) for feature extraction and a Support Vector Machine (SVM) [13]
for classification. In [14], Zhang et al. proposed a system consisting of a cascade of two
models: a lung-lesion segmentation model and a diagnostic model. The former is used
to generate a lung-lesion map, which is given as input to the latter. The diagnostic model
classifies scans as related to novel coronavirus pneumonia, common pneumonia and normal
controls. A similar approach aimed at classifying COVID-19, SARS, and MERS chest X-ray
(CXR) images using CNNSs is presented in [15]. A unique dataset representative of the
three infections was compiled and used as a benchmark for the study. Then, a two-level
recognition system was implemented. In the first step, the lung regions are segmented,
while in the second step, a CNN is used to classify the segmented regions. In [16], the
authors proposed a system to perform lung segmentation, COVID-19 diagnosis, and
COVID-19 infections slices locating. The diagnostic network was able to process 2D images
and to classify input slides into five categories, i.e., non-pneumonia, community-acquired
pneumonia (CAP), influenza-A, influenza-B, and COVID-19. Li and Li [17] proposed a
deep learning voting approach combining multiple CNNs to detect COVID-19 by analyzing
chest X-ray images. Transfer learning was used to build 17 models. Then, the outcome
obtained by these models is combined using a majority voting rule. The built model is
able to distinguish patients affected by COVID-19 from those with bacterial pneumonia
or without pneumonia. Transfer learning has been also used in [18]. In this work, the
authors used transfer learning on residual networks (i.e., ResNet-50) to detect COVID-
19 positive patients from 2D chest CT images. A novel model called deep contrastive
mutual learning (DCML) for COVID-19 recognition was proposed in [19]. In this work, to
avoid the overfitting, the training set was enriched using a multi-way data augmentation
strategy based on the Fast AutoAugment algorithm [20]. Then, the contrastive learning
was combined with the conventional deep mutual learning (DML) framework to obtain
more discriminative image features through a new adaptive model fusion method. The
interested reader can find an outline of the current state-of-the-art of COVID-19 image
classification in [21].
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This work addresses the issue of detecting COVID-19 infections by analyzing chest
CT scans with 3D Inception-based models, with the goal of identifying patients with no
infections, affected by common pneumonia, and affected by COVID-19 pneumonia. To
this end, first, individual models have been trained starting from 3D Inception-V1 and
Inception-V3 CNNSs; then, the voting ensemble method has been experimented with to
improve their performance. The comparative setting in which experiments have been
carried out includes the individual models and the ensembles. Experimental results have
also been compared with those obtained by other works proposed in the literature.

The remainder of this article is organized as follows. First, materials and methods are
described; then, experiments and the corresponding results are presented. A discussion
on the results and on the challenges that arise from this classification task follows. Finally,
conclusions are drawn.

2. Materials and Methods

As CT scans can consist of hundreds of slices, training DL models able to analyze this
huge amount of data is a challenging task. Independently from the specific problem, two
main approaches based on analyzing 2D or 3D images have been proposed in the literature.

The first approach is twofold, as one or more representative slices of a scan can be
analyzed. In the former case, no further work is required, whereas in the latter, each
slice is analyzed independently, and then individual results are combined to produce the
desired outcome. In the second approach, a subset of the available slices is selected and
analyzed together. Basically, the first approach requires less memory and is computationally
less expensive than the second, but information about chest slices contiguity is lost. The
proposed work is based on the latter approach.

A soft-voting ensemble approach built on Inception networks able to analyze 3D
images to detect COVID-19 infections is proposed. Inception networks have been used for
their ability to limit overfitting when working with not large datasets. Moreover, the size of
these networks allowed fitting the trainable 3D model on the device memory according to
different settings. Details of the materials and the implemented methods are reported in
the following.

This section is organized as follows: first, the Inception-based architectures used in
this work are recalled; then, a brief summary of the main ensemble classifier methods is
given; afterwards, the dataset used to train and test the models is described; and finally, the
strategy adopted for dealing with the detection of COVID-19 is presented.

2.1. Inception Networks

CNNs are a class of deep neural networks widely used for images analysis. Basically,
a CNN implements a stack of several modules that perform convolutions, introduce non-
linearity to the model, downsample the features and classify the images. These operations
make use of convolutional, ReLU, pooling, and fully connected layers. The convolutional
layer represents the core building block of a CNN. It applies a set of convolution filters to
the input feature map, producing an output feature map. Optimal values for the filters
are learned by the CNN during the training phase. The ReLU layer is used to apply the
rectifier function, with the aim of increasing the model’s non-linearity after convolution.
The pooling layer is used to downsample the features by implementing a dimensionality
reduction of the feature map. Finally, the fully connected layer performs the classification
task using the features extracted by the previous layers.
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Inception networks represented a milestone in CNNs. Before the advent of Inception,
the design of CNN architectures was focused on increasing the convolutional layers. How-
ever, networks designed according to this principle have some limitations. In particular, the
number of parameters of the network increases with the number of network layers. As a
consequence, the parameters might not fit in memory. Moreover, models built on very deep
networks can be affected by overfitting, especially when working with not large datasets.
To deal with these limitations, Inception moved from fully connected network architectures
to sparsely connected network architectures. This idea resulted in the so-called Inception
module. The naive Inception module consists of a pooling path and filters of different sizes
(i.e., 1 x 1,3 x 3,5 x 5) which perform convolutions on the input image (see Figure 1a).
The output generated by these operators is concatenated into a single output vector repre-
senting the input of the next layer. Some convolutions can become prohibitively expensive
on top of a convolutional layer with a large number of filters. To deal with this issue, the
Inception module has been modified by adding 1 x 1 convolutions to compute reductions
before the expensive 3 x 3 and 5 x 5 convolutions (see Figure 1b). This Inception module
has been used to build the so-called Inception-V1 network [22] consisting of 27 layers.
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a) Naive Inception module b) Inception module with dimension reductions

Figure 1. Inception-V1 modules. On the left side, the naive Inception module consisting of a pooling
layer and convolution filters of size 1 x 1,3 x 3,5 x 5. On the right side, the Inception module with
dimension reductions obtained adding convolutions of size 1 x 1.

Inception-V2 and Inception-V3 are two incremental optimizations presented in the
same paper [23]. Architectural changes implemented in Inception-V2 are aimed at reducing
the computational cost with respect to Inception-V1. This was obtained implementing
smart factorization methods aimed at making convolutions computationally more efficient.
In Inception-V2, convolution filters with kernel size 3 x 3 were factorized to two 5 x 5
convolutions. This change affects the performance of the network in terms of computational
time and accuracy. Notably, a 5 x 5 convolution is 2.78 times more expensive thana 3 x 3
convolution. Moreover, using 3 x 3 is preferable to larger kernel size, which may affect the
accuracy of a neural network due to the representational bottleneck. Additionally, n x n
convolutions were factorized to a stack of 1 x n and n x 1 convolutions (see Figure 2).
Converting 3 x 3 convolutions into 1 x 3 and 3 x 1 convolutions was 33% cheaper in terms
of computational cost.

Inception-V3 implements all changes reported for Inception-V2 and additionally
makes use of (i) RMSprop optimizer, (ii) label smoothing regularization, (iii) 7 x 7 factorized
convolution, and (iv) batch normalization in the fully connected layer. Experiments carried
out in the paper presenting both architectures showed that better performances were
obtained using Inception-V3 also outperforming Inception-V1.
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Figure 2. Inception-V2 module is obtained factorizing filters kernel size 5 x 5 to two 3 x 3 and then
factorizing n X n convolutions to a stack of 1 X # and n x 1 convolutions.

2.2. Ensemble Classifiers

Ensemble methods are machine learning solutions aimed at building a more robust
and effective model starting from a group of base models (say “base” or “weak” models).
As long as certain requirements are met (e.g., enforcing diversity), an ensemble typically
performs better than its base models. Note that there are no general constraints on the
technology used to generate the base models, meaning in particular that it is not required
for them to be homogenous.

2.2.1. Training Strategies for Ensemble Methods

As for training strategies, ensemble methods fall in two categories, namely sequential
and parallel.

Sequential ensemble methods—The base models are built in a pipeline, with the goal
of progressively improving the performance of the ensemble. At each step, the current
solution is typically refined by adding a new base classifier biased toward the residual
misclassification errors. Boosting algorithms are the most well-known sequential ensemble
methods, in which any new base model is forced to focus on misclassified examples,
assigning them a higher probability of being selected as part of the current training set.

The interested reader may consult [24] to obtain a deeper insight into the capability of
boosting methods to improve the overall performance in a residual-decreasing way.

Parallel ensemble methods—Since combining base models that make independent
classification errors can significantly improve the overall performance, base models are
trained in parallel, and their independence in misclassification errors is fostered with vari-
ous techniques. Bagging algorithms are well-known representative for parallel ensemble
methods. By construction, bagging is aimed at generating an ensemble that shows a lower
variance on errors with respect to the base classifiers. In particular, a set of independent
models is obtained from different training sets built by using bootstrap sampling [25].

2.2.2. Blending Policies for Ensemble Methods

In principle, training strategies and blending policies are independent of each other,
whereas in practice, there is often a bias toward a specific output blending policy given the
adopted training strategy. Some the most acknowledged voting policies are introduced
hereinafter, which are followed by relevant comments on their use with sequential and
parallel ensemble methods.



Appl. Sci. 2022,12, 7554

6 of 23

Given an instance to be classified, several base classifier outputs must be blended
together to give rise to the actual classification. Voting and stacking are the main blending
methods acknowledged by the research community.

Voting—Two main voting policies are feasible, namely hard and soft voting
(see Figure 3).

A schematic representation of both concepts follows hereinafter. Let m; be the i-th
model of an ensemble consisting of N individual classifiers aimed at predicting the class
label from a set of k possible labels {cj, ¢y, ..., cx }. For a given input x, the classifier m; will

generate a k-dimensional vector [ m} (x), m?(x), ..., m¥(x) ], where m/(x) is the output of the

i-th model for the j-th category label. All N individual classifiers are treated equally, and
the overall classification is obtained by averaging the individual outputs with varying the

class label and then selecting the label k* corresponding to the highest vote. In symbols:

, 1 N N
k* = arg rn]ax M/ (x) = arg m]ax N ) ml(x) = arg rn]ax ) m)(x) 1)
i=1 i=1

Note that the above formula can be adapted to both hard- and soft-voting policies,
depending on whether base classifiers output a value in {0,1} (hard voting) or in [0, 1] (soft
voting). In the former case, majority voting is actually enforced, meaning that the class

that obtained most votes by the base models is selected, whereas in the latter case, m{ (x)
represents an estimate of the posterior probability P(c;|x) issued by the i-th base classifier.

- modelt
(imodei2 i~ o
- model3

—P

Hard voting Soft voting

Figure 3. The figure shows with an example how both hard and soft voting work. The ensemble
consists of three base models able to predict two possible classes, which are labeled with 0 and 1.
Hard voting (left side) predicts the class that obtained the most votes by base models. In the example,
the voting policy outputs the class labeled 1, which is predicted by two out of three models. Soft
voting (right side) averages the class pseudo-probabilities of the base models (represented in red in
the figure) so that the class with the highest average probability is selected.

Weighted voting can be seen as a generalization of the previous cases, as here, base
models are combined depending on a weight that accounts for their importance. Under the
same hypotheses made above, and assuming that w; represents the weight assigned to the
i-th model m;, the weighted voting policy can be summarized as follows:

; N :
k* = argmax M/(x) = argmax ) _ w; - mﬁ (x) 2)
] Ji=1

Note that weighted voting is the most general case of voting, as non-weighted voting
can be easily simulated by setting each individual w; to any given positive constant (e.g.,
w; = 1).

Stacking—An ensemble made of base models can also be combined by training a
meta-learner. The obtained model will output a prediction starting from those of the base
models. There are no constraints on the type and technology of the stacking module, which
in particular is not tied to the type of base classifiers.
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2.3. Dataset Used for Experiments

The study is based on the China Consortium of Chest CT Image Investigation (CC-
CCII) dataset [14]. CC-CClII is a large dataset built collecting chest CT scans from six
hospitals in China. It consists of 408,350 slices obtained from 4167 scans. The dataset
includes chest CT scans from patients affected by both novel corona virus pneumonia
(NCP) and common pneumonia (CP) as well as from normal controls (Normal) (see Table 1).
As reported in the table, CC-CCII is an imbalanced dataset. NCP and CP instances are
equally represented, whereas Normal instances represent the minority class. As for the CP
group, it consists of CT scans from patients affected by viral, bacterial, and mycoplasma
pneumonia. Chest CT scans were obtained using a window width of 1200 and window
center of —600, and the slices of size 512 x 512 were converted from Hounsfield Units (HU)
values to grayscale. The dataset is released as a set of ordered PNG images representing
the slices of each CT scan.

Table 1. CC-CCII dataset. This table reports the number of chest CT scans and slices for patients
without lung lesions (i.e., Normal), with common pneumonia (i.e., CP) and with novel coronavirus
pneumonia (i.e., NCP). The last row reports the overall size of the dataset.

Class # CT Scans # Slices
Normal 1078 95,756
CP 1545 156,523
NCP 1544 156,071
Total 4167 408,350

To the best of our knowledge, CC-CClII is the largest publicly available dataset and
the only one classifying the scans according to the before described classes. However,
CC-CCII comes with some issues. As highlighted in [26], CC-CCII contains damaged data,
non-unified data type, repeated and noisy slices, disordered slices, and non-segmented
slices. In the same work, the authors addressed these issues releasing CLEAN-CC-CCII,
a cleaned version of the CC-CCII dataset, consisting of 340,190 slices from 4023 scans
(see Table 2).

Table 2. CLEAN-CC-CCII dataset. This table reports the number of chest CT scans and slices for the
CLEAN-CC-CCII dataset. The last row reports the overall size of the dataset.

Class # CT Scans # Slices
Normal 966 73,635
CP 1523 135,038
NCP 1534 131,517
Total 4023 340,190

In particular, in CLEAN-CC-CCIL:

* Damaged data have been removed. This consists of around 10% of the CC-CCII
downloadable zip files that cannot be successfully decompressed;

¢ Allslice image files have been unified to the PNG format without losing the informa-
tion of the original files;

*  Duplicated slices have been manually removed to avoid redundant data by scanning
all the images in CC-CCIL;

e All scans of CC-CCII have been analyzed to rearrange the disordered slices to the
correct order;

*  An open-source K-Means-based method has been used to segment lungs from the CT
slices and remove the white background.
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As the issues identified in CC-CCII may impact the training phase of a model, in this
work, the cleaned dataset CLEAN-CC-CCII has been used.

2.4. The Proposed Approach

The pipeline aimed at training and testing both the individual models and the soft-
voting ensemble models is graphically represented in Figure 4. Summarizing, its first
step is aimed at pre-processing the chest CT dataset. Specifically, the dataset has been
pre-processed to uniform the depth of the CT scans and to remove irrelevant contents
for the problem in hand. Then, with the aim of reporting an accurate estimate of the
models’ prediction performance, the dataset has been split to implement a 5-fold cross-
validation. Subsequently, five individual models have been independently built, tuning
a hyperparameter of the network. To avoid overfitting, an online image augmentation
process has been enforced while training the networks. Performances of each model have
been independently assessed according to the 5-fold cross-validation. Then, the soft-voting
ensemble models have been built using the individual models. Details of these steps are
described in the following.

[[Build_individual models [ Build ensemt ble model |

7 N)

N |
— -

¢ )
< /)

Randomly spiit data
set into k=5 subsets

|:>‘

Ny 7 Qs _

Figure 4. The main steps of the proposed approach. Basically, it consists of steps aimed at pre-
processing the dataset, splitting it to perform a 5-fold cross-validation, buiding and assessing the
individual models, and compositing them using a voting ensemble strategy.

2.4.1. Data Pre-Processing

The dataset used in this work consists of CT scans with slices of 512 x 512 pixels and
a non-uniform depth size. Therefore, it has been necessary to process the scans so that
each of them has the same depth size. This was also completed with the aim to assess
how the scan depth affects the classifier’s performance. To this end, the CT scans in the
CLEAN-CC-CCII dataset were processed to generate two sets of scans with two distinct
depth sizes. These sets consisted of CT scans with a uniform depth size of 25 and 35 slices.

This pre-processing step has required to down-sample or over-sample the CT scans
according to their original depth. The adopted strategy to perform these operations was
to work at the ends of the scans, where generally, the information content is lower (see
Figure 5). Basically, the oversampling was implemented by replicating the slices at both
ends. Similarly, the downsampling was implemented by removing the slices starting from
the ends.

In addition, the size of the slices had to be reduced to meet the memory constraints of
the GPU. To this end, the central part of each slice has been cropped with a fixed size and
then scaled to 256 x 256 pixels (see Figure 6). The cropping has been aimed at removing
contents non-informative for the problem at hand but that might affect the training phase.
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Figure 5. The figure shows the slices of a chest scan. It can be observed that the information content

of the scan tends to reduce moving toward its ends.

Figure 6. The left side shows an original chest CT slice of size 512 x 512. The right side shows the
same chest CT slice after the pre-processing. The slice has been cropped in the center and then scaled
to 256 x 256 pixels.

2.4.2. Training

Models have been built to be able to classify a 3D CT according to three possible classes
(i.e., Normal, NCP and CP). For the aim of this work, Inception architectures adapted to
analyze 3D inputs have been used. Due to the adopted testing strategy, i.e., 5-fold cross-
validation, at each step, the dataset is automatically split into training (80%) and testing
(20%). Each model has been trained with 2896 CT scans—note that 80% of 4023 scans
amounts to 3218, but only 90% are used for training, whereas 10% are used for validation
(see Table 3).
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Table 3. The number of chest CT scans used for the training set, validation set and test set for patients
without lung lesions (i.e., Normal), with common pneumonia (i.e., CP) and with novel coronavirus
pneumonia (i.e., NCP). The last row reports the overall size of the dataset.

Class Total Train Val. Test
Normal 966 696 77 193
CP 1523 1093 122 308
NCP 1534 1107 123 304
Total 4023 2896 322 805

Given a scan, to fit the GPU memory, only a fixed number of the available slices (i.e., 25
and 35) has been used to represent each sample. In particular, the number of features
(observed variables) relating to each scan amounts to 1,638,400 (i.e., 256 x 256 x 25) when
taking 25 slices, whereas 2,293,760 (i.e., 256 x 256 x 35) features are required when taking
35 slices.

It should be pointed out that working with an overwhelming number of features
with respect to the available observations raises the well-known curse of dimensionality
issue, which was first introduced by Bellman [27]. In particular, as the total amount of
features increases, overfitting becomes more and more likely. To limit the overfitting, image
augmentation has been enforced.

Let us recall that image augmentation refers to techniques used to increase the amount
of images in a dataset. Basically, it applies transformations (e.g., flipping, shifting, rotating)
to existing images with the aim to create modified copies of them. In DL, image augmenta-
tion is applied with a twofold aim. In particular, it allows increasing the amount of data
used to train a deep network with the aim of preventing overfitting. Moreover, the level of
variation embedded with the new images allows building more robust models, enabling
better generalizing on unseen images.

Image augmentation can be implemented offline or online. In the former case, the
transformations are applied before the learning process starts. In the latter case, augmenta-
tion is performed at each epoch, typically injecting some randomness in the procedures
used for augmentation. As a consequence, whereas the offline approach generates a fixed
set of augmented scans, the online approach generates augmented CT scans that in principle
are different at each epoch.

The online image augmentation approach has been used in this work. Basically, at each
epoch, the CT scans have been modified by slightly rotating and shifting them. For each
CT scan, the rotation and shift factors were randomly generated and applied to all slices.

2.4.3. The Ensemble Model Classifier

As previously mentioned, the proposed approach uses an ensemble method to boost
the performance of a set of estimators. In particular, a soft-voting strategy has been applied
and assessed on ensembles of Inception-V1 and Inception-V3 models. It should be pointed
out that generally, soft voting is applied to homogeneous ensembles. For heterogeneous
ensembles, the class probabilities generated by different type of learners cannot be com-
pared directly without a careful calibration [24]. Starting from this consideration, ensemble
classifier models have been separately built on Inception-V1 and Inception-V3.

The individual models have been built tuning a single hyperparameter of the networks.
Each model has been built to be able to analyze a 3D CT scan to generate a distribution
probability according to three possible classification labels (i.e., Normal, NCP and CP) (see
Figure 7).

Then, the ensemble classifier model combines the output of each individual model
through a decision fusion layer to provide the final output (see Figure 8). In particular,
each ensemble consists of five models obtained tuning the dropout value of the last (fully
connected) layer of the networks. Dropout [28] refers to a technique to prevent overfitting
issue in neural networks. Basically, it works by ignoring a set of randomly selected neurons
during the training phase. In so doing, it forces a neural network to learn more robust
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features that are useful in conjunction with many different random subsets of the other
neurons [29]. The hyperparameter used to control the dropout is used to specify the
probability that neurons at a given layer are dropped. The five models of each ensemble
have been built setting this hyperparameter to 0.0 and ranging it from 0.3 to 0.6 with a step
size of 0.1.

0.6 Novel CoronaVirus Pneumonia

)

0.3 Common Pneumonia

Figure 7. A representation of the classification process for the build models. The model obtains in
input a CT scan and produces a distribution probability on the possible classification labels.

0.2NCP
0.7 Normal

0.1cpP

0.3 NCP
0.3 Normal

o.4cp .. 0.23 NCP
Decision

0.58 Normal

Level
Fusion 02cp

0.3 NCP

0.5 Normal

0.2CP

0.1NCP

0.8 Normal

0.1CP

Figure 8. Ensemble classifier model. The figure shows an ensemble consisting of 4 individual models.
Each model provides a distribution probability on three classes (i.e., Normal, NCP, CP). The output
of the individual models is fed to a decision fusion layer that applies a voting strategy. The outcome
is obtained averaging the predictions of all models.

3. Results

Experiments have been carried out to assess the proposed approach according to
different aspects. Specifically, they have been designed to (i) compare Inception-V1 and
Inception-V3 architectures for the problem at hand, (ii) compare the performance of indi-
vidual models with respect to ensemble models, and (iii) assess if the CT scan depth affects
the performance of the models. The performance of all built models has been evaluated
through a 5-fold cross-validation.

This section is organized as follows. First, the experimental setup is described. Then,
the measures used to assess the built models are described. Afterwards, the results for
the individual models are presented. Subsequently, the results of the ensemble models
are reported. Finally, the results are compared with those of other works presented in the
literature.

3.1. Experimental Setup

The pre-processed CLEAN-CC-CCII dataset was used to train and test the models.
According to the 5-fold cross-validation testing strategy, the dataset was split into 80% for
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training and validation and the remaining 20% for testing the models, maintaining the
original imbalance among classes. Moreover, as for the training and validation, the 80%
of the CT scans were split into 90% and 10%, respectively. According to this split ratio,
the training set consists of 2896 CT, the validation set consists of 322 CT, and the test set
consists of 805 CT (see Table 3).

The individual models have been built training the networks for 100 epochs using the
Adam optimizer (learning rate set to 10~°), ReLU activation, and with a batch size of 16.
The accuracy on the validation set was assessed at each epoch, and the model with the
highest accuracy was chosen as the best model. Then, the model was used to assess the
performance on the test set. The ensemble models were built using the best models and
then assessed on the test set.

As for the hardware equipment, experiments have been performed on an IBM Power
System AC922 equipped with 512 GB of RAM and a GPU NVIDIA V100 equipped with
16 GB of memory. The IBM Watson Machine Learning Community Edition (WML-CE 1.7.0)
was used for deployment.

3.2. Performance Measures

The performance of the build models has been analyzed according to different mea-
sures. In particular, the performance of the models has been assessed in terms of balanced
accuracy, precision, specificity, sensitivity, F1-score, Area Under the ROC Curve (AUC),
and Matthews Correlation Coefficient (MCC). In the following, the measures are briefly
recalled for a binary classification problem and subsequently generalized for a multiclass
problem.

Let D be a dataset consisting of instances belonging to two classes, say positive and
negative class. A binary classifier will assign a positive or negative label to each observation
of D. According to the classification outcome, the observations will fall into four categories:

¢ True positives (TP)—instances belonging to the positive class that have been correctly
predicted;

e  False positives (FP)—instances belonging to the negative class that have been incor-
rectly predicted;

¢ True negatives (TN)—instances belonging to the negative class that have been correctly
predicted;

e  False negatives (FN)—instances belonging to the positive class that have been incor-
rectly predicted.

Starting from the above definitions, the following performnce measures hold:

¢  Precision measures the fraction of positive instances correctly classified among all
instances classified as positive:

TP
PREC= 7pFp ®
*  Specificity refers to the true negative rate and is a measure of the ability of the classifier
to predict the negative class:
TN

TN+ FP @

*  Sensitivity (or recall R) refers to the true positive rate and is a measure of the ability of
the classifier to predict the positive class:

SPEC =

TP
SENS = Tp PN ©
*  Fl-score is the harmonic mean between precision and recall:
F1=2. PR (6)

P+R
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Accuracy typically measures the ratio between correct predictions and the total number
of observations.

A different definition is adopted here, which consists of calculating the mean between
specificity and sensitivity. This alternative measure (sometimes called balanced accu-
racy or unbiased accuracy) is more appropriate in the presence of imbalanced datasets
(note that standard accuracy on imbalanced datasets may provide overoptimistic or
overpessimistic estimations of the classifier ability to discriminate between classes. To
contrast this “bias”, one may define accuracy as the mean performed over specificity
and sesnsitivity, so that the the class imbalance is not taken into account). In symbols:

ACC — SPEC + SENS @
2
AUC denotes the Area Under the Receiver Operating Characteristic curve (ROC curve
for short). Being a plot of false positive rate (i.e., 1-specificity) against the true positive
rate (i.e., sensitivity), it is used to assess the performance of a classifier varying the
classification threshold. The AUC can provide relevant information while comparing
different learning models.
Matthews Correlation Coefficient (MCC) provides a score that is very robust against
class imbalance.
Ranging from —1 to +1, MCC outputs a high score only when the classifier obtained
good performance for both categories. In symbols:
TP-TN —FP-FN

MCC = ®)
/(TP +FP)-(TP+FN)- (TN +FP) - (TN + FN)

Although the above performance measures are natively defined for binary problems,

they can also be used to assess multiclass classifiers. A straightforward strategy to achieve
this goal is to calculate the measures by adopting a One-vs-Rest (OvR) approach. The
behavior of each class is first calculated against the remanining ones, and then, macro-
averaging is enforced on these results. There are three main averaging methods, i.e., micro,
macro and weighted averaging. The second was adopted to ensure that all classes are
deemed equally important. This choice is reasonable as long as the minority class is not
several orders of magnitude lower. Summarizing, for a multiclass classification problem
(with K class labels), macro-averaging is calculated as reported in Table 4.

Unlike the previous definitions, the Matthews Correlation Coefficient (MCC) and the

balanced accuracy are reformulated as follows:

cos— YK pr- by

with:

MCC = ©)
V- p) - (2 - KR
¢ = YK Ci number of instances correctly predicted across classes;
s = ZZK Z]K Cjj total number of instances;
pr = YK Ci; number of instances predicted as belonging to class k;
t = ZIK Cix number of instances that belong to class k.
SEN
ACC = ZHK k (10)

where SENj is the per-class k sensitivity.
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Table 4. Performance measure for multiclass classification.

Measure Definition
K
PREC
Precision PREC = % PREC) = per-class k-th precision
K
SENS
Sensitivity SENS = Li—1 SENS; SENS; = per-class k-th sensitivity
K
SPEC
Specificity SPEC = % SPECy = per-class k-th sensitivity
YR | ACCy
Balanced accuracy ACC = == —— ACCy, = per-class k-th bal. accuracy
AUC
AUC AUC = ZHCK" AUC;, = per-class k-th AUC
PREC - REC
Fl-score F1 =2 PREC - REC PREC and REC macro-averaged

3.3. Individual Models

Table 5 summarizes the overall performance of the individual models built using
Inception-V1 and Inception-V3 for a CT scan depth size of 25 and 35 slices. The table
reports the performance for three-way classification in terms of balanced accuracy, F1-
score, AUC and MCC. The corresponding normalized confusion matrices are represented
in Figure 9.

The results show that Inception-V1 outperformed Inception-V3 according to all as-
sessed measures. They also highlight a slight improvement of the overall performance
compared to a small increase in the depth of the scans. It should be pointed out that it was
not possible to run experiments with a greater increase in scan depth due to the memory
limitations of the GPU device used to run the experiments.

The confusion matrices show that the best sensitivity for the NCP class was obtained
by Inception-V1 with a depth of 25 slices (96.38%), which is slightly higher than the one
obtained by the same kind of network with a depth of 35 slices (96.18%).

Inception-vl - depth=25 Inception-v3 - depth=25

- 0.8

Mormal
Mormal

-0.6

True
NCP

True
NCP

04 -04

-02

176% 176% -0z - 319% 182%

cP
P

Normal NCP Normal NCP
Predicted Predicted

Inception-v1 - depth=35 Inception-v3 - depth=35

08 - 0.8

Normal
Normal

- 0.6 -0.6

True
NCP

True
MNCP

04 04

-0z -0.2

221% 117% 2.86% 117%

P
P

Normal NCP Normal NCP
Predicted Predicted

Figure 9. Individual models—The normalized confusion matrices obtained by the models built using
the Inception-V1 and Inception-V3 architectures for a CT scan depth of 25 and 35 slices.
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A similar behavior can be observed analyzing class-wise performances, which are
reported in Table 6 in terms of accuracy, precision, sensitivity, specificity, F1-score, AUC
and MCC. In Figure 10, class-wise ROC curves are plotted.

Table 5. Individual models—Overall performance for three-way classification models in terms of
accuracy, Fl-score, AUC, and MCC for both Inception-V1 and Inception-V3 for varying CT scan
depths of 25 and 35 slices.

Model Depth ACC F1 AUC MCC
Incention V1 25 95.48% 95.52% 0.9915 0.9149
P 35 95.67% 95.70% 0.9886 0.9397
IncentionV'3 25 93.29% 93.28% 0.9847 0.8743
neeption 35 93.89% 93.99% 0.9864 0.9012

Table 6. Individual models—Class-Wise performances for Inception-V1 and Inception-V3 using 25
and 35 slices in terms of accuracy, precision, sensitivity, specificity, F1-score, Area Under the ROC
Curve, and Matthews Correlation Coefficient.

Model Depth Label ACC PREC SENS SPEC F1 AUC MCC
Normal 95.88% 94.17% 93.58% 98.17% 93.87% 0.9893 0.9068
25 NCP 97.21% 96.76% 96.38% 98.04% 96.57% 0.9919 0.9055
. CP 96.92% 95.74% 96.49% 97.34% 96.11% 0.9933 0.9157
Inception-V1
Normal 96.27% 94.69% 94.20% 98.33% 94.45% 0.9879 0.9276
35 NCP 97.15% 96.88% 96.18% 98.12% 96.53% 0.9881 0.9603
CP 96.94% 95.62% 96.62% 97.26% 96.12% 0.9899 0.9289
Normal 94.18% 90.47% 91.41% 96.96% 90.94% 0.9855 0.8527
25 NCP 95.94% 97.26% 93.48% 98.40% 95.33% 0.9852 0.8980
. CP 94.96% 92.06% 94.99% 94.93% 93.50% 0.9835 0.8694
Inception-V3
Normal 94.44% 92.26% 91.30% 97.58% 91.78% 0.9851 0.8618
35 NCP 96.50% 97.62% 94.40% 98.60% 95.98% 0.9893 0.9366
CP 95.53% 92.37% 95.97% 95.09% 94.13% 0.9849 0.8960
Inception-v1 - depth=25 Inception-v3 - depth=25
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Figure 10. Individual models—Class-Wise ROC curves for the Inception-V1 and Inception-V3
architectures obtained for a CT scan depth of 25 and 35 slices.
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3.4. Ensemble Models

Ensemble classifier models have been built from individual models obtained by tuning
the dropout rate for the Inception-V1 and Inception-V3 networks. In particular, for each
network architecture, the previously described models built with a dropout rate set to 0.0,
another four individual models built have been added whose dropout rates range from 0.3
to 0.6 with a step size of 0.1. With the aim of assessing the impact of the scan depth with
the ensemble strategies, also, these individual models have been built for a depth size of 25
and 35 slices. In general, these additional models have shown a behavior similar to those
described in the previous sub-section. Figures 11 and 12 report the normalized confusion
matrices obtained for all models based on Inception-V1 and Inception-V3.

As for the ensemble models, the overall performances for three-way classification
in terms of accuracy, F1-score, AUC and MCC are summarized in Table 7, whereas the
normalized confusion matrices are reported in Figure 13. Experimental results show that
all performance measures are improved with respect those obtained using the monolithic
models. In line with the results obtained using the individual models, ensembles based on
Inception-V1 achieved better performance that those based on Inception-V3. Similarly, a
slight increase of the overall performance is achieved with a depth of 35 slices.

Comparing the performance of the Inception-V1 ensemble model with those obtained
with the corresponding monolithic model, the difference in terms of accuracy and F1-score
is +1.44% and +1.46% for a depth of 25 slices. Similarly, for a depth of 35 slices, the accuracy
and F1-score increased by +1.39% and +1.33%.

As for the ensemble models based on Inception-V3, the difference in terms of accuracy
and Fl-score was +1.71% and +1.72% for a depth of 25 slices and of +1.53% and +1.47 for a
depth of 35 slices.

A similar behavior can be observed analyzing the class-wise performances reported in
Table 8 and Figure 14. For instance, as for NCP-vs-rest, the sensitivity of the ensemble model
increased by +0.72 and +0.99 for the ensembles based on Inception-V1 models trained
with CT scans of 25 and 35 slices. Similarly, for ensemble models based on Inception-V3,
the sensitivity increased by +1.25 and +0.73 for a depth of 25 and 35 slices.

Table 7. Soft-voting ensemble models—Overall performance for three-way classification models in
terms of balanced accuracy, macro F1, macro AUC, and multiclass Matthews Correlation Coefficient
(MCC) for both Inception-V1 and Inception-V3 for a depth size of 25 and 35 slices.

Model Depth ACC F1 AUC MCC
Incention V1 25 96.92% 96.98% 0.9915 0.9563
cephio 35 97.06% 97.03% 0.9968 0.9567
25 95.00% 95.00% 0.9947 0.9268

Inception-V3 35 95.42% 95.46% 0.9938 0.9328
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Figure 11. Inception-V1 individual models—The normalized matrices for the individual models built
varying the dropout rate p using a CT scan depth of 25 and 35 slices.
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Figure 12. Inception-V3 individual models—The normalized matrices for the individual models built
varying the dropout rate p using a CT scan depth of 25 and 35 slices.
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Figure 13. Soft-voting ensemble models—Normalized confusion matrices obtained for the ensemble
models built using the Inception-V1 and Inception-V3 architectures for CT scans with 25 and 35 slices.
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Figure 14. ROC curves for ensemble models built using the soft-voting algorithm.
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Table 8. Soft-voting ensemble models—Class-wise performances for Inception-V1 and Inception-V3
using 25 and 35 slices in terms of balanced accuracy, precision, sensitivity, specificity, F1-score, Area
Under the ROC Curve, and Matthews Correlation Coefficient.

Model Depth Label ACC P SEN SPE F1 AUC MCC

Normal 97.08% 96.24% 95.34% 98.82% 95.79% 0.9893 0.9447

25 NCP 98.19% 98.79% 97.10% 99.28% 97.94% 0.9919 0.9672

. CP 97.93% 96.12% 98.31% 97.55% 97.20% 0.9933 0.9546
Inception-V1

Normal 97.47% 95.78% 96.27% 98.66% 96.02% 0.9970 0.9476

35 NCP 98.21% 98.73% 97.17% 99.24% 97.94% 0.9972 0.9672

cp 97.78% 96.53% 97.72% 97.83% 97.12% 0.9961 0.9533

Normal 95.68% 93.00% 93.58% 97.78% 93.29% 0.9942 0.9116

25 NCP 96.85% 98.23% 94.73% 98.96% 96.45% 0.9956 0.9439

. CP 96.35% 93.76% 96.68% 96.02% 95.20% 0.9942 0.9218
Inception-V3

Normal 96.07% 94.09% 94.00% 98.14% 94.04% 0.9921 0.9216

35 NCP 97.08% 98.37% 95.13% 99.04% 96.72% 0.9961 0.9482

cp 96.66% 94.02% 97.14% 96.18% 95.55% 0.9931 0.9276

3.5. Comparison with Other Works

The results have also been compared with those published in two related works
found in the literature. The comparison highlighted that both the proposed individual and
ensemble classifier models showed better performance. In particular, our results were first
compared with those achieved by the classifier model proposed in the work that released
the original CC-CCII dataset [14]. In this work, a two-stage classifier model was proposed
and experimented. The first stage was aimed at segmenting CT slices using DeepLabv3 [30].
Then, the segmentation results of the slices in each CT scan were stacked to form a volume.
The second stage analyzes these volumes to perform a classification using a 3D ResNet [31]
network. For three-way classification, this model achieved an accuracy of 92.49% and
an AUC of 98.13%. As for NCP-vs-rest, the system achieved an accuracy of 92.49%, a
sensitivity of 94.93%, a specificity of 91.13%, and an AUC of 97.97%.

The performances of the proposed models have also been compared with the models
tested in the work that released the CLEAN-CC-CCII dataset [26]. In this work, the authors
benchmarked and compared the performance of a series of state-of-the-art 2D and 3D
CNN s according to different depth sizes. In the former case, DenseNet2d, ResNet2d, and
ResNeXt2d were used for the experiments, whereas in the latter case, R2Plus1D, MC3,
DenseNet3D, PreAct ResNet3D, ResNeXt3D, and ResNet3D were used for the experiments.
The best performance was obtained with DenseNet3D121, which achieved an accuracy of
88.63%, an F1-score of 88.14%, and an AUC of 94.00%. In addition, ResNet3D34 allowed
obtaining good results, with an accuracy of 87.83%, an F1-score of 86.04%, and an AUC of
95.90%.

Table 9 reports the best performance of the proposed approach with the best perfor-
mance achieved with the aforementioned works.

Table 9. Performance comparison. This table compares the best performance achieved with the
proposed approach and those implemented by Zhang et al. [14] and He et al. [26] for NCP versus the
rest. The table reports the performance in terms of accuracy, precision, sensitivity, specificity, F1-score
and Area Under the ROC Curve.

Method ACC P SEN SPE F1 AUC
proposed 98.21% 98.73% 97.17% 99.24% 97.94% 0.9972
Zhang et al. [14] 92.49% 92.20% 94.93% 91.13% 93.55% 0.9797

He et al. [26] 88.63% 90.28% 86.09% 94.35% 88.14% 0.9400
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4. Discussion

The results reported in the previous section show the ability of the Inception-based
classifiers to deal with the problem at hand. Both Inception-V1 and Inception-V3 architec-
tures achieved good performance. Moreover, the soft-voting ensemble strategy made it
possible to obtain an improvement of the overall performance.

The best performance has been achieved by using the soft-voting strategy with an
ensemble of Inception-V1 models and a CT depth of 35 slices. As for this configuration, the
ensemble classifier model operating on the three-way classification task discussed above
achieved an accuracy of 97.06%, which was an improvement of about 1.40% with respect to
the performance of the related monolithic model. Similarly, for the NCP-vs-rest task, the
ensemble model achieved a sensitivity of 97.17%, showing an increase of about 1% with
respect to the monolithic model.

The results also highlighted a slight improvement of the overall performance compared
with a small increase of the scan depth. Experiments have been performed on two CT scan
depths according to the memory constraint of the GPU device. As experiments have been
carried out on a NVIDIA V100 equipped with 16 GB of memory, it is plausible to assume
that further performance improvement might be obtained increasing the CT scan depth
with devices equipped with more memory.

A comparison with other related works found in the literature show the effectiveness
of the proposed approach. Taking into account the study presented in [32], we did not
present results on different datasets. This study was aimed at assessing the generalization
ability of the models designed to detect COVID-19 infections. Experiments show that all
analyzed models have a poor generalization ability. We observed a performance close
to random guessing when evaluating the model on a dataset never seen before. In the
study, it is assumed that the negative performance is related to various factors, such as the
patient demographics, pre-existing clinical conditions, and differences in image acquisition
or reconstruction.

Further issues related to these datasets are also due to the fact that they have been
released in a non-standardized way. In fact, the majority of these datasets have been
pre-processed according to specific needs and then released using a not standard format
for these medical images. Often, the way these CT scans were processed is not clearly
declared. Therefore, it is very difficult or impossible to process these datasets to meet
specific constraints required by a given classifier model. This problem could be resolved
releasing the datasets using a standard format for these type of images such as the DICOM
(Digital Imaging and COmmunications in Medicine) format. In fact, DICOM files can be
easily processed to visualize the images according specific parameters such as the window
width and the window center, allowing uniform CT scans according to identical parameters.
Moreover, a DICOM file does not contain only the image data. It also contains a header that
stores additional information related to the patient and to the CT scan. This information
could be used to filter out instances deemed not suitable for the test in hand.

5. Conclusions

In this work, a method based on ensemble classifier models to detect patients with
lungs infections due to COVID-19 has been proposed. The method analyzes CT scans with
3D CNNi s to classify patients according to three classes. In particular, the system is able
to classify CT scans as related to patients without pneumonia infections, patients affected
by COVID-19, and patients affected by other common pneumonia. Experimental results
for the individual models showed better performance using the Inception-V1 architecture.
Moreover, the ensemble classifier models were able to improve the performance regardless
of the adopted architecture. The best results were obtained by means of the soft-voting
strategy applied to an ensemble based on the Inception-V1 architecture.
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