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ABSTRACT Nestled at the confluence of nature grandeur and human civilization, beaches command an
influential presence that resonates throughout the environment, society, and culture. However, climate
change and pollution overhang the beach health and need to be properly dealt with. Proactive measures
involve education, responsible waste management, sustainable infrastructure, and environmental regulations,
while reactive ones focus on immediate response and cleanup efforts. Nevertheless, continuous monitoring
and cleaning are challenging due to various factors such as beach characteristics, hidden waste, weather
conditions and, consequently, high costs. To overcome such challenges, this paper proposes an autonomous
system for beach cleaning adopting an Intelligent Hierarchical Cyber-Physical System (IHCPS) approach
and Information and Communication Technologies. The proposed beach waste management (BeWastMan)
solution integrates an Unmanned Aerial Vehicle for the beach aerial surveillance and monitoring, a ground
station for data processing, and an Unmanned Ground Vehicle to collect and sort waste autonomously. The
research findings contribute to the development of innovative and fully automated approaches in beach waste
management, and demonstrate the feasibility and effectiveness of the BeWastMan THCPS by a real case
study, developed in the frame of the BIOBLU project.

INDEX TERMS Intelligent cyber-physical systems, multi-robot systems, unmanned aerial vehicles,
computer vision, unmanned ground vehicles, beach waste management.

I. INTRODUCTION value. They support the tourism and hospitality industry,

Coastal regions and their associated beaches hold immense
significance for our life, due to their ecological, social,
economic, and cultural impact. They provide habitats for
diverse species, contribute to biodiversity, and act as natural
buffers against coastal erosion. Beaches are popular tourist
destinations, offering recreational opportunities and cultural
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creating jobs and stimulating the economy. Beaches also play
arole in fishing, aquaculture, and carbon sequestration, while
filtering water and maintaining water quality. Understanding
and preserving the importance of beaches is essential for
the sustainable coastal management and the community and
environment well-being.

Beaches can become polluted due to marine debris,
coastal runoff carrying pollutants from urban and agricultural
areas, sewage and wastewater discharge, oil spills, improper
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waste disposal, recreational activities, and shipping/boating
activities. These sources contribute to the contamination
of beaches and can harm marine ecosystems. Recently,
the Legambiente Beach Litter 2023 survey,! monitored
38 beaches in 15 Italian regions, reporting on average
961 litter items (72.5% plastic) per 100 mt of coastline.

It is crucial to address these sources of pollution through
improved waste management, proper sewage treatment, and
public awareness to preserve the cleanliness and ecological
integrity of beaches. Given the current levels of pollution of
our seas and beaches, the mitigation of the effects caused by
human-generated debris (mainly plastic) has now become a
critical and urgent issue to be addressed.

To keep beaches clean is often among the hardest to
achieve goals for local governments, municipalities, and
volunteers [1], [2]. Proactive and reactive solutions are
vital to such a purpose. Proactive measures include raising
awareness through education, promoting responsible waste
management, implementing sustainable infrastructure, and
enforcing environmental regulations, to reduce pollution
sources, prevent beach pollution and preserve the pristine
condition of coastal environments. In addition to proactive
measures, reactive solutions focus on immediate response
and cleanup efforts. This involves organizing beach cleaning
initiatives, establishing waste collection and sorting systems,
developing contingency plans for accidental spills, and
implementing regular monitoring and surveillance programs.
By swiftly removing litter, debris, and other pollutants from
beaches and effectively managing cleanup operations, the
impact of pollution can be minimized, ensuring cleaner
and healthier beach ecosystems. Combining proactive and
reactive strategies provides a comprehensive approach to
combat beach pollution, promoting the well-being of coastal
environments and preserving their beauty and ecological
integrity.

Focusing on reactive solutions, continuously monitoring
and cleaning beaches is very challenging due to several issues
such as i) the landform, with sandy, rocky, or even mixed
beaches; ii) the flatness or steepness of the ground (which
makes them hard to reach); iii) the type of waste, e.g. liquid,
toxic or dangerous; iv) the presence of people, animals or
obstacles (e.g., boats, large rocks, etc.); v) (partly or fully)
hidden or buried waste; vi) weather conditions (e.g. tides,
rain, snow, wind), to name a few.

Information and communication technologies (ICT) can
support beach waste management. More specifically, Cyber-
Physical Systems (CPS), leveraging on technologies such
as [oT, Edge-Fog-Cloud computing, Big Data management
and artificial intelligence (AI), may play a key role in
making beaches more interconnected and intelligent by
their cyber counterpart able to live monitor and manage
the beach. CPS such as Unmanned Aerial Vehicles (UAV)
and Unmanned Ground Vehicles (UGV) equipped with

1 https://www.legambiente.it/rapporti-e-osservatori/rapporti-in-
evidenza/indagine-beach-litter/

134422

high-resolution cameras and GPU, ensure real-time video
streaming and processing, allowing small areas (e.g. beaches)
to be monitored, quickly detecting waste items and geolocal-
izing them into waste maps.

On such premises, this paper proposes an autonomous
system for beach waste management (BeWastMan), adopting
an Intelligent Hierarchical Cyber-Physical System (IHCPS)
approach. The BeWastMan IHCPS is therefore a CPS
composed of three CPS: a UAV for beach monitoring,
a Ground Station (GS) for data management and processing,
and a UGV for waste collection and sorting, able to
autonomously manage themselves and interact with each
other through Al-based/intelligent algorithms. The UAV
captures high-resolution videos and sensor data, probing the
physical system (i.e. the beach). Such a data stream is thus
processed by the GS to detect and locate beach waste items,
implementing the IHCPS cyber system. The UGV is then
deployed to collect and sort the waste items detected by
the GS in a geolocalized map, closing the IHCPS loop by
ensuring a minimally invasive and environmentally friendly
approach.

Thereby, the main contributions of this work are:

1) Fully autonomous system - BeWastMan introduces a
completely autonomous system, founded on cutting-edge
autonomous technologies - namely, the UAV, GS, and
UGV - designed for the automated management of
beach waste. This system functions as an Intelligent
Hierarchical Cyber-Physical System (IHCPS). Within
this framework, the UAV is responsible for conducting
aerial surveillance and monitoring, the GS operates
as a central hub for data processing and decision-
making, and the UGV independently traverses the beach
environment to collect waste materials.

2) Hierarchical CPS methodology - Embracing the IHCPS
methodology offers a methodical framework for the
management of beach waste, guaranteeing the repli-
cability of the BeWastMan solution across various
contexts and domains.

3) Edge-to-Cloud computing continuum - The proposed
approach harnesses the potential of an edge-to-Cloud
computing continuum. This methodology empowers
both real-time and time-sensitive applications by pro-
cessing data at the edge, such as on the UAV for
enhancing inspections through speed adjustments or
on the UGV for addressing obstacles or emergencies.
Concurrently, it enables the storage and processing
of historical data in the Cloud, a feature beneficial
for activities like ongoing training of diverse beach
sediment models. This dual-pronged approach not only
fine-tunes system performance but also enhances its
scalability.

4) Resilience and adaptability - To ensure comprehensive
and efficient waste collection across a diverse range
of scenarios and beach environments, all components
within the BeWastMan solution prioritize resilience
and adaptability. The UAV employs an adaptive video
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capture process, dynamically adjusting its speed in
response to prevailing environmental conditions and
detected items. Meanwhile, the GS leverages continuous
video streaming instead of video frame samples to sig-
nificantly improve the precision of waste detection and
geolocalization. Similarly, the UGV conducts thorough
searches for detected items within target areas rather
than fixed points, and it seamlessly collaborates with the
GS when recognized items cannot be collected.

5) Suitability to different beaches - The BeWastMan design
takes into account diverse beach typologies, encom-
passing sandy, rocky, and mixed beaches. The pro-
posed architecture and technologies exhibit adaptability,
enabling deployment across a wide spectrum of beach
environments, ensuring effective waste management
across various coastal regions.

6) Minimally invasive nature - The proposed BeWastMan
solution emphasizes a minimally invasive approach
through the aerial survey mission performed by the
UAV and the precise pick-and-place operations executed
by the UGV. This approach is intentionally designed
to minimize the environmental footprint of the waste
management process on the beach. Through robotic
mechanisms and other non-disruptive techniques, the
system endeavors to ensure a gentle cleaning process
and to preserve the natural integrity of the beach.

7) Real-world case study validation - This paper encom-
passes the implementation and validation of the
BeWastMan architecture in a case study derived from
the BIOBLU project. This comprehensive assessment
serves to validate the feasibility, functionality, and
performance of the BeWastMan IHCPS in a real-world
scenario, offering tangible evidence of its practical
applicability and effectiveness.

These contributions collectively enhance the understand-
ing and advancement of autonomous beach waste manage-
ment, providing valuable insights and effective solutions for
maintaining cleaner and healthier coastal environments.

Details are provided in the remainder, structured as
follows. Section II describes the problem and provides
an overview on the related works. Section III introduces
the proposed solution and the BeWastMan IHCPS. Then,
the UAV, the GS, and the UGV design are detailed in
Sections 1V, V, and VI, respectively. The BIOBLU project
case study, implementing the BeWastMan IHCPS, is detailed
in Section VII, while the results obtained by the experiments
on the BIOBLU case study are reported and discussed in
Section VIII. Section IX closes this paper with some remarks
and discussion.

Il. PRELIMINARY CONCEPTS

A. PROBLEM DESCRIPTION

In operational terms, beach cleaning is a multifaceted
undertaking, involving a series of tasks, as illustrated in
FIGURE 1 and described below:
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FIGURE 1. Beach waste management process.

T.1 inspection - the beach is monitored to discover waste
items;

T.2 detection - waste items are detected and investigated to
identify their geometric properties and features (size,
height, length, volume, weight) useful for collection;

T.3 geolocalization - once detected, the waste items are
geolocalized, whether or not it is possible or easy to
collect them (e.g., too big/heavy or in not easy to access
areas);

T.4 material recognition - detected waste material is recog-
nized and classified for sorting;

T.5 collection - waste items are collected if the system is
able to perform the collection, otherwise, a further waste
collection process has to be enforced;

T.6 sorting - once detected, collected, and properly classi-
fied, waste sorting is performed by placing the items in
the proper bins based on their materials;

T.7 transfer - collected and sorted waste is transferred to the
recycling station;

T.8 recycling and disposal - once reached the recycling and
disposal station, waste containers are emptied.

On a regular basis, beach cleaning prevents waste accumu-
lation as discussed in [3] and [4], proposing beach clean-up
programs and waste management strategies. However, cur-
rently this process is mainly implemented manually [5],
with high costs impacting on regularity. Its automation may
be a significant improvement to such a purpose, although
challenging. Main issues and challenges to be dealt with in
beach waste management automation are:

C.1 inaccessibility - namely the limited access to some areas;

C.2 dynamic environment - the beach environment may
change suddenly (due to e.g. the weather, tides, wind,
light);

C.3 beach sediments - which can differ, such as sand, gravel,
shingle, pebbles, rocks, and cliffs;

C.4 eco-friendliness - minimizing the impact of waste
management on the beach environment and ecosystem;

C.5 completeness and accuracy - most of (hopefully all) the
beach waste objects should be detected, geolocalized
and then (if possible) collected, sorted and further
managed.
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B. RELATED WORK

To automate the beach waste management process is an open
problem, partially addressed in some recent works discussed
in the following, but never, to the best of our knowledge,
considered and tackled as a whole. Some of the reviewed
works implement multiple beach waste management tasks,
which makes it difficult to sharply categorizing them in only
one task.

1) INSPECTION

Several works in the literature aim at automating beach
inspection, usually by exploiting UAV. Drones have been
adopted for different maritime application domains, mainly
in the context of people safety to search and rescue
castaways. Some works involving UAV in municipal solid
waste management are reviewed in [6], mainly dealing with
landfill-related issues, such as gas emission monitoring and
waste volume estimation.

Authors in [7] discuss on the potential of using UAV
for beach waste inspection. The findings support the
incorporation of UAV into routine beach waste monitoring
programs, offering a cost-effective and accessible sampling
method by overcoming, at the same time, the limitations of
labor-intensive visual surveys to quantify and characterize
beached waste. The comparison with visual census demon-
strates that the UAV-based quantification is three times faster.

In [8], a DJI Phantom 4 PRO quadcopter equipped with
a 20 MP camera is used for marine waste detection and
recognition. Binary image segmentation is proposed to detect
the waste on the beach from RGB channels spectral profiles,
providing high geolocalization accuracy. Similarly, a DJI
Phantom 3 quadcopter equipped with a 12 MP camera
is exploited in [9] for waste detection and multi-class
recognition based on machine learning. A DJI Phantom 4
quadcopter equipped with a 12.4 MP camera is used in [10]
for environment mapping and waste detection through CNN.
In [11], two quadcopters, namely a DJI Inspire 2 and a
Phantom 4 PRO, equipped with 20.8 MP and 20 MP cameras,
respectively, have been used in different scenarios for aerial
image acquisition. A commercial software has been used
for mission planning at different flight altitudes and for the
environment mapping, enhanced with RTK GPS and ground
control points. Beach litter detection is obtained through
object segmentation.

Related work mainly identify UAV as the most effective
solution for beach inspection, nowadays a de-facto standard
in such applications. Existing UAV technologies and devices
are usually well-equipped and customizable providing ready
made solution for beach inspection.

2) WASTE DETECTION, GEOLOCALIZATION, AND
RECOGNITION

The problem of waste detection and recognition-classification
represents a major challenge [12] in beach waste manage-
ment. As a consequence to the adoption of drones to beach

134424

inspection, the mainstream approach for waste detection,
geolocalization and classification is based on images, videos
and their processing. Computer vision and machine learning
have been thus applied, as in [13] where a vision-based
robotic prototype for the classification and collection of
construction waste is addressed by using R-CNN (Region-
Based Convolutional Neural Network) and Mask R-CNN
models.

The solution implemented in [14] proposes litter detection
from low-altitude UAV imagery acquired by a calibrated
onboard camera, adopting a YOLO-based architecture. Simi-
larly, in [15] an end-to-end semantic segmentation algorithm
based on the U-Net architecture is implemented to detect and
recognize three types of plastic (OPS, Nylon and PET) in
rivers and lakes by using high-resolution orthophotos from
a UAV.

In [16] a beach waste detection and monitoring based on
aerial images and Convolutional Encoder-Decoder model is
proposed. The authors used orthophotos and a pre-trained
neural network algorithm for waste detection by removing the
fully connected layer for semantic segmentation. This model
demonstrates excellent performance in detecting irregularly
shaped waste, such as Styrofoam, and targets with diverse
colors.

These computer vision and ML-based approaches offer
promising solutions to address the problem of waste detection
and classification in an efficient way. It is still a challenge,
however, to integrate these solutions with physical waste
collection systems to achieve a completely automated and
reliable solution.

3) WASTE COLLECTION, SORTING, TRANSFER,
AND DISPOSAL
The most widely used approach for waste collection in
sandy beaches consists in sifting the sand through a sieving
system composed of a set of meshes connected to a vibrating
system. Such a system is usually mounted on human-
driven tractors [17], [18] where the operator usually follows
predetermined paths to cover the area of interest. All the
solutions proposed in [19], [20], [21], [22], and [23] share
the same sieving-based sand cleaning method with remotely
controlled vehicles. The use of unmanned vehicles allows
the design of small-sized solutions, which are suitable for
areas with numerous obstacles and limited maneuvering
space as is the case of crowded beaches, while the operator
remotely drives the vehicle by continuously maintaining a
visual feedback of it. This makes the beach cleaning process
safe but also strictly bound to human intervention.
Autonomous robotic solutions [24], [25] use GPS receivers
for localization and range sensors to avoid obstacles, mainly
implementing blind techniques, i.e. without preliminary
inspection. The autonomous beach cleaning process relies on
the coverage path planning of the area of interest [26], while
sieving the sand. At the end of the collection process, the
ground vehicle reaches a recycling station where the collected
waste is disposed. The main limitation of such an approach is
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its inefficiency, in terms of both duration and, hence, power
consumption of the cleaning operation.

Other important limitations of all sieving-based solutions
are: i) they cannot be employed on rocky, shingle or pebble
beaches, and ii) invasiveness, as they imply the alteration of
soil shape and composition (including natural elements such
as marine life, shells, seaweed, small plants, insects, etc.),
regardless of the presence of beached waste. To the best of our
knowledge, no autonomous solutions deal with other types
of beaches (apart sandy ones) and implement beach waste
sorting.

4) AUTOMATIC WASTE MANAGEMENT APPROACHES

An effective approach in waste management automation
is to combine computation, communication, and control
with physical processes by the integration of the cyber and
physical worlds into Cyber-Physical Systems (CPS) [27].
These are often referred to as intelligent CPS, thanks to the
adoption of Al-based algorithms [28].

Different works demonstrated the CPS effectiveness in
urban waste management applications [29]. In [30], an IoT
(Internet of Things) and Cloud-based CPS for efficient solid
waste management in a smart city scenario is implemented
by developing a route optimization technique using smart
dustbins and real-time road traffic information. In [31] a
CPS solution for wastewater collection and treatment within
buildings has been implemented. In the beach context, [32]
proposes an autonomous maritime eco-CPS equipped with a
computer vision system for pollution detection in the coastal
and marine environment.

Although these CPS-based technologies are widely used
in many areas, the automation of beach waste management is
still a big challenge. The CPS approach may be promising
in such context, framing the solution into the interaction
between two or more CPS. Adopting UAV for inspection
and robots for detection, collection and sorting is poorly
investigated and poses a challenge in this research area [33].

Ill. THE PROPOSED SOLUTION

The main goal of this work is to develop an automatic system
to monitor and keep clean beaches, automating the workflow
shown in FIGURE 1 while addressing the challenges listed in
Section II-A.

To address challenge C.1 concerning obstacles that
may limit access to parts of the beach, the aerial view,
as demonstrated by the related work, is the best way to
detect and locate waste. This implies to i) split detection
and collection/sorting activities into two separate sequential
steps; ii) introduce further inspection and geolocalization
steps to enable (offline) collection and sorting; and iii) adopt
drones for the aerial image-video capture. Computer vision
algorithms then process images and videos collected by
the drones to detect, locate and classify the waste, gen-
erating a geolocalized waste map. Based on such a map,
an autonomous UGV collects and sorts the waste from the
beach.
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FIGURE 2. Beach waste management IHCPS reference architecture: the
BeWastMan framework.

To cope with challenge C.2, i.e. the continually changing
nature of the considered environment, a dynamic and
self-adapting solution is required. From a methodological
perspective, this solution can be framed into a cyber-physical
system (CPS) probing the physical system, namely the beach,
with the drone, feeding a cyber system to detect and localize
waste into a map then provided to the ground robot to enforce
on the physical system-beach waste collection, sorting, and
transfer actions, thus closing the CPS feedback loop in a
timely manner, while allowing prompt adaptation to changes
of the environment conditions.

Adopting the CPS approach, the BeWastMan solution
framework is identified, grouping the waste management
tasks into 3 stages: i) inspection; ii) detection and geolocaliza-
tion; and iii) material recognition, collection, sorting, transfer,
recycling and disposal. Thereby, as shown in FIGURE 2, the
physical system to be monitored and controlled is the beach,
the cyber system is essentially deployed in the GS, processing
the information coming from the UAYV, i.e. the geotagged
video stream, which acts as a physical-to-cyber (P2C) or
sensing system. The obtained results are forwarded to the
UGV to enforce on the physical system the beach cleaning
policy, acting as a cyber-to-physical (C2P) or actuation
system. The main benefit of a hierarchical CPS, as also
argued in [34], lies in its capacity to offer a greater degree of
flexibility compared to a flat solution. Within the BeWastMan
IHCPS framework, the UAV, GS, and UGV operate as
autonomous entities, capable of independently, dynami-
cally, and swiftly addressing challenges and issues. The
higher-level CPS serves to coordinate and orchestrate their
activities.

More specifically, the UAV system flies over the beach to
perform inspection, autonomously managing the mission by
tuning the speed when waste items are detected through a
waste detection model deployed onboard. To such a purpose,
multiple frames and videos, instead of single images, are
exploited, thus improving the detection accuracy of challenge
C.5. Furthermore, different models have to be trained to deal
with different beach sediments and conditions (e.g. light,
weather) to tackle challenge C.3.

The UAV system interacts with the GS which plans and
coordinates the mission and supports all the other compo-
nents with computing (storage, networking and processing)
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and energy resources and facilities. The GS is also tasked at
processing the UAV data streams, detecting and geolocalizing
beach waste items from redundant videos to improve the
overall precision (C.5).

It thus triggers the UGV that autonomously reaches the
geolocalized points to collect the detected waste items by
means of a robotic arm equipped with a gripper (working
on any beach sediment for challenge C.3, while reducing the
impact on the environment for C.4) and sort it in its onboard
bins. Once waste collection and sorting is completed, the
UGV first reaches the recycling station to dump the onboard
bins and eventually parks in the GS charging station.

Thereby, all such components are CPS, since they con-
tinuously probe their own physical system, elaborate the
obtained input, and consequently actuate on the former to
manage the overall system, thus enabling a further layer
of self-adaptation to address changes and fluctuations of
C.2. As a consequence, overall the BeWastMan system is
a hierarchical CPS (HCPS), i.e., a CPS composed of CPS
interacting with each other autonomously for the beach
waste management mission. Furthermore, adopting artificial
intelligence techniques for processing the sensed input (e.g.
video stream, telemetry, energy, weather and environment
parameters), it is an intelligent HCPS (IHCPS).

Enforcing the principles of separation of concerns and
modularity, each individual low-level CPS component of the
BeWastMan IHCPS (i.e. UAV, GS, and UGV) is responsible
for carrying out its own specific sub-mission within the
overall BeWastMan mission. These sub-missions should be
implemented mostly independently, with minimal or no
interaction with the other CPS, to avoid jeopardizing the
overall mission in the event of any failures. To such a purpose,
it is possible to abstract and generalizes the main goals
and (sub-)tasks of the UAV, GS and UGV CPS within the
BeWastMan IHCPS into the management of:

ST.1 mission - planning, coordinating, and implementing the
specific CPS sub-mission;

ST.2 safety and security - planning and enforcing policies to
ensure the specific CPS safety and security;

ST.3 energy - planning and enforcing policies to optimize the
specific CPS energy management.

IV. THE UAV P2C SYSTEM

A. MISSION: INSPECTION

The UAV is tasked to fly over a specific area of a target
beach of the BeWastMan mission, capturing georeferenced
images and/or videos through its camera, acting as a CPS [35]
to improve the inspection/video capturing quality. Captured
images are indeed pre-processed onboard (edge computing)
the UAV to detect waste online, in a timely manner, through
machine learning-based computer vision algorithms. If a
potential waste object is detected, the UAV autonomously
modulates its speed to capture more detailed images/videos
to improve the detection and geolocalization steps performed
by the GS.
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The waste detection performed onboard the UAV, which
is a resource constrained device, has to provide results in a
timely manner to allow slowing down the drone while the
object is still in the field of view, speeding up otherwise.
To such a purpose, a fast waste detection has to be performed
on the UAV based on low-res videos and lightweight models,
while the actual waste item detection and geolocalization is
then performed offline by the GS, as detailed in Section V.

Specifically, the workflow of the BeWastMan UAV
sub-mission starts with the i) drone initialization, checking
the charge of the batteries and all useful components for
the flight; then performs the ii) mission planning, using the
drone route planning and scheduling software; and finally
implements the iii) beach inspection mission, where the drone
takes off, reaches the area of interest of the beach and captures
aerial images/videos on the planned route, live processed by
the drone to improve the overall inspection mission by speed
tuning as discussed above.

B. PHYSICAL

Both fixed-wing and multi-rotor UAV are suitable for the
beach waste management. However, the latter, thanks to their
easier speed control, better fit with the speed tuning maneuver
required by the BeWastMan mission. Moreover, multi-rotors
are usually preferred with high-speed wind [9].

A BeWastMan UAV has to be equipped with processing
facilities (a companion computer), for both video capturing,
local processing and transmission to the GS and its high-
level sub-mission management. Another crucial hardware
component is the flight control unit (FCU), which is
a microcontroller-based low-level autopilot in charge of
drone initialization, stabilizing the drone during the flight
and translating the high-level commands provided by the
companion computer into either propeller speeds for multi-
rotors, or surface control actuators and motor speed for fixed-
wing vehicles.

For interacting with the GS a proper communication device
is needed. Based on the distance to be covered and the
required bandwidth, Wi-Fi and/or radio communications can
be adopted. The minimal hardware equipment for a UAV
also includes power supply management, namely batteries
and DC-DC converters. Solar panels could be used as an
autonomous power source for fixed-wing vehicles, useful in
long-endurance missions. The type, size and placement of
solar panels may depend on the power requirements of the
fixed-wing drone and on its structure. Finally, an RC receiver
for the remote control of the UAV must be included, as a
backup for safety reasons.

C. P2C

Besides the main hardware components described in the
previous Section, the BeWastMan UAV must be able to
capture high-resolution geotagged images, operating under
harsh conditions (e.g., humidity, sand, and wind). Specif-
ically, the BeWastMan UAV should be equipped with:
1) inertial sensors, i.e., a combination of accelerometers,
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gyroscopes, and magnetometers that acquire information
about the UAV orientation, speed, and acceleration, crucial
for low-level stabilization (particularly critical in windy
conditions), navigation and control; ii) a GPS receiver
required for navigation and control, particularly crucial for
the BeWastMan inspection mission to reach specific areas of
the beach and to geotag the acquired images; iii) barometers,
to probe the atmospheric pressure, a parameter used in the
UAV altitude assessment; iv) ultrasonic sensors, estimating
the distance to the ground or other obstacles to maintain a
stable hover and avoid collisions.

Other specific sensing devices suitable for a BeWastMan
UAV are the multispectral/hyperspectral imaging sensor as
well as a high-resolution RGB camera to capture and save
multiple spectral/detailed images of the beach or a specific
waste item and to identify and monitor changes in the
landscape, the beach ecosystem composition and health.
Gimbal stabilizer can be adopted to stabilize the cameras for
high-quality stable images.

D. CYBER

The UAV cyber system plays a key role in BeWastMan,
supporting the inspection (sub-)mission (through waste
detection) while enforcing stabilization, to ensure proper
UAV operation, and communicating with the GS for further
data processing. Furthermore, mechanisms for enhancing
drone energy resource management, security, and safety are
provided. More specifically, the BeWastMan UAV cyber
system can be implemented as a dashboard including
different software modules, i.e. the tools to manage and
visualize the drone functionalities (cameras, telemetry data,
energy, processing and storage facilities).

The main module is the mission and flyover management,
which must be programmed in advance with the flight route
and related parameters to let the drone performs all the
planned activities. It also ensures the safety and reliability
of the UAV by taking care of in-flight stabilization and
emergency systems.

The energy module provides facilities for the management
and optimization of energy resources to maximize the flight
autonomy. This involves the design of energy-efficient flight
paths to reduce power consumption.

These modules are usually provided by the UAV manufac-
turer, allowing some customization to meet the BeWastMan
mission requirements. Customization could include modify-
ing the software features to meet specific mission needs, such
as adding or removing sensors or cameras to/from the UAV
to capture images or video of specific areas of the beach or to
focus on specific details. For example, if the mission requires
capturing a portion of the beach in details, the software could
be customized to integrate a camera with wider field of view
and/or zoom and image processing pipeline.

To such a purpose, indeed, an onboard waste detection
module is specifically conceived by the BeWastMan frame-
work for improving captured data (video and telemetry)
quality to be delivered to the GS. As discussed above, such a
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module performs live waste detection, in an edge computing
fashion, to control the drone flight by adapting its speed when
a waste object is detected and the quality of the image is
low, eventually allowing zooming into the image. An adaptive
speed-tuning algorithm can also allow to reduce the UAV
inspection mission time, slowing down when waste items are
detected, speeding up otherwise.

Thereby, the detection module is interacting with the
mission and energy modules, sending them commands for
controlling the flight, enforced if the battery level is enough
to perform the mission. More specifically, at this stage,
considering the (energy, processing) resource-constrained
UAV and the need to accomplish the mission within strict
time/energy bounds, a low-resolution video stream with a
reduced number of frames per second (fps) is processed
by the UAV detection algorithm. This approach allows for
faster processing and reduces the computational burden on
the limited resources of the UAV allowing to meet the time
constraints and successfully perform waste detection tasks.

To optimize energy management, flight data could be
directly saved into the internal memory of the UAV, properly
equipped with a built-in data storage system, such as an
on-board memory card or hard drive, which automatically
records flight data during, e.g., the return-to-home (RTH)
process. This can save the energy to transmit flight data to the
GS in real-time, sending only required data in batches when
convenient (e.g. using wireless connectivity such as Wi-Fi in
proximity to the GS).

E. C2P

As discussed above, in BeWastMan, the UAV could
autonomously act on the mission by enforcing a speed-tuning
maneuver in the case of waste detection. Thereby, a more
detailed video and image acquisition can be obtained by
simultaneously acting on the UAV motors, slowing down
when detecting waste while speeding up otherwise, and
camera, zooming-in/out accordingly.

The UAV actuation can also be exploited to improve
the energy management of the UAV itself. A return-to-
home policy allows the drone to automatically return to the
take-off point in the event of low battery levels and low
RC transmitter signal strength. Besides energy management,
RTH procedures ensure both safety and security of the UAV.
This capability can be especially valuable for missions that
require prolonged flights, such as environmental monitoring
applications.

V. THE GROUND STATION CYBER SYSTEM

A. MISSION: PLANNING, COORDINATION, DETECTION
AND GEOLOCALIZATION

The GS is the brain of the BeWastMan system, planning and
coordinating the beach cleaning mission. It hosts the main
(computing and energy) resources and facilities to gather
information from the UAV system, process it to detect and
identify the properties of beach waste (e.g. size, location), and
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FIGURE 3. The BeWastMan ground station architecture.

provide a geolocalized waste map to the UGV robot for waste
collection. It implements the cyber part of the BeWastMan
IHCPS, mainly focusing on processing activities. To properly
support and interact with the UAV and the UGV systems,
the GS has to operate in proximity to the beach. As a
consequence, a vehicle able to move the GS facilities, as well
as all other BeWastMan system equipment, i.e. the aerial and
the ground vehicles, is required.

Once the GS reaches a place nearby the beach, its focus
is mainly on planning, coordinating and supporting the
BeWastMan cleaning mission, including UAV and UGV
tasks, with a system providing all required facilities, as shown
in FIGURE 3. To reduce the risk of failures and optimize the
overall resource management, the GS probes and monitors
the beach area (e.g. light, weather conditions, waves, tides)
and its unmanned vehicles (e.g. position, charge) to avoid,
prevent and mitigate potential issues. In the case of issues,
it could enforce specific policies adapting the BeWastMan
system configuration. Therefore, all the GS components
and modules can be framed into the CPS framework,
implementing the tasks: i) supporting BeWastMan mission
planning and coordination, ii) implementing beach waste
item detection and geolocalization, ii) ensuring safety and
security, and iv) managing energy of the GS vehicle and the
BeWastMan equipment (including the drone and the UGV
when stored in, at rest).

B. PHYSICAL

From the physical viewpoint, the main facilities provided by
the GS to properly implement the aforementioned tasks can
be grouped into the categories detailed below.

1) COMPUTING

The GS computing facilities include storage, processing and
networking facilities and solutions to support the UAV data
elaboration and the UGV mission acting as the BeWastMan
cyber system. To such a purpose, it combines local (edge,
fog) computing resources, able to provide a feedback in a
timely manner, with global, ubiquitous resources, allowing to
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persistently store related data, to further process them, and to
remotely access the obtained result, mainly exploiting Cloud
facilities. In this light, the BeWastMan system implements an
edge-fog-cloud computing continuum approach, as shown in
FIGURE 3 and detailed in the following.

a: STORAGE

The GS storage components should mainly store and
provide data from the UAV. Both local, temporary, and
long-term storage should be provided to enable different
processing patterns (e.g. real-time, stream, complex event,
batch, historical). This requires a local storage system on
the GS able to manage from GB to TB of data (video)
streams in a timely manner, for example a network attached
storage (NAS) system. Data archival and support for historical
data processing can then be provided by specific Cloud data
services, ensuring data persistence and availability, while
allowing remote ubiquitous access and data sharing.

b: PROCESSING

The GS storage components mainly support the collected
data processing, i.e. the beach waste detection and feature
identification (e.g. localization, size), basically applying
computer vision to the geotagged video streams from
the UAV. It also supports further computational activities
on historical data (e.g. machine learning model training,
prediction, decision making, analytics) for planning and
coordination. As a consequence, similar requirements to
the storage ones can be identified, differentiating between
local processing, to provide a feedback to the UGV in
a timely manner, and remote processing, to optimize the
mission planning and coordination. The former requirements
can be addressed by a local processing system equipped
with a multi-core CPU and a (many-core) GPU able to
support machine learning-based computer vision algorithms
and their processing locally, interacting with the NAS, in a fog
computing fashion. On the other hand, more complex/batch
computations on historical data, such as machine learning
model training, can be performed remotely on Cloud virtual
servers interacting with data services. Coupled with the onsite
computation performed onboard the UAV and the UGV, in an
edge computing fashion, the BeWastMan solution overall
identifies an effective edge-fog-cloud computing continuum
pattern for the beach waste data storage and processing
activities.

¢: NETWORKING

The GS also provides networking facilities to the BeWastMan
system. On the one hand, the GS should be able to interact
with the UAV and the UGV, through a dedicated (wireless)
local network (e.g. a WiFi router, or even by 4G/5G
networks). To support the UAV video streaming a bandwidth
of at least 8 Mbps for full HD images at 30 Hz is required,
but the higher the better to improve the image quality and
the detection accuracy. Another relevant parameter is the
coverage range, which can span few hundreds to one thousand

VOLUME 11, 2023



G. Cicceri et al.: IHCPS for BeWastMan: The BIOBLU Case Study

IEEE Access

meters, exploiting new technologies (WIFI 6) and specific
devices (e.g. outdoor access points or extenders).

To meet all storage and processing requirements, an Inter-
net connection is also required, enabling data and task
offloading to the Cloud. To such a purpose, the GS is
equipped with a 4G/5G router giving Internet access to all
processing and storage devices.

2) ENERGY

The GS is also tasked at energy management and provisioning
to all the BeWastMan system devices, starting from internal
networking, storage and processing devices, till the UAV and
the UGV. Specifically, any solution for energy generation,
harvesting, storing, provisioning and optimized management
can be integrated into the GS. Indeed, it could be equipped
with solar panels or electrical generators for production,
to allow the GS some energy autonomy or independence.
As a consequence batteries, inverter, transformers, UPS and
similar devices for sforing the produced energy have to
be included in the design of the GS, properly planning its
capacity and other related metrics based on the absorption of
the BeWastMan devices. This also requires advanced policies
to manage the energy resources thus generated and collected,
considering the BeWastMan system devices to be powered
(GS, UAV and UGYV), the source availability (sunlight, fuel,
mechanical, etc.), the environment (e.g. weather), and the
mission parameters (e.g. beach area, duration).

C. P2C

The GS is based on a sensing system able to probe the
external environment to provide relevant information for its
management, promptly adapting itself and the overall system
to changes and fluctuations, thus addressing challenge C.2
described in Section II-A. This is done by equipping the GS
with a set of sensors specifically conceived for probing its
status, i.e. the GS P2C system.

Specifically, starting from the mission planning and
coordination, the GS has to monitor the physical (computing
and energy) resources as well as the external environment
to properly manage the overall system mission. To such a
purpose, computing resource utilization (e.g. CPU, RAM,
storage, bandwidth) as well as energy ones (e.g. battery level)
are continuously monitored and their values collected and
then processed by the GS cyber system. Furthermore, external
environment conditions should also be probed by specific
device such as weather stations, light sensors, microphones
and cameras.

Cameras are mainly used for mission planning and
coordination, but also for safety and security purposes, as part
of a surveillance system including internal and external
cameras, presence and intrusion detectors, burglar alarms and
door sensors and lockers.

To monitor the energy status (accumulator and device bat-
tery levels), it must also include energy-related sensors (and
actuators), also exploiting environmental and weather sensors
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FIGURE 4. Ground station waste detection and geolocalization workflow.

to optimize the energy management by, e.g., triggering and
switching between solar panels and generator sets.

D. CYBER

The cyber part of the GS provides and implements the
software facilities and tools to support the BeWastMan mis-
sion, mainly concerning waste detection and geolocalization
from the UAV videos, as well as other tools to support
and plan the overall BeWastMan mission. Other GS tasks
are related to the energy management, providing tools to
optimally manage the energy based on the (UAV, GS and
UGV) demand and the offer (e.g. batteries, solar panels,
generators), as well as the GS security and safety man-
agement, mostly implementing proximity and environment
surveillance, by elaborating the GS onboard camera videos.

The waste detection and geolocalization workflow is
shown in FIGURE 4 and is mainly composed of four stages:
the initialization step identifies the beach pattern and selects
the corresponding ML model, triggering the frame by frame
detection loop, which first detects waste objects in each
frame, and then enters the geolocalization nested loop on such
objects to geolocate them.

Thus, a temporary list of detected waste objects is identi-
fied, with multiple instances of the same objects (detected in
different frames) or even other objects (e.g. stones, driftwood,
shells) wrongly classified as waste. The last step is therefore
focused on filtering & mapping activities, identifying and
removing outliers from such a list while improving the
accuracy of geolocalization, as detailed in the following.

1) INITIALIZATION
The initialization step performs preliminary activities to
the waste detection and geolocalization, mainly concerning
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the beach pattern identification, considering sediment type,
morphology, light, weather, and other relevant parameters
that may affect image processing. To this purpose, image
samples from the UAV video to be processed are extracted
and then elaborated for the identification of the specific beach
pattern, through an ad-hoc ML model such as those proposed
in [36] and [37].

Once the beach pattern is identified, the GS queries the
Cloud to obtain the most suitable ML detection model
available on its repository for analyzing the beach video.
On the Cloud, indeed, detection and recognition models
for different beach patterns are provided and updated
by a specific training process in a continuous learning
fashion. Videos, as well as ML models, are therefore
collected, catalogued and stored into specific sections or
folders of the Cloud BeWastMan repository and continuously
improved.

The detection model thus identified is then loaded from the
Cloud by the GS (fog) server, setting up the input parameters
and the environment to run the inference process on the video
to be processed.

2) DETECTION

In BeWastMan waste detection is implemented by applying
computer vision techniques to beach videos sampled by the
UAV. The proposed approach identifies three complementary
stages for detection: i) onboard the UAV (on the edge) for
improving the capturing process meanwhile, in real-time (see
Section IV-D); ii) in the GS (on a fog server) to carefully
detect and geolocalize the waste on a beach map to be
delivered to the UGV; and iii) remotely (on the Cloud,
as discussed above), exploiting the video dataset to train and
improve the beach pattern detection ML models adopted for
inference on the GS (continuous learning).

In general, image processing techniques such as those
reviewed in Section II-B2 can be used in beach waste
detection. Specifically, ML models like CNN, R-CNN or
Mask R-CNN are usually adopted, often exploiting one of the
different public implementations and tools (such as YOLO,
Mediapipe, OpenCV), providing facilities for customizing
such models to the problem at hand. It is however necessary
to train such models, starting from specific datasets of beach
waste images and videos, taking into account the selected
beach patterns. Data filtering, pre-processing, augmentation,
object annotation and labeling, integration and formatting
may be required for further processing on ML model training
and testing. This is performed offline on specific Cloud
remote servers able to gather and store waste images and
videos, also coming from drone beach inspection and UGV
collection missions, continuously processing incoming data
streams to improve the corresponding ML models. Detection
models are then deployed into the UAV and the the GS, while
recognition ones on the UGV for inference.

As discussed above and in Section IV-D, the BeWastMan
UAV implements live object detection on the video stream,
to improve the inspection phase and the whole mission.
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On the other hand, the BeWastMan GS fog server performs
more advanced and accurate waste detection by processing
the high resolution video frame by frame offline. This allows
for a more detailed detection process, exploiting the GS
processing capabilities to infer advanced features of detected
object such as size, shape, color, texture, and contextual
information. These additional data help in achieving more
accurate and detailed detection results. Each detected object
is located in a bounding box and inserted into a list
including all the detected objects of the considered frame,
then sequentially processed by the geolocalization loop.

3) GEOLOCALIZATION

The geolocalization step aims at identifying the georefer-
enced locations of the detected waste items to enable the
UGYV robot collect them. The bounding box pixel coordinates
provided by the detection object list are thus transformed
into geographic information coordinates (GPS latitude and
longitude) exploiting the equations of coordinate systems
and map projections [38], [39] also considering the image
metadata and UAV telemetry.

To determine the latitude and longitude of a detected waste
object, the parameters included in the tuple of Definition 1 are
exploited.

Definition 1: Given an image i (i.e. a beach video frame)
with a detected waste item w to geolocalize, a geolocalization
problem glp, aiming to obtain the GPS projection coordinates
of the waste object gps,, = {lon,,, lat,}, is defined by the
7-tuple

glp = {px,, fl, gps,, hagl, g, px,,. ¢}

where:

e pX, = {xc, y.} is the image i center pixel coordinates;

o flis the camera focal length (in mm);

o gps. = {lon., lat.} is the GPS coordinates of the frame
I center;

« hagl is the UAV height above the ground level;

« gisthe yaw gimbal orientation with respect to true north;

e pX,, = {xy,yw} is the waste item w center pixel
coordinates in the frame;

« ¢ is the reference latitude of the beach, e.g. the latitude
of a specific hotspot located within the beach.

The goal is to solve the geolocalization problem, finding
f(glp) such that gps,, = {lony,lat,} = f(glp). To such
a purpose, the pixel coordinates px,, = {x,,yw} are first
aligned to north by applying a rotation R equal to the yaw
value g, given by the matrix of Eq. (1), then translated to the
center of the frame according to Eq. (2), where x/, and y,, are
the coordinates of the waste object rotated with respect to the
center of the frame.

R:(cgsg—smg) "
sing cosg
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To obtain the gps, = ({lon,,lat,} coordinates, the
principal radius of the spheroid (¢ = 6,378,137 m), the
inverse flattening (if = 298.257223563), and the quadratic
eccentricity (€* = (2 — 1/if)/if) are exploited to compute
the radius of curvature along the parallel n by Eq. (3), the
radius of the parallel » by Eq. (4), and the meridional radius
of curvature m by Eq. (5).
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For each frame, the distance between the frame center and
the detected waste object is quantified using Eqs. (6) and (7)
from Eq. (2).

haglAx/

g, = o ©
haglAy’
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Thereby, the gps,, = {lon,,, lat,,} coordinates of a detected
waste object are obtained by Eqgs. (8) and (9).

180d,
lon,, = lon, + = (8)
T
180d,
lat,, = lat, + ——=. O]
Tm

4) FILTERING AND MAPPING

Once all video frames are processed by detection and
geolocalization algorithms, the results are gathered into a
list of all the geolocalized detected objects. As stated above,
since frames are spatially overlapped, the same object can
be detected in multiple frames and thus replicated in such a
list. On the other hand, detection errors may occur, wrongly
classifying other objects (e.g. stones, shells, woods) as waste.
A way to deal with such a ‘“noise” can be based on
exploiting the number of occurrences (i.e. the frequency)
of each item. Low frequent items are likely outliers, while
dense item “clusters” can confirm the presence of a waste
object and can be profitably exploited to improve its
geolocalization.

On this premise, the filtering & mapping step aims at
improving the accuracy and effectiveness of waste object
detection and geolocalization in BeWastMan. To such a
purpose, the clustering approach is adopted in the analysis
of the detected waste object list, to identify clusters and
outliers as well. Among the clustering methods, K-means,
DBSCAN (Density Based Spatial Clustering of Applications
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with Noise), and HDBSCAN (an updated version of
DBSCAN), are the most widely used in unsupervised ML
approaches [40]. Briefly, K-means enforces partitional clus-
tering, minimizing intra-group variance, while HDBSCAN
aims to enable the creation of variable density clusters
based on a hierarchical decision tree approach displaying
clusters as high-density areas separated by low-density
areas.

The (spatial) clustering is therefore an essential step in
the BewastMan process, analyzing the waste object list to
improve both the detection and the geolocalization accuracy
by filtering the outliers and thus extracting the filtered
item GPS coordinates through the cluster points (mapping),
respectively. Specifically, a cluster is identified as a waste
item and thus the cluster centroid is an estimate of the waste
object position, improving the geolocalization accuracy by
averaging on the cluster item coordinates. A proper clustering
method can also deal with issues due to multiple (close)
objects, considering the number of cluster items (larger
implies multiple items) and other item features (such as size,
shape, color).

To obtain efficient waste management the BeWastMan
generates two maps by the UGV mission: i) the full
map encompasses all the detected objects, providing a
comprehensive overview of waste items distribution within
the area of interest, thus including also oversize items that
cannot be collected by the UGV, to however alert the
authorities; ii) the UGV map is a subset of the full map, only
including items that are viable for collection by the UGV
based on the waste size and other spatial properties. However,
this does not ensure the UGV is really able to collect all the
items in the UGV map, due to obstacles or other accessibility
issues on the beach, therefore a feedback to the GS about
collected items is provided by the UGV at the end of its
waste collection and sorting mission. Based on this feedback,
the full map is updated removing collected waste items, thus
obtaining a waste maps including the items that cannot be
collected by the BeWastMan system, alerting authorities for
further activities.

E. c2p

The GS is a self-adapting CPS, aiming to optimize its own
tasks. More specifically, to support mission planning and
coordination, the processing system is kept fully operating,
by offloading tasks to the Cloud when given thresholds on
resource utilization are overwhelmed (fog-Cloud computing
continuum). Furthermore, it monitors the light, weather and
visibility conditions of the beach, by mainly exploiting its
weather-pollution station and surveillance system. The GS
thus acts on its PTZ (pan, tilt, zoom) cameras to capture
the area of interest and the drone or the robots during their
(sub-)mission. To secure the GS equipment, the surveillance
system is exploited, by acting on the cameras triggered by
the audio/video anomalies and presence detectors. Alerts
or alarms can be triggered in the case of lock/door
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issues or even to the other indoor (e.g. smoke, presence)
detectors.

Energy management policies are enforced by the GS
acting on switches, which can control the (solar panels,
fuel) generators, inverters, and power plugs. The latter can
be thus selectively switched off based on their absorption,
continuously monitored by the system, according to the
specific energy management policy adopted, e.g. based on
device (UAV, UGV, computer, NAS, routers, etc.) priorities.

V1. THE UGV C2P SYSTEM

A. MISSION: COLLECTION AND SORTING

Once received the geolocalized waste map by the GS, the
main objective of the UGV is to enforce the waste collection
and sorting on the beach as the BeWastMan IHCPS actuator.
Based on such a map, the UGV plans a path to reach all the
detected waste objects, collect them through a robotic arm
equipped with a suitable gripper, sort the waste in its onboard
bins, and dump these into the recycling station. The collection
task performed by the UGV in BeWastMan differs from and
outperforms state-of-art solutions as it is:

o Fully autonomous: a fully automated workflow is
implemented to such a purpose. It starts with a path
planning algorithm to optimize the collection of waste
on the beach, thus minimizing the mission time and
reducing the robot’s energy consumption. Full auton-
omy includes the local recognition of the waste through
the onboard camera and the automatic pick and place of
the waste with the robotic arm and its gripper. Once the
mission is completed, onboard bins are autonomously
dumped by the UGV at the recycling and disposal
station.

o Cross-terrain: by means of the robotic arm equipped
with a gripper, the UGV can collect objects of different
sizes and shapes, such as plastic bottles, cans and
other waste. The all-wheel drive platform offers a
good navigation performance compared to tracked
vehicles, as demonstrated by the preliminary tests
reported in Section VII-A3. These solutions, including
the custom recognition models trained on different
beaches sediments and characteristics by the specific GS
Cloud service, make the robot versatile and suitable for
cleaning multiple types of beaches, thus addressing the
C.3 challenge of Section II-A.

o Eco-friendly: the waste item pick and place through
the manipulator and the wheel-based traction ensure
a low impact cleaning process on the beach sur-
face and composition (challenge C.4), only collecting
the identified waste, as opposed to the mainstream
sieving-based approaches with tracks. This is also
achieved by performing an efficient waypoint-based
mission rather than the full-coverage missions adopted
by sieving systems, thus reducing the energy required
to carry out the mission and thus the environmental
footprint.
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B. PHYSICAL

From the physical viewpoint, the BeWastMan UGV must
include hardware designed to operate in maritime envi-
ronments, posing greater challenges compared to generic
outdoor environments. The presence of sand, tiny rocks and
sediments, combined with the exposure to strong wind, water
splashing, salt, and high humidity, represents a challenging
operating condition for a robotic system. Thus, the robot
chassis and all the electro-mechanical components must have
a proper ingress protection against solid particles, saltiness
and water.

A beach cleaning robot must be able to cope with the
challenges of moving on a deformable, uneven surface like
a beach. In BeWastMan, an all-wheel drive robot combined
with wide tires is selected, as it is suitable to overcome dunes
on beaches without sinking, while ensuring partial damping
on more compact and harder beaches, such as those made up
of stones or large pebbles. Furthermore, wheeled platforms
represent a good trade off between invasiveness on the beach
surface, compared to tracked vehicles, and the robustness and
the payload needed to carry the robotic arm and the waste
containers, compared to legged vehicles.

Beach cleaning robots are mainly battery powered. Internal
combustion engines have also been adopted, especially in
manually operated platforms, as they ensure long operating
time. However, the latter are not eco-friendly solutions as
they introduce exhaust emissions and noise pollution. Thus,
in BeWastMan the electric traction is selected for the low
environmental and acoustic (silent) impact, since batter-
ies can be recharged from renewable sources, addressing
challenge C.4.

Finally, a reliable and robust connection of the UGV with
the GS is required for audio/video streams and telemetry data
transmission. Such a connection can be on wireless WIFI
and/or through 4G/5G networks to ensure redundancy on the
communication link.

C. P2C

The BeWastMan UGV must include exteroceptive sensors
that provide useful information of its surroundings, thus
ensuring the safety of the vehicle itself. The data acquired
from such sensors can be used to avoid obstacles and to
identify optimal trajectories over the beach, in terms of
traversability and reduced power consumption [41]. The
most common exteroceptive sensors are range Sensors,
especially LIDAR (Light detection and ranging sensors),
also called laser scanners, which can acquire large distance
measurements thanks to their laser emitting source. They
can be 1D, 2D, and 3D, depending on how the laser
beam is deflected to acquire a single point distance, a 2D
array of distances or a point cloud, respectively. The latter
can be used for building a 3D model of the surrounding
area, thus enabling local trajectory optimization through
traversability assessment (e.g. in the case of sand dunes,
terrain depressions, etc.).
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The BeWastMan robot has to be equipped also with a
GPS receiver to locate itself, track its path during the beach
cleaning mission from the GS to the recycling station and
back following the geolocalized waste detected by the UAV.
The GPS can also be used for geofencing, namely to define
those areas excluded from the cleaning procedure. This can
be helpful to ensure the safety of the vehicle by excluding the
areas too close to the water or dangerous.

Another exteroceptive sensor required for the BeWastMan
approach is a vision sensor to locally recognize the waste
on the beach and to collect it. Both Red-Green-Blue (RGB)
and Red-Green-Blue and Depth (RGB-D) cameras can be
used, where RGB-D ones allow depth measurements through
structured light or stereo vision thus providing a local point
cloud of the area framed by the camera. Other types of
vision sensors can be used, such as thermal or hyperspectral
cameras. However, for each type of camera a suitable
processing algorithm, on the cyber side, has to be designed
and developed.

The UGV must be also equipped with proprioceptive
sensors to acquire information on the internal state of the
robot, to ensure the safety of the robot during the mission
and to properly navigate within the environment. Among
them, the Inertial Measurement Unit (IMU) acquires the
orientation and the attitude of the robot, allowing to know
the robot heading to properly navigate and plan the pick
and place maneuver with the arm. In turn, the robotic arm,
besides mandatory joint encoders for kinematic control, must
be equipped with force/torque sensors, i.e., a collaborative
robotic arm, to let the BeWastMan UGV be safely employed
also in presence of people in the surroundings.

Other sensors that can be included in the beach cleaning
UGYV include environmental sensors, such as temperature,
humidity, and wind sensors that can be used to monitor the
weather conditions on the beach.

D. CYBER

The cyber part of the UGV includes the software needed
to ensure the communication, sensor data processing, and
control of the robot. Specifically, it must be able to implement
the workflow shown in FIGURE 5. This includes the
management of the different mission tasks, namely path
planning (according to the waypoint list received by the GS),
waypoint routing, waste object picking through the arm, and
bin dumping.

1) PATH PLANNING AND ROUTING

Concerning path planning, the robot must follow an opti-
mized route minimizing the mission time and the energy
consumption. Since the UGV has to sequentially visit all
the waypoints (WP) provided by the GS one by one, the
path planning problem falls into the well-known Traveling
Salesman Problem (TSP) [42], [43], [44]. Although TSP is
known to be an NP-hard problem, estimating a waypoint
list in the order of tens detected waste items, the global
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FIGURE 5. UGV waste collection and sorting workflow.

path processing time on a single board computer has been
(experimentally) observed to be bounded in at worst few
minutes. However, in the case of a larger number of
waypoints, the mission can be split into sub-missions that
can be processed sequentially, overlapping the planning of
the next sub-mission with the enforcement of the current
one in a dataflow/pipeline model, thus ensuring each single
sub-mission can be safely carried out within the battery run
time. Furthermore, although TSP could be solved by the
GS, having high processing power, we opted for deploying
it in the UGV since to implement a self-contained and
independent solution that could be even run on a list of
geolocalized points provided by an operator, without the need
to set up the whole BeWastMan framework.

The outcome of the TSP algorithm is used for global
path planning, i.e. as a reference path to be tracked during
the whole cleaning mission. Such outcome is essentially the
shortest path between the set of waypoints, visiting each
waypoint only once and finally returning to the starting point.
The use of this algorithm in BeWastMan is viable since
there is no need to follow a specific order in reaching the
points of interest, thus significantly improving the efficiency
of the mission (compared to full-coverage approaches) by
reducing mission time, length and, consequently, the energy
consumption.

The only point which is enforced to be reached as a final
waypoint before moving back to the GS for storage and
recharging is the recycling station, to dump the onboard
containers. Since the recycling station is expected to be
placed in the close surrounding area of the GS, the TSP
algorithm is applied to the waypoints, including the GS,
but initially excluding the recycling station. After that, the
recycling station waypoint is added to the path planned by the
TSP algorithm as the last point to be reached before going
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back to the GS. This avoids that waste items close to both
the ground and the recycling station may result in a path
driving the UGV to the recycling station before visiting all the
remaining waypoints, i.e., the spots where the UAV detected
the waste.

2) APPROACHING AND PICKING

To properly approach the waste object, once visualized by the
UGYV camera, a proximity waste recognition step is necessary.
Specifically, the UGV employs advanced computer vision
algorithms and machine learning models to perform more
detailed multiclass recognition. In contrast to the waste
detection carried out by the UAV and the GS, the UGV
recognition process identifies the waste material type and
orientation. To such a purpose, the UGV can use tools like
TensorFlow or PyTorch, paired with OpenCV library for
real-time image and video processing.

As for detection models, multiple recognition models are
trained by the GS Cloud services based on the beach pattern.
Therefore, the GS initially sends to the UGV the specific
model that should be adopted by the latter for waste item
recognition. Specifically, the recognition algorithm deployed
in the UGV heavily relies on high-resolution, detailed images
or video feeds to classify 4 waste materials: paper, glass,
plastic, and metal. It adopts ML models like CNN or
R-CNN, similar to detection ones described in Section V-D2,
but implementing multiclass classification. Furthermore, the
UGYV models have to also estimate the waste item orientation,
which is critical for successful waste removal. The orientation
and position estimation of the waste through the camera can
be supported by depth estimation if an RGB-D camera is
used. Tools like TensorFlow, PyTorch, and OpenCV can be
adopted for recognition model training and image processing.

Once the waste has been recognized and localized by the
UGV, waste collection is performed by the robotic arm and
gripper control. Specifically, the relative pose of the item with
respect to the vehicle is considered, along with the current
robotic arm configuration and the vehicle heading, and a
classical inverse kinematic problem is solved to plan the arm
actuation, including gripper control.

To address the C.2 challenge, the UGV cyber system must
also manage the case the identified object is out of the camera
field of view once the waypoint has been reached, even if the
camera is pointed towards the ground. In this case, a visual
scan of the surrounding area is performed to look for the item
by slowly rotating the arm.

To ensure an accurate and complete waste collection
process, as per challenge C.5, the UGV during the collection
mission must establish a feedback loop with the GS,
communicating whether it was able to collect the item
or not, e.g. when the item is not detected even by the
preliminary surrounding check, if the item weight exceeds
the arm payload, or it is unreachable due to the presence
of obstacles. This feedback helps to identify areas where
manual intervention or alternative collection methods may be
required.

134434

If the UGV reaches the waypoint and recognizes the object
as not waste, the waypoint is removed from the list and
the UGV proceeds with the following waypoint. Finally,
the dumping of the containers is performed controlled by a
microcontroller unit acting as an intermediate layer between
the onboard computer and the actuators.

E. c2pP

The UGV within the BeWastMan solution represents the
C2P system, since it allows the interaction with the physical
system, i.e. the beach. To this end, the minimal hardware
required for the vehicle motion and the arm actuation, are
the wheels and joint motors, respectively. In BeWastMan, the
gripper plays a crucial role, since it allows picking up
the waste objects from the ground. Grippers are usually
equipped with one or more motors, for opening and closing
fingers. Grippers can be of different types, such as pneumatic,
hydraulic or electric, and their design depends on the type
of object to be grasped. It is important that the actuation of
the gripper is precise and controllable, to avoid damage to
or slipping of the gripped objects. Tactile sensors may be
integrated to detect the shape and consistency of the objects
to be grasped and to guarantee a firm and stable grip.

The waste containers on board are dumped using proper
mechanisms and actuation. Linear actuators could be
employed, which are usually composed of an electric or
hydraulic motor which provides a linear force to move the
piston within the cylindrical case. Once in proximity of
the recycling station, the linear actuator is activated to lift
one side of the container while the other side is hinged
on the robot chassis, thus tilting it down and allowing
the waste to fall into the compactor. Since the UGV may
carry separate containers for sorting different types of waste,
in proximity of the recycling station the UGV has to perform
pre-programmed maneuvers to empty all the containers.

VII. CASE STUDY

The BeWastMan IHCPS has been implemented in real-world
scenario case studies developed within the BIOBLU project
(“robotic BIOremediation for coastal debris in BLUE Flag
beach and in a maritime protected area’). As testbeds, the
beaches of two protected areas have been selected: Baia
del Tono in Milazzo, Italy, and Ramla Bay in Malta, where
the final validation and testing of the BeWastMan IHCPS
implementation has also been performed. Baia del Tono is a
medium-grained shingle beach shown in FIGURE 6a, while
Ramla Bay is a fine sand beach shown in FIGURE 6b.
The BeWastMan system implemented in the BIOBLU case
studies is described in the following, adopting and applying
the guidelines above detailed.

A. PHYSICAL SYSTEMS

1) UAV

Based on the design choices discussed in Section IV, in the
BIOBLU case studies, we opted for a commercial UAV
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FIGURE 6. The two types of beaches considered for the BIOBLU project.

FIGURE 7. The UAV - Mavic 2 enterprise advanced used in our case study.

implementing most of the features above specified by the
BeWastMan framework. As most of the works reported
in Section II-B1, a DJI aerial platform has been chosen,
specifically the Mavic 2 Enterprise Advanced drone (in
FIGURE 7), providing features meeting the BeWastMan
UAV requirements. It is equipped with a stabilized 3-axis
gimbal, hosting a 48 MP 1/2-inch CMOS sensor camera able
to capture 4K video at 30 frames per second. In addition, the
Mavic 2 is provided with 3600 obstacle avoidance and an
RTK navigation system.

Its battery ensures a maximum flight duration of approx-
imately 30 minutes, depending on weather conditions and
payload. The excellent flight duration allows us to cover
a wide beach area and complete the automatic takeoff and
landing maneuvers on the GS. Furthermore, an intelligent
battery management system, together with the automatic
recharge device, allows the drone to return to its base
and recharge autonomously through the specific (optional)
module. This is a drone-in-a-box configuration that includes
a specially designed housing that keeps the UAV protected
from external agents, such as dust and humidity during
recharge or transport. Furthermore, the box is equipped
with weather sensors, presence detectors, and alarm systems
to ensure the safety of the equipment and people in
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TABLE 1. UAV features.

Takeoff weight (without 909 g
accessories)

Maximum takeoff weight 1100 g
Flight autonomy 31 minutes
Max Speed (no wind) 72 km/h
Precision positioning sys- RTK

tem

RTK Positioning Precision
(RTK FIX)

lem+1ppm (H) 1.5cm+1
ppm (V)

High-resolution camera

1/2° CMOS, effective pix-
els: 48 MP

Lens FOV 84°

Digital zoom 32x

Max image size 8000 x 6000

Operating Temperature -20 + 40 °C

Max altitude 6000 m

Sensing System Omnidirectional Obstacle
Sensing

the surroundings. Table 1 describes the Mavic 2 main
characteristics.

2) GROUND STATION

As discussed in Section V, the GS is the brain of the
BeWastMan system, offering processing and information
management capabilities, as well as hosting-parking and
energy facilities to both the UAV and the UGV, as shown
in FIGURE 8 and FIGURE 9. Following the design choices
of Section V, the BeWastMan GS implementation is based
on the chassis of a car trailer, equipped with 4 off-road
tires with independent suspension, allowing it to drive on
uneven terrains. The GS has an external size of 4 x 2 X
2.2 m (LxWxH), which guarantees the space needed to
accommodate a desk with two laptop units, even when the
UGV is recharging inside the GS. The design features a
rear-assisted tailgate that can be opened and closed for robot
loading and unloading and a side access door for operators.
On the right-hand side, there is a retractable awning covering
a 727 LED monitor that allows the operators to check the
mission status. A stainless steel automated hangar is placed
on the GS roof to store drone. It also includes a charging
station.

The GS is composed of hardware and software designed to
receive, store, analyze, and display the information collected
by the drone. The managed data is related to flight informa-
tion, such as the position and altitude of the drone, as well
as data related to the environment, such as temperature,
pressure, and humidity. The computing equipment of the
GS includes a 19” rack cabinet which contains an ethernet
gigabit switch and a 16 TB NAS for temporary storage of
the BeWastMan mission data. The external WiFi network
is generated by a dual frequency antenna (2.4 - 5 GHz)
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FIGURE 8. Design of the BIOBLU ground station.

fixed on a pneumatic telescopic pole. The GS is equipped
with two laptop units, one High-performance Computing
(HPC) computer for real-time waste detection, processing,
and management and the other for the automatic flight route
management. All the laptops and the other components on
board are linked to the local network and powered by the GS
grid connected to the power grid.

3) UGV

The UGV employed for the BeWastMan implementation
is shown in FIGURE 11. The platform has four steerable
wheels, an all-wheel drive system, and a six Degrees Of
Freedom (DOF) robotic arm. The mobile base is capable
of smooth movement on the ground with slight steering of
the wheels, allowing for easy alignment with the compactor
during bin dumping.

A scheme outlining the main hardware components of
the robotic system is shown in FIGURE 13. The software
integration is based on ROS [45], a popular open-source
framework for robotic systems development.

Based on the design guidelines of Section VI, an off-
road wheeled platform has been selected by the inspection
of the two test beaches. These are two scenarios with
sediments of different granularity requiring a solution to
address challenge C.3 successfully. Preliminary qualitative
tests have been performed with two platforms with different
types of traction, i.e. tracked and all-wheel drive traction in
Baia del Tono and Ramla Bay.

During this trial, the tracked UGV was able to move
smoothly over the beach, regardless of the sediment gran-
ularity. However, the use of tracks resulted in a large
amount of sand and shingle displaced in direction changes,
as shown in FIGURE 10, thus significantly altering the
natural morphology of the beach and failing in addressing
challenge C.4. On the other hand, the all-wheel drive robot
shown good performance in both types of sediments while
navigating in an agile and reliable way without considerably
defacing the terrain.

The UGV is equipped with a Real-Time Kinematics
(RTK) GPS receiver for geolocalization with centimeter-level
accuracy and an inertial measurement platform. The robot
is equipped with a Velodyne Ultra Puck, a 32-channel 3D
laser scanner with a 360° horizontal and a 40° field-of-view
(FoV). The Velodyne is installed in the upper-rear section of
the vehicle, which generates a point cloud of the surrounding
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TABLE 2. ZED2i features.

Video Output 2.2K 1080p 720p WVGA

Depth Range 02-20m

Motion Sensors Accelerometer and Gyro-
scope

Position Sensors Barometer and
Magnetometer

Pose Update Rate Up to 100Hz

Field of View 110° (H) x 70° (V) x
120° (D)

Connectivity USB 3.0

Dimensions 175 x 30 x 33 mm

Weight 124 ¢

TABLE 3. 2FG7 gripper features.

Max payload force fit 7 kg

Max payload form fit 11 kg

Total stroke 38 mm

Max gripping force 140 N

Max gripping speed 450 mm/s

Operating temperature 0 + 60 °C

Motor Integrated electric BLDC

IP classification P67

Dimensions [L x W x D] 144 x 90 x 71 mm

Weight 11 kg

environment up to 200 m. This helps to detect any obstacle
during waypoint navigation.

The robotic arm mounted on the top of the robot, as shown
in FIGURE 12, is the UR10e manipulator, which can lift up
to 10 kg and has a workspace radius of about 1.3 m. It is
a collaborative manipulator, which makes it safe even when
accidentally working in proximity of people, as could occur
on beaches.

The ZED?2i stereoscopic camera with IP67 protection
against water and solid particles is used to locally recognize
the waste. The technical specifications of the selected camera
are displayed in Table 3. Stereoscopic vision is exploited for
depth estimation, which is crucial to properly plan the pick
and place maneuver, as further detailed in Section VII-B3.

An OnRobot 2FG7 gripper featuring IP67 protection
is used in the BeWastMan BIOBLU implementation
(FIGURE 14a) since it has to operate close to the ground with
dirty and potentially damp objects. It also offers force sensing
that allows the robot to understand whether the item has been
grasped or not.

The 2FG7 gripper has a total stroke of 38 mm, with a grip
width ranging from 35 to 73 mm and the original fingers
mounted as shown in FIGURE 14a. Further technical details
of the chosen gripper are reported in Table 3.

To overcome the limited grip width range, a custom
tool, shown in FIGURE 14b, has been thus designed and
realized. Through a set of lever mechanisms, this tool exploits
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FIGURE 9. Overview of the BeWastMan implementation for the BIOBLU project, including the UGV, the GS, and the UAV.

the translational stroke of the 2FG7 and achieves a grip
width ranging from O to 160 mm. To achieve a firm grip,
the tool consists of five staggered aluminum claws divided
between the two fingers (three on one and two on the
other) for effective grasping. The elongated J-shape and
the adopted material of the claws allow the tool to sink into the
ground while preventing dust or grains of sand from causing
mechanical problems to the proposed structure. The tool body
is made using 3D printed ABS (Acrylonitrile-Butadiene-
Styrene), while the lathed mechanical joints were made up
of aluminum. The rotational joints have been designed with
minimal clearance to enhance their protection against solid
particle ingress.

An aluminum frame supports the two bins used for waste
collection. The waste containers on board the platform are
dumped using linear actuators. Once in proximity of the
recycling station, the linear actuator is activated to lift one
side of the container while the other side is hinged on the
aluminum frame, thus tilting it down and allowing the waste
to fall into the compactor.

The GPS-RTK antenna, 3D laser, and WiFi antenna are
mounted on a vertical aluminum profile at the rear of the
robot, as shown in FIGURE 12.

B. CYBER SYSTEMS

This section reports the details of the software developed for
the BeWastMan IHCPS adopted in the BIOBLU case studies.
According to the design criteria presented in Section III, the
BeWastMan software covers multiple aspects.

To manage the UAV mission a software called the
Unmanned Ground Control System (UGCS) is used for
planning and monitoring the UAV flight. Referring to
Section I1-A, the UGCS software (shown in FIGURE 15) is a
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key component in the GS for the inspection task (T.1), allow-
ing the coordination and control of the UAV through its flight
planning interface, as well as the definition of waypoints, and
other parameters (maximum speed, accelerations, etc.) for the
missions on the two beaches.

Concerning waste detection and recognition through video
processing two fundamental steps are required: i) the manual
creation and management of dedicated waste datasets, and
ii) the development of the waste detection model for task
T.2 (by the UAV and the GS), the geolocalization method
(task T.3 by the GS), and the material recognition model for
task T.4 (by the UGV). Finally, tasks T.5 to T.8 are managed
by the software onboard the UGV.

The following subsections detail the main software mod-
ules developed in the BIOBIU project for implementing the
BeWastMan IHCPS.

1) WASTE DATASET

To ensure a proper generalization capability of the models,
we used a dataset combining four public and continu-
ously updated datasets, namely UAVVaste [14], TACO [46],
TrashNet [47], and Drinking Waste Classification [48].
UAV Vaste includes 772 images of waste in urban and natural
environments, such as roads, parks, and lawns, acquired
by a low-altitude aerial survey with a UAV. TACO (Trash
Annotations in Context) holds 1900 high-resolution trash
images taken in various environments, manually labeled and
segmented according to a hierarchical taxonomy to train
and evaluate object detection algorithms. TrashNet contains
2492 images of waste, mainly paper, glass, plastic, and metal,
taken at different exposure and lighting. From the Drinking
Waste Classification dataset, we considered 544 images of
waste taken with a 12 MP cell phone camera and manually
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(b) The UGV adopted for the BeWastman implementation.

FIGURE 10. Comparison of the impact of the rotation maneuver on a
sandy beach.

FIGURE 11. The UGV during testing in Gozo.

labeled, specifically, aluminum cans, glass bottles, plastic
bottles, and paperboard.
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FIGURE 12. 3D visualization of the platform.

TABLE 4. ROBOFLOW data specifications.

Pre-processing Augmentation
Auto-Orient 90° Rotate: Clockwise,

Stretch resizing  Counter-Clockwise, Upside Down
to 416x416 Rotation: between -15° and +15°

TABLE 5. Images in the BIOBLU training, validation and testing dataset
overall.

Dataset Images # After augmentation
TACO 1900 4488
TrashNet 2492 5929
UAV Vaste 772 1853
Drinking Waste 544 1298
Total 5708 13568

The above datasets have been pre-processed integrated,
and merged through the ROBOFLOW platform [49] for
training and testing the detection and material recognition
models. Specifically, data pre-processing, filtering, labeling
(for both the waste detection and the multiclass material
recognition), and augmentation (random rotations, flipping,
and image resizing) have been applied to the datasets. Table 4
shows all the specifications applied to the four datasets.

Table 5 describes the list of images used for the BIOBLU
project, obtained after data augmentation, with 13568 images
for the training and testing phase of the detection and
recognition models.

For the training and testing phases of the detection and
recognition models, we split the final dataset into a training
set, validation set, and testing set, using the proportions of
85%, 10%, and 5%, respectively. The final dataset is available
at the following open access repository?.

Zhttps://universe.roboflow.com/bioblu/merged_datasets
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FIGURE 13. Diagram of the UGV hardware connections. The arrow color represents the type of the link. Ethernet
connections are green, serial connections grey, and USB connections orange. The yellow block represents the
components of the robotic arm, while the cyan area depicts the complete robot system.

once) version 5 [50]. For the BIOBLU project case study,
we implemented the waste detection on the GS to obtain
information on object sizes and contextual details such as
geolocalization information (described below).

To evaluate the performance of YOLOVS object detection
and recognition models, the following metrics have been

used [51]:
e Mean Average Precision (mAP), that evaluates the
.- overall precision of object detection models across
(a) OnRobot 2FG7 (b) The custom tool

all classes in the dataset, considering both precision
and recall at different Intersection over Union(IoU)
thresholds;

o Precision, Recall, and F1 Score, the commonly used
metrics to evaluate the performance of classification
models, so, to correctly identify true positives and avoid
false positives or negatives.

In the GS, the HDBSCAN method has been used to
improve the detection and geolocalization accuracy. This
approach discussed in Section V-D4 allowed the effective
filtering of detected items in the video stream, as it
can handle clusters of various densities and shapes while
identifying noise and outliers in the data. The geolocalization
accuracy has been evaluated in terms of Root Mean Squared
Error (RMSE), which measures average errors in distance
predictions with respect to ground truth GPS positions
acquired with high-accuracy instrumentation.

For the local (UG V-side) waste recognition, the multi-class
classification model YOLOvS5 OBB (Oriented Bounding

FIGURE 14. The gripper and the attached custom tool designed and
realized for waste picking.

FIGURE 15. UGCS software used for flight planning.

2) WASTE DETECTION, GEOLOCALIZATION, AND MATERIAL
RECOGNITION

According to Section V-D2, the model chosen for the waste
detection and recognition phases is YOLO (you only look
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Boxes) [52] has been used. YOLOvS5 OBB enables oriented
bounding box (OBB) annotation to also take into account
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the current rotation of the objects detected in the acquired
image frame. YOLOvS OBB has been used in the testing
and evaluation phase of waste recognition by the UGV in
real-time.

3) WASTE APPROACHING AND PICKING

Once the rotated bounding box prediction is provided by
YOLOvVS5 OBB on the ZED2i video stream, it is crucial to
translate this output in pixel units within the image frame
into a full pose, i.e. position and orientation, in the 3D space,
to properly control the arm and the gripper to collect the item.
In the current implementation, as we have two bins on board,
we collect only plastic, metallic and glass items, dropping
paper as it is biodegradable. The collected waste items are
divided between glass and the other materials.

We assume to have the camera vertically pointing towards
the ground. Thereby, the rotation provided by YOLOVS
OBB is approximately similar to the rotation of the item
with respect to the gripper. Moreover, the Z Cartesian
coordinate in meters with respect to the camera optical
frame of the bounding box center is derived through the
ZED?2i stereoscopic depth estimation. In details, we apply
the bounding box to the depth map provided by the camera,
which is an image whose pixels represent the estimated
distance in meters along the camera optical axis. By taking
the average value of the pixels included in the bounding
box we get an approximate distance estimation along the
axis of the item above the ground. Once the Z coordinate is
known, we can obtain the other bounding box coordinates X
and Y by applying the central projection camera model [53]
Eq. (10):

X xZ
Y|=k"1|yz (10)
V4 V4
where
fx 0 Cx
k=0 f ¢ (11
0O 0 1

Namely matrix K of Eq. (11) is the matrix projecting
3D points in the camera coordinate frame (X, Y, Z) to 2D
pixel coordinates (x,y) using the focal lengths (f,fy) and
principal point (cy, ¢y), which are estimated by the camera
calibration.

At this point, (X,Y,Z) coordinates of the item are
obtained, as well as its orientation with respect to the gripper.
Thus, the collection task is performed through classical
inverse kinematics. Specifically, we used the UR10e control
implementation available for the Movelt framework [54].
To avoid accidental collisions with the object to be grasped,
the gripper is first aligned and rotated above the object, and
after that the gripper goes vertically down to collect it. Finally,
the item is released in either one of the two bins according to
the recognized material.
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TABLE 6. Waste detection performance on the GS.

P R F1
73.54% 39.18% 51.12%

mAP_0.5 mAP_0.5:0.95
40.53% 23.40%

FIGURE 16. Example of image acquired by the UAV during beach
inspection and the related waste detection performed by the GS at Ramla
Bay in Gozo, Malta.

VIIl. EXPERIMENTAL RESULTS

A. DETECTION

The BeWastMan detection phase, performed by the the GS,
adopts an ML model to detect waste items on the video
captured by the UAV. In the training step, yolov5I pre-trained
weights have been used as a starting point for fine-tuning the
detection model on our dataset, with the number of epochs
set to 600 and batch size set to 64. Default settings have been
used for all the other hyperparameters.

Table 6 reports the experimental results for the waste detec-
tion training, including precision (P), recall (R), mAP_0.5,
and mAP_0.5:0.95 metrics. The precision is 73.54% of
the waste detected by the YOLOvVS, while the recall is
39.18%. This indicates that the model is able to detect a high
percentage of the total waste present in the beach. Also the the
metric mAP_0.5 of 40.53% denotes a good average precision
of the algorithm with 0.50 as IoU threshold.

The mAP_0.5:0.95 metric of 23.40% shows a fine average
precision of the algorithm at different IoU thresholds from
0.5 to 0.95. Overall, the obtained results indicate that the
model has an acceptable accuracy based on the higher
precision, recall, and F1-score values for waste detection and
bounding box assignment. The mAP values show that the
algorithm performance depends on the IoU threshold, which
can be useful in optimizing the algorithm for the specific use
case.

FIGURE 16 shows a sample frame acquired by the UAV
during beach inspection, and the related waste item properly
detected.

B. GEOLOCALIZATION AND CLUSTERING

The geolocalization and clustering steps are carried out by
the GS to estimate the position of the waste detected by the
specific process from the UAV data captured during the beach
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TABLE 7. Waste geolocalization performance with HDBSCAN in the two
areas.

Areas N. of Objects RMSE_tot Avg Distance (m)
Milazzo 7 3.1047-10~° 0.81
Gozo 6 2.6345.107° 0.72

inspection. As discussed in Section V-D3, a transformation
from pixels to GPS coordinates is required, following the
workflow of FIGURE 4 combining the data acquired by the
UAV and the detection performed by YOLOVS.

HDBSCAN is used for clustering items detected multiple
times in different frames, to remove outliers and improve
the position estimates. To such a purpose, different tests for
hyperparameters tuning have been performed in the BIOBLU
case study adopting a grid search tuning technique to find the
optimal values.

Specifically, the HDBSCAN hyperparameters include:
i) min_cluster_size, set to 10, represents the minimum
number of points required to form a cluster; the ii) metric
(haversine) is the distance metric used for clustering; and
the iii) algorithm (Prim - balltree) is the algorithm used
for clustering by constructing a minimum spanning tree
(MST) of the data. Moreover, the epsilon € parameter is
used to convert the distance from kilometers to radians
in the haversine formula, generally adopted to calculate
the great-circle distance between two points on a sphere
(approximating the Earth surface). The value of € is set to
1.571-1077 radians, corresponding to approximately 1 meter.
This means that items distant less than 1 meter are considered
within the same cluster.

The clustering silhouette coefficient, i.e. a measure of
the quality of a clustering approach, is 0.7890 in Milazzo
and 0.8989 in Gozo (the lower the better). These results
reveal that the clusters are clearly defined and well separated,
indicating the effectiveness of the clustering approach in
creating distinct clusters, slightly better in the Gozo case.

To validate the waste geolocalization, i.e., to estimate the
geolocalization error, the ground truth positions of some
waste items in the two beaches has been collected as baseline
to measure the root-mean-square error (RMSE) between the
clustering results and the effective position.

Table 7 shows the clustering results on the two different
beaches in terms of number of detected objects, the total
root mean square error (RMSE_tot) and the average distance
between the position estimated by HDBSCAN and the
ground truth (GT).

Comparing the two beaches, the total RMSE is different,
with a slightly higher value for Milazzo than Gozo. Some
possible reasons may be the difference in the sediment color,
since the Milazzo beach is darker than Gozo one, implying
lower contrast of waste items. Another possible reason is the
lighting conditions and brightness of the images, captured
in different times (late morning in Gozo, late afternoon in
Milazzo). Such results are also validated by the most relevant
information for the clustering approach, which is the average
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TABLE 8. Waste recognition performance.

P R F1
55.40% 34.10% 42.21%

mAP_0.5 mAP_0.5:0.95
34.40% 18.50%

FIGURE 17. UGV waste localization and recognition on the field (Ramla
Bay in Gozo, Malta).

distance between data points, shown in the last column.
In fact, even in this case, we can see that the average distance
is slightly lower in Gozo (0.72m on 6 waste objects) than in
Milazzo (0.8 1m on 7 waste objects).

Based on such results, however, it is important to highlight
that the optimal value of € may vary and depend on other
factors like the density and distribution of the waste items, and
the specific requirements of the application and case study.

C. RECOGNITION, COLLECTION, AND SORTING

For the material recognition model training, the started point
is the yolov5n.pt model, setting the maximum number of
epochs to 200 and the batch size to 48. As for the GS
detection model training, default settings are used for all other
hyperparameters. Table 8 reports the evaluation metrics for
the recognition task performed on the UGV camera video
stream in real time. FIGURE 17 shows a sample frame
acquired by the ZED2i onboard UGV and the output of the
recognition model tested in Ramla Bay in Gozo, Malta.

Table 8 results show that the model has an acceptable
precision value (55.40%) and the relatively low recall
(34.10%) highlights missed positive instances. The F1
score indicates a balanced performance (42.21%), while the
mAP_0.5 and mAP_0.5:0.95 metrics provide insight on the
waste recognition model at different IoU thresholds (34.40%
and 18.50%, respectively). The results demonstrate accept-
able performance for a challenging 4-class classification
problem related to the waste material recognition.

Further tests have been performed on the robotic arm
and the gripper to assess the waste item pose estimation
for the collection and sorting task. Bottles and cans with
varying shapes have been used. A picking and sorting
sequence is shown in FIGURE 18. First, the UGV reaches
the point of interest (FIGURE 18a) and the arm points the
camera orthogonal to the terrain in front of the vehicle to

134441



IEEE Access

G. Cicceri et al.: IHCPS for BeWastMan: The BIOBLU Case Study

(a) (b)

FIGURE 18. A sequence of the picking up and sorting task for a plastic bottle.

camera
frame

FIGURE 19. The waste object frame obtained from YOLOv5 OBB with
respect to the camera frame. The cyan box represents the volume of the
gripping mechanism.

carry out waste recognition (FIGURE 18b). Once the waste
object is recognized, its pose is estimated as described in
Section VII-B3 and a reference frame is attached to the object
with respect to the camera frame as shown in FIGURE 19.
The arm trajectory for approaching the object is planned and
executed (FIGURE 18c¢), and the gripper tool is closed to
grasp the item (FIGURE 18d). Finally, the waste is lifted up
from the ground and placed into its corresponding container
(FIGURE 18e).

The video below® provides a more detailed overview
of the UGV and the whole picking and sorting process.
videos showing an overview of the BeWastMan IHCPS
implementation adopted in the BIOBLU project can be found
at this link.*

The waste detection and recognition models are available
at the link.?

3 https://www.youtube.com/watch?v=dNyUeop_lhc
4https://youtu.be/ 1LuQTZDqglc
5 https://github.com/gcicceri/BIOBLU_project
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(d) (e)

IX. CONCLUSION

In this paper, an intelligent hierarchical cyber-physical sys-
tem (IHCPS) for fully autonomous eco-friendly beach waste
management (BeWastMan) has been proposed, designed,
and implemented. The BeWastMan IHCPS is grounded
on the integration and interaction of three CPS: a UAV
for aerial inspection of the beach, a GS for mission
coordination and waste detection, and a UGV for waste
recognition, collection, sorting, transfer, and recycling. The
presented results showcase the effectiveness of the proposed
approach, substantiated by a real case study implemented
as part of the BIOBLU project. Such a validation through
the implementation and testing of the BeWastMan IHCPS
provides concrete evidence of its feasibility and performance
in real-world scenarios.

The proposed approach differs from those available in
the literature by proposing an autonomous solution that
streamlines the waste collection and sorting processes,
reducing the reliance on manual-huma intervention and
improving the overall system efficiency, adaptable and robust
to diverse coastal environments and scenarios. Furthermore,
an efficient data processing is proposed, thanks to edge-
to-cloud computing continuum, which improves the perfor-
mance and scalability of the system. Versatility, adaptability
and high accuracy is enforced by multiple specific models
continuously trained on different beach patterns. Finally,
the sustainability of the solution is ensured by a minimally
invasive approach through the aerial survey and the pick-
and-place, which ensures that the cleanup process has
minimal impact on the beach environment during waste
collection.

As a future development the plan is to address more spe-
cific aspects of the BeWastMan implementation. Concerning
local waste recognition by investigating and benchmarking
different classification methods for the collection through
the gripper, based on either classical image processing or
deep-learning. Other case study including multiple beaches,
obstacles, and other alternative scenarios will be taken into
account and possibly further developed.

VOLUME 11, 2023



G. Cicceri et al.: IHCPS for BeWastMan: The BIOBLU Case Study

IEEE Access

From a methodological viewpoint, the next step in the
CPS direction will be to implement the beach digital twin
concepts, i.e. a way of continuously monitoring, surveillance
and geolocalizing beach waste in real time. This could impact
on the BeWastMan IHCPS design, for example by including
some fixed cameras probing in real-time the beach rather than
using a drone. To such a purpose, all the BeWastMan solution
(i.e. the GS, the UGV, detection and recognition models) here
implemented could be easily reused and adapted.

REFERENCES

(1]

[2]

[3]

[4]

[5]

[6]

[71

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

I. Federigi, E. Balestri, A. Castelli, D. De Battisti, F. Maltagliati,
V. Menicagli, M. Verani, C. Lardicci, and A. Carducci, “Beach pollution
from marine litter: Analysis with the DPSIR framework (driver, pressure,
state, impact, response) in Tuscany, Italy,” Ecol. Indicators, vol. 143,
Oct. 2022, Art. no. 109395.

J. A. Sibaja-Cordero and E. H. Gémez-Ramirez, ‘‘Marine litter on sandy
beaches with different human uses and waste management along the
Gulf of Nicoya, Costa Rica,” Mar. Pollut. Bull., vol. 175, Feb. 2022,
Art. no. 113392.

I. Voukkali, P. Loizia, J. N. Pedrefio, and A. A. Zorpas, ““Urban strategies
evaluation for waste management in coastal areas in the framework of area
metabolism,” Waste Manage. Res., J. Sustain. Circular Economy, vol. 39,
no. 3, pp. 448-465, Mar. 2021.

C. Battisti, G. Poeta, F. Romiti, and L. Picciolo, “Small environmental
actions need of problem-solving approach: Applying project management
tools to beach litter clean-ups,” Environments, vol. 7, no. 10, p. 87,
Oct. 2020.

R. R. S. Abude, M. Augusto, R. S. Cardoso, and T. M. B. Cabrini,
“Spatiotemporal variability of solid waste on sandy beaches with
different access restrictions,” Mar. Pollut. Bull., vol. 171, Oct. 2021,
Art. no. 112743.

N. Sliusar, T. Filkin, M. Huber-Humer, and M. Ritzkowski, ‘“Drone
technology in municipal solid waste management and landfilling:
A comprehensive review,” Waste Manage., vol. 139, pp.1-16,
Feb. 2022.

H.-S. Lo, L.-C. Wong, S.-H. Kwok, Y.-K. Lee, B. H.-K. Po, C.-Y. Wong,
N. E-Y. Tam, and S.-G. Cheung, “Field test of beach litter assessment
by commercial aerial drone,” Mar. Pollut. Bull., vol. 151, Feb. 2020,
Art. no. 110823.

Z. Bao, J. Sha, X. Li, T. Hanchiso, and E. Shifaw, “Monitoring of
beach litter by automatic interpretation of unmanned aerial vehicle images
using the segmentation threshold method,” Mar. Pollut. Bull., vol. 137,
pp. 388-398, Dec. 2018.

C. Martin, S. Parkes, Q. Zhang, X. Zhang, M. F. McCabe, and C. M. Duarte,
“Use of unmanned aerial vehicles for efficient beach litter monitoring,”
Mar. Pollut. Bull., vol. 131, pp. 662—673, Jun. 2018.

L. Fallati, A. Polidori, C. Salvatore, L. Saponari, A. Savini, and
P. Galli, “Anthropogenic marine debris assessment with unmanned aerial
vehicle imagery and deep learning: A case study along the beaches of
the Republic of Maldives,” Sci. Total Environ., vol. 693, Nov. 2019,
Art. no. 133581.

V. M. Scarrica, P. P. C. Aucelli, C. Cagnazzo, A. Casolaro, P. Fiore,
M. La Salandra, A. Rizzo, G. Scardino, G. Scicchitano, and A. Staiano,
“A novel beach litter analysis system based on UAV images and
convolutional neural networks,” Ecol. Informat., vol. 72, Dec. 2022,
Art. no. 101875.

H. Abdu and M. H. M. Noor, “A survey on waste detection and classi-
fication using deep learning,” IEEE Access, vol. 10, pp. 128151-128165,
2022.

Z. Wang, H. Li, and X. Yang, “Vision-based robotic system for on-site
construction and demolition waste sorting and recycling,” J. Building Eng.,
vol. 32, Nov. 2020, Art. no. 101769.

M. Kraft, M. Piechocki, B. Ptak, and K. Walas, ‘“Autonomous, onboard
vision-based trash and litter detection in low altitude aerial images
collected by an unmanned aerial vehicle,” Remote Sens., vol. 13, no. 5,
p. 965, Mar. 2021.

G. Jakovljevic, M. Govedarica, and F. Alvarez-Taboada, “A deep learning
model for automatic plastic mapping using unmanned aerial vehicle (UAV)
data,” Remote Sens., vol. 12, no. 9, p. 1515, May 2020.

VOLUME 11, 2023

(16]

(17]

(18]

[19]

(20]

(21]

(22]

(23]

(24]

[25]

[26]

(27]

(28]

[29]

(30]

(31]

(32]

(33]

(34]

[35]

(36]

(37]

(38]

S. H. Bak, D. H. Hwang, H. M. Kim, and H. J. Yoon, “Detection and
monitoring of beach litter using UAV image and deep neural network,”
Int. Arch. Photogramm., Remote Sens. Spatial Inf. Sci., vol. XLII-3/WS8,
pp. 55-58, Aug. 2019.

L. Warguta, B. Wieczorek, M. Kukla, P. Krawiec, and J. W. Szewczyk,
“The problem of removing seaweed from the beaches: Review of methods
and machines,” Water, vol. 13, no. 5, p. 736, Mar. 2021.

N. Van Yen, “A study of designing beach cleaning machine,” Univ.
Danang-J. Sci. Technol., vol. 6, no. 79.1, pp. 91-94, Jun. 2014.

H. Ebrahim, W. Sheikh, and A. Saeed, “Design and analysis of sustainable
beach cleaner,” 3C Tecnologia, Glosas de Innovacion Aplicadas a la pyme,
vol. 11, no. 1, pp. 167-179, 2022.

M. Bhavani, S. Kalaiselvan, S. Jagan, and S. Gopinath, “Semi automated
wireless beach cleaning robot vehicle,” Int. J. Recent Technol. Eng., vol. 8,
no. 1, pp. 108-110, 2019.

F. S. D. Roza, V. G. D. Silva, P. J. Pereira, and D. W. Bertol, ‘“Modular
robot used as a beach cleaner,” Ingeniare, Revista Chilena de Ingenieria,
vol. 24, no. 4, pp. 643-653, Oct. 2016.

M. Siguenza, F. G. Basantez, E. Gutierrez, and D. A. Lépez, “IEEE open
category: Beach cleaner,” IEEE, Piscataway, NJ, USA, Tech. Rep., 2013.
[Online]. Available: http://www.natalnet.br/lars2013/LARC/Artigo18.pdf
A. K. Yadav, A. Singh, M. A. Murtaza, and A. K. Singh, “Eco beach
cleaner,” Int. J. Eng. Manage. Res., vol. 8, no. 3, pp. 1-4, Jun. 2018.

T. Ichimura and S.-I. Nakajima, “Development of an autonomous beach
cleaning robot ‘Hirottaro,”” in Proc. IEEE Int. Conf. Mechatronics Autom.,
Aug. 2016, pp. 868-872.

J. S. Priya, K. T. Balaji, S. Thangappan, and G. Yuva Sudhakaran, “Beach
cleaning bot based on region monitoring,” in Proc. Int. Conf. Comput.
Power, Energy, Inf. Commun. (ICCPEIC), Mar. 2019, pp. 1-4.

E. Galceran and M. Carreras, “A survey on coverage path planning for
robotics,” Robot. Auto. Syst., vol. 61, no. 12, pp. 1258-1276, Dec. 2013.
G. Sabaliauskaite and A. P. Mathur, “Aligning cyber-physical system
safety and security,” in Complex Systems Design & Management Asia.
Cham, Switzerland: Springer, 2015, pp. 41-53.

B. Zhang, B. Yang, C. Wang, Z. Wang, B. Liu, and T. Fang, “Computer
vision-based construction process sensing for cyber—physical systems: A
review,” Sensors, vol. 21, no. 16, p. 5468, Aug. 2021.

Y. A. Fatimah, A. Widianto, and M. Hanafi, “Cyber-physical system
enabled in sustainable waste management 4.0: A smart waste collec-
tion system for Indonesian semi-urban cities,” Proc. Manuf., vol. 43,
pp. 535-542, Jan. 2020.

A. Mishra and A. K. Ray, “IoT cloud-based cyber-physical system for
efficient solid waste management in smart cities: A novel cost function
based route optimisation technique for waste collection vehicles using
dustbin sensors and real-time road traffic informatics,” IET Cyber-Phys.
Syst., Theory Appl., vol. 5, no. 4, pp. 330-341, Dec. 2020.

D. Saetta, A. Padda, X. Li, C. Leyva, P. B. Mirchandani, D. Boscovic,
and T. H. Boyer, “Water and wastewater building CPS: Creation of cyber-
physical wastewater collection system centered on urine diversion,” IEEE
Access, vol. 7, pp. 182477-182488, 2019.

A. Bahrani, B. Majidi, and M. Eshghi, “Autonomous oil spill and
pollution detection for large-scale conservation in marine eco-cyber-
physical systems,” in Proc. 7th Int. Conf. Signal Process. Intell. Syst.
(ICSPIS), Dec. 2021, pp. 1-5.

S. Nousias, N. Piperigkos, G. Arvanitis, A. Fournaris, A. S. Lalos,
and K. Moustakas, ‘“Empowering cyberphysical systems of systems with
intelligence,” 2021, arXiv:2107.02264.

S. Wang, Y. Zhang, Z. Yang, and Y. Chen, ““A graphical hierarchical CPS
architecture,” in Proc. Int. Symp. Syst. Softw. Rel. (ISSSR), Oct. 2016,
pp. 97-105.

H. Wang, H. Zhao, J. Zhang, D. Ma, J. Li, and J. Wei, “Survey on
unmanned aerial vehicle networks: A cyber physical system perspec-
tive,” IEEE Commun. Surveys Tuts., vol. 22, no. 2, pp. 1027-1070,
2nd Quart., 2020.

B. Liu, B. Yang, S. Masoud-Ansari, H. Wang, and M. Gahegan, *“Coastal
image classification and pattern recognition: Tairua beach, New Zealand,”
Sensors, vol. 21, no. 21, p. 7352, Nov. 2021.

A. N. Ellenson, J. A. Simmons, G. W. Wilson, T. J. Hesser, and
K. D. Splinter, “Beach state recognition using Argus imagery and
convolutional neural networks,” Remote Sens., vol. 12, no. 23, p. 3953,
Dec. 2020.

L. M. Bugayevskiy and J. Snyder, Map Projections: A Reference Manual.
Boca Raton, FL, USA: CRC Press, 1995.

134443



IEEE Access

G. Cicceri et al.: IHCPS for BeWastMan: The BIOBLU Case Study

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

W. Yamada, W. Zhao, and M. Digman, “Automated bale mapping using
machine learning and photogrammetry,” Remote Sens., vol. 13, no. 22,
p- 4675, Nov. 2021.

L. Mclnnes and J. Healy, “Accelerated hierarchical density based
clustering,” in Proc. IEEE Int. Conf. Data Mining Workshops (ICDMW),
Nov. 2017, pp. 33-42.

D. C. Guastella and G. Muscato, “Learning-based methods of perception
and navigation for ground vehicles in unstructured environments: A
review,” Sensors, vol. 21, no. 1, p. 73, Dec. 2020.

D. L. Applegate, R. E. Bixby, V. Chvital, and W. J. Cook, The Traveling
Salesman Problem. Princeton, NJ, USA: Princeton Univ. Press, 2011.

H. A. Abdulkarim and I. F. Alshammari, ‘“‘Comparison of algorithms for
solving traveling salesman problem,” Int. J. Eng. Adv. Tech., vol. 4, no. 6,
pp- 76-79, Aug. 2015.

N. Sathya and A. Muthukumaravel, “A review of the optimization
algorithms on traveling salesman problem,” Indian J. Sci. Technol., vol. 8,
no. 29, pp. 1-4, Nov. 2015.

M. Quigley, K. Conley, B. Gerkey, J. Faust, T. Foote, J. Leibs, R. Wheeler,
and A. Y. Ng, “ROS: An open-source robot operating system,” in Proc.
ICRA Workshop Open Source Softw., vol. 3, Kobe, Japan, 2009, p. 5.

P. F Proenga and P. Sim&es, “TACO: Trash annotations in context for litter
detection,” 2020, arXiv:2003.06975.

R. A. Aral, S. R. Keskin, M. Kaya, and M. Haciomeroglu, *“Classification
of TrashNet dataset based on deep learning models,” in Proc. IEEE Int.
Conf. Big Data (Big Data), Dec. 2018, pp. 2058-2062.

S. Majchrowska, A. Mikotajczyk, M. Ferlin, Z. Klawikowska,
M. A. Plantykow, A. Kwasigroch, and K. Majek, “Deep learning-based
waste detection in natural and urban environments,” Waste Manage.,
vol. 138, pp. 274-284, Feb. 2022.

G. Jocher et al., “Ultralytics/YOLOV5: V6.0—YOLOV5n ‘nano’ models,
roboflow integration, TensorFlow export, OpenCV DNN support,” Zen-
odo, Tech. Rep., 2021, doi: 10.5281/zenodo.5563715.

Y. Zhao, Y. Shi, and Z. Wang, “The improved YOLOVS algorithm and
its application in small target detection,” in Proc. Int. Conf. Intell. Robot.
Appl. Cham, Switzerland: Springer, 2022, pp. 679-688.

Z. Chen, R. Wu, Y. Lin, C. Li, S. Chen, Z. Yuan, S. Chen, and
X. Zou, ‘““Plant disease recognition model based on improved YOLOVS,”
Agronomy, vol. 12, no. 2, p. 365, Jan. 2022.

X. Li, Z. Cai, and X. Zhao, “Oriented-YOLOV5: A real-time oriented
detector based on YOLOVS,” in Proc. 7th Int. Conf. Comput. Commun.
Syst. (ICCCS), Apr. 2022, pp. 216-222.

P. Corke, Image Formation. Cham, Switzerland: Springer, 2017,
pp- 319-357.

S. Chitta, “Movelt!: An introduction,” in Robot Operating System (ROS):
The Complete Reference (Volume 1). Cham, Switzerland: Springer, 2016,
pp. 3-27.

GIOVANNI CICCERI (Member, IEEE) received
the Ph.D. degree in cyber physical systems (CPS)
from the Department of Engineering, The Univer-
sity of Messina, Italy, in 2022. He is currently
an Associate Researcher with the Department of
Biomedicine, Neuroscience and Advanced Diag-
nostics (BiND), University of Palermo, Italy. His
research interests include the study and develop-
ment of machine learning and deep learning mod-
els aimed at multi-risk and multi-objective analysis

with particular reference to cyber-physical systems, embedded systems, the
Internet of Things, financial engineering, vision systems, and information
systems in the e-health and life sciences domains. He collaborates on several
multidisciplinary and application-oriented research projects.

134444

U

aerial photogrammetrlc surveys of 130 pocket beaches in Sicily and Malta,
and developed a geomorphological—sedimentological video surveillance
system for iconic beaches. Since 2022, he has been collaborating on the
L2-SWB Project, assisting with aerial topographic surveys covering a third
of Sicily’s hydrographic basins.

DARIO C. GUASTELLA (Member, IEEE)
received the Ph.D. degree from the University of
Catania, Italy, in 2019. Since January 2022, he has
been an Assistant Professor with the Department
of Electrical Electronic and Computer Engineer-
ing, University of Catania. His research activity
is carried out within the Robotic Systems Group.
His research interests include cooperative mobile
robots (both ground and aerial vehicles), terrain
traversability analysis, and artificial intelligence
for autonomous navigation.

GIUSEPPE SUTERA received the Ph.D. degree
from the University of Catania, Italy, in 2022.
Since June 2023, he has been an Assistant Profes-
sor with the Department of Electrical, Electronic,
and Computer Engineering, University of Catania.
He collaborates with the Robotic Systems Group
and focuses on developing cooperative ground and
aerial mobile robotic platforms.

FRANCESCO CANCELLIERE received the B.Sc.
degree in electronics engineering, in 2020, and
the M.Sc. degree in automation engineering and
control of complex systems, in 2021. He is
currently pursuing the Ph.D. degree with the
University of Catania, Italy. His research interest
includes the autonomous navigation of robotic
platforms in unstructured environments, and he
has participated in multiple research projects on
this subject.

MARIO VITTI is currently a professional tech-
nologist, with transversal skills in various sectors,
ranging from computer science, to electronics,
to interconnected automation systems, to aerial
and terrestrial drones, used with different sensors
(remote sensing). Since 2013, he has developed
UAVs with VTOL capabilities and designed
remote sensing systems for land and water analy-
sis, transmitting data via 4-5G. He has participated
in the BESS Project (2017-2020), overseeing

VOLUME 11, 2023


http://dx.doi.org/10.5281/zenodo.5563715

G. Cicceri et al.: IHCPS for BeWastMan: The BIOBLU Case Study

IEEE Access

GIOVANNI RANDAZZO is currently a Profes-
sor in coastal geomorphology and environmen-
tal geology with The University of Messina,
Italy. He was with the Smithsonian Institution,
Washington D.C., studying the coastal lagoons and
the evolution of Nile Delta. He collaborated with
the Thai Geological Service in the study of spits
and transitional environments along the east coast
of the local peninsula. He was the President of
the Med Center of the EUCC—The Coastal Union
based in Barcelona, and for 20 years, he has been component of the board
of the same organization. He collaborated in the environmental assessment
impact of various public works (especially in the coastal area) and he
participated in the drafting of the Territorial Landscape Plan of the Province
of Messina. He founded GEOLOGIS s.r.l., Spin Off, The University of
Messina. He is the author of more than 140 scientific publications.

SALVATORE DISTEFANO is currently a Professor
with The University of Messina, Italy. He authored
and coauthored more than 250 scientific papers
and contributions to international journals, con-
ferences, and books. He visited as a Scholar and
a Professor in different universities and research
centers, such as UMass Dartmouth, UCLA, Duke,
Innopolis, and Kazan Federal University, collabo-
rating with top scientists. He took part in several
national and international projects, and he is a
member of international conference committees and the editorial boards of
IEEE TRANSACTIONS ON DEPENDABLE AND SECURE COMPUTING, Journal of Cloud
Computing, Journal of Big Data, and others. He is the Coordinator of the
Italian CINI Working Group on System and Service Quality. He is also one
of the co-founders of the SmartMe.io start-up, established, in 2017, as a
University of Messina spin-off.

GIOVANNI MUSCATO (Senior Member, IEEE)
received the Electrical Engineering degree from
the University of Catania, Catania, Italy, in 1988.
After completing graduation, he was with the
Centro di Studi sui Sistemi, Turin, Italy. In 1990,
he joined the DIEEI, University of Catania,
where he is currently a full-time Professor in
robotics and automatic control. Since 2018, he has
been the Director of the Department. His current

! . research interests include service robotics and the
cooperation between ground and flying robots. He was the coordinator of the
EC project Robovolc and he is the local coordinator of several national and
European projects in robotics. He is the author of more than 300 papers in
scientific journals and conference proceedings and three books in the fields
of control and robotics. He is with the Board of Trustees of the Climbing and
Walking Robots (CLAWAR) Association. For more information visit the link
(www.muscato.eu).

Open Access funding provided by ‘Universita degli Studi di Catania’ within the CRUI CARE Agreement

VOLUME 11, 2023

134445



