
Information Systems 121 (2024) 102342

A
0

Contents lists available at ScienceDirect

Information Systems

journal homepage: www.elsevier.com/locate/is

Is text preprocessing still worth the time? A comparative survey on the
influence of popular preprocessing methods on Transformers and traditional
classifiers
Marco Siino ∗, Ilenia Tinnirello, Marco La Cascia
University of Palermo, Department of Engineering, Palermo, 90128 PA, Italy

A R T I C L E I N F O

Keywords:
Text preprocessing
Natural Language Processing
Fake news
SVM
Bayes
Transformers
Deep learning
LSTM
Convolutional neural networks

A B S T R A C T

With the advent of the modern pre-trained Transformers, the text preprocessing has started to be neglected and
not specifically addressed in recent NLP literature. However, both from a linguistic and from a computer science
point of view, we believe that even when using modern Transformers, text preprocessing can significantly
impact on the performance of a classification model. We want to investigate and compare, through this study,
how preprocessing impacts on the Text Classification (TC) performance of modern and traditional classification
models. We report and discuss the preprocessing techniques found in the literature and their most recent
variants or applications to address TC tasks in different domains. In order to assess how much the preprocessing
affects classification performance, we apply the three top referenced preprocessing techniques (alone or in
combination) to four publicly available datasets from different domains. Then, nine machine learning models
– including modern Transformers – get the preprocessed text as input. The results presented show that an
educated choice on the text preprocessing strategy to employ should be based on the task as well as on the
model considered. Outcomes in this survey show that choosing the best preprocessing technique – in place of
the worst – can significantly improve accuracy on the classification (up to 25%, as in the case of an XLNet
on the IMDB dataset). In some cases, by means of a suitable preprocessing strategy, even a simple Naïve
Bayes classifier proved to outperform (i.e., by 2% in accuracy) the best performing Transformer. We found
that Transformers and traditional models exhibit a higher impact of the preprocessing on the TC performance.
Our main findings are: (1) also on modern pre-trained language models, preprocessing can affect performance,
depending on the datasets and on the preprocessing technique or combination of techniques used, (2) in some
cases, using a proper preprocessing strategy, simple models can outperform Transformers on TC tasks, (3)
similar classes of models exhibit similar level of sensitivity to text preprocessing.
1. Introduction

Tasks related to Natural Language Processing (NLP) usually consist
of preprocessing, tokenization, and several possible stages like clas-
sification, machine translation or, from a more generic perspective,
understanding human languages [1]. The preprocessing step involves
operations like lowercasing, stemming, stop words removal and many
other [2] collected and presented in this work. Specifically, prepro-
cessing can involve deleting content that is unnecessary for some tasks
(such as removing stop words and non-alphabetic characters), merging
semantically similar words to increase prediction power and decrease
data sparsity (using stemming, lemmatizing, conversion to lowercase,
expanding abbreviations, correcting misspellings), and enhancing the
quantity of semantic information available (e.g., using strategies to
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manage negation words) [3]. This implies that preprocessing can po-
tentially delete important data [4] (such as deleting stop words when
they are pertinent to a particular study issue). Furthermore, several
errors can be introduced into the specific NLP task’s pipeline. For
instance, when semantically distinct words conflate using stemming,
the outcomes of a classification model can significantly change [5].
Another common issues when dealing with online text is the presence
of noise due to spelling and grammar errors. This type of noise can
be useful when profiling authors. In fact, an author’s style can include
similar misspelling and grammar errors useful for a profiling task based
on Text Classification (TC). However, it could also lead to classification
errors when the content to be classified is a single news article or a
single tweet. In these cases – especially when employing pre-trained
Transformers – misspelling and grammar errors could just alter the
semantic of a word, misleading a classification model.
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Despite its importance, the text preprocessing stage is often under-
estimated in several text mining studies found in the literature [6].
However, there is a substantial quantity of noise in unstructured texts
available on the internet [7]. In some cases, the amount of noise in a
dataset can be so high that it could easily mislead a classifier [8]. The
presence of noise could be caused by users who frequently utilize slangs
and/or acronyms, as well as making spelling and grammar mistakes. To
emphasize their emotions, users may also abuse punctuation marks [9].
For example, typing multiple exclamation marks instead of a single one.
In this context, our definition of noise is related to any useless infor-
mation for any text-based task to be performed after preprocessing a
dataset. As demonstrated in this work, an incorrect choice to preprocess
a text can lead to a difference of over the 25% in terms of accuracy in
the classification performance, with the same model and dataset being
used.

Preprocessing, in this sense, can be summed up as the process of
cleaning and preparing texts that will be tokenized for subsequent op-
erations. Thus, the necessity for data cleaning and normalization arises
because the effectiveness of a model employed after the preprocessing
stage depends critically on the quality of such data [10]. The crucial
role that preprocessing has before and throughout the feature selection
process, from our point of view, is of prominent importance and to be
widely noted. Eventually, a preprocessing stage does not just remove
noise and/or highlights important features, but also reduce the time
required for training and testing a model. Unfortunately, past research
has provided conflicting recommendations, mainly due to the datasets
used, the techniques applied and/or the models evaluated.

In the literature there is no convention adopted, and each work tests
some preprocessing techniques rather than others. In this work we want
to report and discuss these techniques and subsequently, for the most
commonly used, we evaluate the results obtained by their combination
for TC tasks with respect to the model and the dataset considered.
Our work aims at improving the text preparation stage and resolving
inconsistencies in preprocessing advices, to offer guidelines and ideas
for future text mining studies. We want to improve our comprehension
of the theoretical and empirical factors that should influence prepro-
cessing choices. Here we want to investigate how TC performance is
affected by preprocessing choices using traditional Non-Deep Learning
models (NDL), Deep Learning models (DL) and Transformers [11]. For a
more consistent investigation, we conduct all of our experiments using
four datasets from different domains. We can finally state that it is
important to make an educated and context-dependent choice about
which preprocessing method (or combination of methods) to employ
and in what order.

All the results and the code used for our experimental evaluation
are available on GitHub.1

1.1. Gaps in the literature

In this subsection, we briefly introduce some of the most referenced
and comprehensive surveys reported in the literature about text prepro-
cessing. A more in-depth discussion that also includes the most recent
and relevant studies is provided in Section 2 concerning the related
work. We conclude this subsection highlighting the gaps found in the
literature.

In [12], the authors analyze the preprocessing impact on Twitter
data, emphasizing how much the classifier performance is improved.
They deleted URLs, user mentions, stop words, hashtags, punctuation
and then they used n-grams to replace slang words with the corre-
sponding regular words. The suggested preprocessing method binds
slangs on already existing words to assess the meaning and sentiment
interpretation of the slangs. The authors employ an SVM classifier
and conclude their study wondering how effectively the suggested

1 https://github.com/marco-siino/text_preprocessing_impact
2

system would work with different classifiers on other text streams.
Involving four conventional classifiers and a neural network in their
experiments, the authors in [13] investigate how each preprocessing
technique affects the performance of the models, using solely TF-IDF
(unigram) to represent words. The authors demonstrate that while
deleting punctuation does not improve the classification performance,
preprocessing procedures like removing digits, expanding contractions
to base words and lemmatization do. Additionally, their study shows
how a small number of various preprocessing strategies interact recip-
rocally and highlights those that work best when combined. However,
the authors conclude their article with an open question for future
studies that could eventually test the preprocessing techniques em-
ployed also on datasets from different domains, such as news articles
and product or movie reviews. In [14], the authors analyze twelve
different preprocessing techniques on three datasets. The datasets are
built from Twitter and focus on hate speech detection. The authors
observe the impact of the preprocessing techniques on the classification
tasks they support. However, they do not fully explore all the possible
combination of the preprocessing techniques proposed but, after an
inference process, a subset of all the combinations is considered. In fact,
the authors suggest that future research should examine the impact of
these and other preprocessing strategies in various domains, as well as
other preprocessing technique combinations and their interactions.

Taking into account the above-mentioned studies and those dis-
cussed in Section 2, some areas regarding text preprocessing are out-
dated, still unexplored or under-explored. To summarize, the works de-
scribed above or referenced in the following sections are characterized
by at least one or more of the following aspects:

• Do not contain a detailed catalog of all the most common pre-
processing techniques. Usually only a subset of all the available
techniques is reported.

• More in-depth experimental evaluations on Transformers and on
DL models are missing.

• There is a lack of experimental evaluations on models that can
truly achieve valuable state-of-the-art results.

• One single task is addressed and/or a single preprocessing tech-
nique is evaluated.

• Similar datasets (e.g., similar text format for any sample) or
datasets from the same domain are employed.

• There is not a clear explanation on why a subset of certain
combination of preprocessing techniques is evaluated.

With our work we hope to better investigate the matter without
neglecting any aspects or point of view reported above.

1.2. Research questions

In this subsection we list the research questions (RQs) addressed
in our evaluative survey to fill the gaps brought to attention in the
previous subsection. This is the first study, to the best of our knowledge,
that addresses all of the following RQs as a whole and at the same time.

• RQ1: After collecting and discussing the text preprocessing tech-
niques found in the literature and their possible and most recent
variants, what are the outcomes of an evaluation of the impact of
each of these techniques (alone or in combination) on the clas-
sification performance of state-of-the-art and traditional models
using real world datasets from different domains?

• RQ2: How text preprocessing can affect the performance of mod-
ern pre-trained architectures based on attention (i.e., Transform-
ers)?

• RQ3: Is the performance of simple classifiers comparable to the
performance of Transformer-based models when text preprocess-
ing is performed in accordance with the specific model and/or
dataset used?

https://github.com/marco-siino/text_preprocessing_impact
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Fig. 1. Number of times that the techniques discussed in this article are found in related work. In Table 1 are reported the expanded versions of the acronyms under the bars.
.3. Article organization

Our article is structured as follows. The recent literature on the
mpact of preprocessing techniques is discussed in Section 2, in Sec-
ion 3 a complete discussion of the preprocessing techniques collected
s presented, in Section 4 a presentation of the models employed in this
tudy is provided, then we discuss the datasets and the procedure for
he experimental evaluation, in Section 5 the results of our experiments
re reported for each dataset and in Section 6 they are discussed to
eport common findings across the three datasets and to answer to
ur research questions. Finally, in Section 7 our conclusions and future
ork ideas are provided.

. Related work

We report in this section the results of some of the most relevant
nd recent studies employing text preprocessing techniques. The fol-
owing are those that, in addition to employ preprocessing techniques,
ave also carried out a comparative evaluation using one or more
odels and/or datasets. For a detailed discussion on the preprocess-

ng techniques and the corresponding related work, please refer to
ection 3.

Recently, the authors in [15] use a variety of deep neural architec-
ures – except Transformers – to examine the impact of preprocessing
n a pre-trained BERT model when fine-tuning it as the first embed-
ing layer. The authors find that text preprocessing had negligible
nfluence on the majority of models tested. It is worth mention that
uthors conduct the study on a single Indonesian dataset contain-
ng 3,217 instances from the Water Resources Agency of Jakarta, to
lassify the textual reports into five categories (i.e., drain closure,
aterways, flood mitigation, infiltration well and others). The authors
se an Indonesian pre-trained version of BERT for the embedding. Since
here were substantial changes in performance outcomes between the
odel with and without text preprocessing, the authors suggest that

uture studies should examine the impact of each text preprocessing
tep. In this sense, to investigate the effects of different preprocessing
echniques, authors in [16] make use of fourteen text preprocessing
pproaches that have been applied to datasets from Twitter, Face-
ook, and YouTube. The authors use text preprocessing algorithms in
particular order. In the study, the authors use SVM to assess the

ariation in terms of accuracy on sentiment classification employing
he preprocessing strategies proposed. Results show that by consistently
tilizing all the preprocessing approaches, it is possible to reach the
2.57% accuracy using unigram representations. Even if the proposed
reprocessing strategy proved to be effective on the selected dataset,
n in-depth investigation employing deep learning models misses. The
3

erformance of an SVM classifier is also evaluated in [17] on a Twitter
dataset for sentiment classification (i.e. the Stanford Twitter Sentiment
Dataset). The authors explore some of the combinations of the pre-
processing techniques proposed. The researchers discovered that the
use of URL features reservation, repeated letters normalization and
negation transformation increases the accuracy of sentiment classifi-
cation. Instead, the accuracy descends if stemming and lemmatization
are used. Furthermore, by adding bigrams and emotion features to
the initial feature space, a superior outcome is obtained. Also in [18],
the authors employ NDL models like Naïve Bayes, SVM, K-means and
Fuzzy logic algorithms. Specifically, on a Twitter dataset, three basic
preprocessing methods (i.e., tokenization, removing of stop words and
stemming) are explored. The findings indicate that preprocessing has
a relevant impact on reducing the dimensionality of data, which leads
to higher performance in sentiment analysis classification tasks. Also
for unstructured product review data, the authors in [19] demonstrate
that the correctness of a classifier prediction depends on a suitable text
preprocessing sequence. The records in the dataset used for training
were made up of product reviews from Amazon. To assign a binary
output label (positive or negative) to each sample, ratings of one or two
stars are collapsed into the class of negative reviews. Ratings of four or
five have been classified as positive. Also in this study, authors employ
NDL models (namely, Naïve Bayes, Decision Tree and SVM). Four NDL
classifiers (i.e., Naïve Bayes, Logistic Regression, SVM and Random
Forest) are also employed in [20], where authors explore the impact of
six preprocessing techniques using five different Twitter datasets. They
discovered that by utilizing the preprocessing techniques of extending
acronyms and substituting negation, as opposed to eliminating URLs,
removing numerals, or removing stop words, the classification results,
in terms of F1-measure and accuracy, are enhanced. The Transformers
are used in [21] where, before applying TFIDF, authors remove stop
words and keep only features appearing in, at least, two documents.
The experimental findings show that in the smaller datasets, the shal-
low and most straightforward non-neural methods achieve some of the
best results. On the other hand, Transformers perform better in terms
of classification performance in the larger datasets. However, the study
marginally focuses on the impact of text preprocessing.

Regarding a Twitter related task about irony detection, authors
in [22] perform a case-folding preprocess of tweets before tokenizing
with the TokTokTokenizer from NLTK. Then, generic labels replace
hashtags, user mentions and URLs (i.e., hashtag, user and url, respec-
tively). Then, elongated words are shortened, to limit a vowel to only
appear twice in a token after each other (e.g., yeeee mapped into yee).
While the authors employed BERT as the classification model, they only
use the preprocessing strategy discussed above. Also authors in [23]
introduce and apply a new preprocessing strategy based on three new

steps (i.e., lowering dimensionality, rising sparseness and reducing the
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Table 1
Acronyms for the preprocessing techniques and real case examples, raw and preprocessed.

Acronym Technique Raw Preprocessed

DON Do Nothing ‘‘Like a Rolling Stone’’ ‘‘Like a Rolling Stone’’
RNS Replace Noise ‘‘@Obama tells #metoo! bit.ly/–’’ ‘‘USER tells HASHTAG! URL’’
RSA Replace Slang/Abbreviations ‘‘omg you are so nice!’’ ‘‘Oh my God you are so nice!’’
RCT Replace Contraction ‘‘I don’t like butterflies.’’ ‘‘I do not like butterflies.’’
RRP Remove Repeated Punctuation ‘‘I like her!!!’’ ‘‘I like her multiExclamation’’
RPT Removing Punctuation ‘‘You. are. cool.’’ ‘‘You are cool’’
RNB Remove Numbers ‘‘You are gr8.’’ ‘‘You are gr.’’
LOW Lowercasing ‘‘You Rock! YEAH!’’ ‘‘you rock! yeah!’’
RSW Remove Stop Words ‘‘This is nice’’ ‘‘is nice’’
SCO Spelling Correction ‘‘1lenia is so kind!’’ ‘‘Ilenia is so kind!’’
POS Part-of-Speech Tagging ‘‘Kim likes you’’ ‘‘Kim (PN) likes (VB) you (N)’’
LEM Lemmatization ‘‘I am going to shopping’’ ‘‘I be go to shop’’
STM Stemming ‘‘Girl’s shirt with different colors’’ ‘‘Girl shirt with differ color’’
ECR Remove Elongation ‘‘You are cooool!’’ ‘‘You are cool!’’
EMO Emoticon Handling ‘‘:)’’ ‘‘happy’’
NEG Negation Handling ‘‘I am not happy today!’’ ‘‘I am sad today!’’
WSG Word Segmentation ‘‘#sometrendingtopic’’ ‘‘some+trending+topic’’
number of training samples). These steps proved to improve perfor-
mance and/or reduce time of execution. A significant finding reported
in the study is that a proper data preprocessing is more crucial than
the classification algorithm itself to obtain the best performance at the
lowest possible cost (trade-off among effectiveness-efficiency).

3. Preprocessing techniques

In this section are presented the preprocessing techniques found
in the literature using the following methodology. In one of the last
comparative surveys [13], the authors present an evaluation of several
text preprocessing techniques on two datasets built to perform senti-
ment analysis classification on Twitter. The article was used as the
foundation for our work because – as shown in Table 7 – it proved
a posteriori to contain the largest number of techniques presented. In
order to obtain the list of related works on preprocessing techniques,
all the works cited or citing the aforementioned work that discussed
at least three different preprocessing techniques were included in our
study. Techniques not discussed in [13] were added as columns to
Table 7 and also included and discussed in our survey. Studies with
less than three techniques are not shown in Table 7 but, if targeting
some specific technique with a novel or deeper point of view, they have
been briefly discussed in Section 3. At this point, for each of the study
added from time to time to our reference list, the papers cited or citing
each work in the Table 7 were included, as long as they discussed at
least three different preprocessing techniques. Thanks to this approach,
we can state that, to the best of our knowledge, the preprocessing
techniques most frequently found in the literature have been included
in this survey.

All the preprocessing techniques presented here represent the very
first stage for any task related to TC. The next step, after text pre-
processing, consists in splitting text into n-grams. Before providing
the preprocessed text to a model, it is necessary to tokenize it. In
some studies, tokenization is presented as a preprocessing technique.
However, more than altering the syntactic and semantic content of a
text, tokenization is the necessary procedure to fragment a dataset and
to be able to supply it to subsequent stages. From this point of view, we
do not include the tokenization among the techniques presented here.
Nevertheless, we introduce it in the rest of this section.

Tokenization is discussed in [24–27] and splits texts into characters,
words, group of words or other pieces called tokens. Although common
forms of tokenization are performed at word-level, several sub-word
tokenization strategies are discussed in the literature [28–30]. Regard-
less the size of the tokenization window used, tokenization consists in
segmenting text. Usually, only alphanumeric or alphabetic characters
separated by non-alphanumeric characters are taken into account when
4

segmenting data (e.g. white spaces, tab, punctuation). The purpose of
tokenization is to output single units of information – i.e. the tokens – to
be mapped into numerical representations. The token list serves as the
starting point for additional processing, such as text mining, parsing, or
classification. Either linguistics (in which tokenization is a method to
segment text) or computer science (where it is a component of lexical
analysis) can benefit from tokenization. Depending on the language
syntax, the tokenization process can be challenging. For example, the
majority of words in languages like Italian and English are delimited
and separated from one another by white spaces. Otherwise, languages
like Chinese are not segmented since the borders between the words are
not obvious. Also, the writing system and typographic form of words
both affect tokenization.

One final note is about the order of application of several pre-
processing techniques in combination. While some preprocessing ap-
proaches (such as removing stop words and punctuation) can be used
independently of one another, others necessitate more careful thought
about the order in which they are used to providing consistent results.
For the tagger to function properly, POS tagging, for instance, should
be applied before stemming, and negation should be done before elim-
inating stop words. Eventually, as reported in [31], it is worth notice
that it is not necessary to perform preprocessing on both the training
and test sets.

Finally, given the methodology reported in the previous section as
well as in the rest of this article, the histogram in Fig. 1 displays a
list of the preprocessing techniques that have been documented in the
literature. The histogram also shows the number of times the reported
techniques have been used in the related work.

3.1. Replace noise

The definition of noise varies significantly according to the liter-
ature, with regard to removing and/or replacing noise. The authors
in [31] do not explicitly mention noise removal. However, they apply a
few text preprocessing techniques at the beginning of their evaluation.
These techniques involve removing HTML tags and special characters
from text, such as ‘‘%*=()/’’. Furthermore, not all datasets are provided
as plain text. Unwanted strings and Unicode, which are regarded as
crawling byproducts, can add further noise to the data. For this reason,
some authors employ regular expressions to eliminate Unicode strings
and non-English words. Additionally, user-posted tweets may include
URLs, user mentions or hashtags (such as ‘‘@username’’ or ‘‘#music’’),
or both. In this way, users can link their tweet to a certain subject
or user, and these strings of characters can also convey emotion. In
the literature are described a number of methods to deal with this
additional data supplied by users. In [32], the authors replace all URLs
with a tag U, and replace user mentions (e.g. ‘‘@brucespringsteen’’)

with a tag T. The majority of academics believe that URLs do not



Information Systems 121 (2024) 102342M. Siino et al.

r

c
l
b

reveal anything about the sentiment of a tweet [33–36]. Other scholars
expand short URLs into full URLs before tokenization [37,38]. The
tweet text is then refined by removing any URLs that match the tokens.
In short, no general rules apply in the definition and in managing
the noise. Definition and operations performed vary from a study to
another.

3.2. Replace slang and abbreviation

Considering the character count restrictions in social networks
(e.g. Twitter), abbreviations, informal writing styles, short words and
slangs are frequently used [39]. These words can also be managed
(e.g. replacing ‘‘OMG’’ with ‘‘Oh My God’’). By handling these informal
words in the text and changing them to reflect their actual meaning, an
automated classifier may perform better while preserving information.
These words and sentences can be managed in order to impute their
meaning accurately. In [40] slangs and abbreviations are converted into
word meanings that can be comprehended by utilizing conventional
text analysis methods. In [13] authors manually compile a lookup
database with these words, phrases, and their replacements. However,
it is worth noting that word embedding-based models could eventually
manage slang and abbreviation as-is, understanding from the context,
during the training phase, their original meaning.

3.3. Replace contraction

Contractions are short-form words that are used to reduce the
number of characters in a tweet/post [41]. An apostrophe is used in
contractions to replace one or more missing letters. One preprocessing
method consists in performing contraction replacement (e.g., can’t
eplaced by cannot).

Expanding contractions could or could not be a beneficial prepro-
essing technique before performing tokenization. In a word embedding
ayer which splits words at a space character, further meaning could
e provided, keeping the word can’t instead of cannot. This way,

a single word can incorporate what is expressed by the two single
consecutive words can and not. However, words like not could be of
prominent importance for subsequent stages coming later, like the ones
that replace negations with antonyms. Otherwise, if the splitting of
the words is performed at punctuation, tokenization would create the
tokens can and ’t. In this last example, as it matches other negative
forms in the text, this tokenization could deteriorate performance.

3.4. Remove repeated punctuation

In [13], the authors distinguish three punctuation signs: stop marks,
question and exclamation. These punctuation marks, according to au-
thors, indicate the presence of emotion in the text considered. Because
of this, the authors substitute a representative tag in its place. For
instance, ‘‘multiQuestionMark’’ is used in place of the token ‘‘???’’. This
procedure is performed before deleting punctuation. However, in the
not pre-trained models evaluated in this work, if there is not any space
between repeated punctuation marks, a separated word is created in the
dictionary. As an example, given the sentence: ‘‘Are you sure???’’, three
different words will be considered as separated tokens (i.e. Are, you and
sure???). In the case of a single and/or multiple spaces (i.e. ‘‘Are you
sure ???’’), four words/tokens will be added to the dictionary (i.e. Are,
you, sure and ???). These different splitting strategies would lead to
different behaviors of a subsequent classifier.

3.5. Remove punctuation

In written texts, punctuation can be used to express sentiment and
emotion [42] (e.g. ‘‘We are late! Hurry up!!!’’). Even if this punctuation
use can be easily understood by humans, it could not be so for an
5

automatic classification tool. Furthermore, punctuation can be useless
when dealing with certain TC task. For this reason, punctuation re-
moval is often applied in many preprocessing tasks for automated TC.
However, punctuation symbols can also denote sentiment. In [43], the
authors detect punctuation signs like ‘‘!!!’’ and replace them with the
label ‘‘multiexclamation’’. An application where punctuation is removed
can be found in [44]. A model that includes a word embedding layer,
in the case of the token up!!! as in our previous example, could be
able to catch the meaning related to invoke someone to move faster.
Removing punctuation from the sentence and replacing it with a single
space (i.e. ‘‘We are late Hurry up’’), would result in the change of some
latent information maybe of interest for certain TC tasks (e.g. author
profiling) [45].

3.6. Remove numbers

Despite the fact that numbers can offer helpful data to obtain a
performance gain of a classifier, it is usual to delete them during the
preprocessing stage [44,46]. Such a practice could be due to historical
reasons, where computational power and traditional machine learning
classifiers required a stricter preprocessing phase to lighten datasets.
However, other scholars [4,45] argue that numbers are useful, indeed
they do not remove them from the original source text.

In fact, the sentence: ‘‘I won 2 dollars on bets.’’ compared to: ‘‘I
won 2,000,000 dollars on bets.’’ will become: ‘‘I won dollars on bets.’’.
However, the resulting sentence has lost the intended meaning of the
user who has written it. This meaning could be considered differently
by an attention based model or even by a shallow neural network to
provide the correct prediction. Even in the case of author profiling
tasks, the use of numbers could characterize a user based on the
quantity expressed by the numbers in text. Removing numbers could
lead to another type of information loss. For instance, the removal of
4 from the sentence: ‘‘I did it 4 you’’ (i.e., ‘‘I did it you’’) would alter
the original true meaning of the sentence even for a human classifier.
Finally, removing the number 8 from the word w8, again, could lead
to a loss of information and to a deterioration in performance as well
as in the previous example.

3.7. Lowercasing

Among others, lowercasing (i.e. converting uppercase letters to low-
ercase) is one of the most common techniques to perform preprocessing
on a source text before further steps.

Lowercasing is discussed in [47] and consists in converting to lower-
case each character of a text (e.g. ‘‘Your band sounds like Rolling Stones‘‘
- ’’your band sounds like rolling stones’’). Before the classification step,
the authors in [48] change capital letters from uppercase to lowercase.
According to authors, the classification’s performance has improved.
Lowercasing has been a common method employed in many deep and
non-deep architectures presented in the literature due to its simplicity.
Lowercasing may have undesirable effects on system performance since
it increases ambiguity despite the fact that it reduces vocabulary size
and sparsity [49]. In our example reported above – regarding the rock
band The Rolling Stones – lowercasing could produce for a non-human
classifier an ambiguity, comparing the sound of a band to a set of stones
rolling2 instead of comparing the same sound to the one of the popular
rock band.

Lowercasing, on the other hand, conflates multiple spellings of
words that are based on case. The diversity of capitalization in the
dataset may interfere with classification and degrade performance. This
could be the case of a single misspelled word in a dataset (e.g. ‘‘houSe’’).
In this case, a word embedding layer trained from scratch could assign

2 ...and in this case you should look for a new drummer.



Information Systems 121 (2024) 102342M. Siino et al.
a new embedding vector instead of using the most properly semantic-
related word ‘‘house’’.

Differences in experimental results across various works in the
literature can be simply explained based on the domains considered. In
our work, several datasets and models are tested, so we are confident
on the general impact of this technique using modern classifiers and
different datasets.

3.8. Remove stop words

The removal of stop words, according to our study, is the most
employed preprocessing method found in the literature. Stop words
are typically frequent terms in a language and are assumed to be the
least informative [50] (i.e., stop words alone do not provide meaning to
document). Stop words are language-specific and cannot be considered
as keywords in text mining applications, so they could be useless in in-
formation retrieval. Stop words often appear in writings without being
related to a specific subject (e.g. prepositions, articles, conjunctions,
pronouns etc.). Before performing the TC task, stop words are typically
removed. The size of a dataset is actually decreased after removing
stop words from it. Example of stop words are: ‘‘of’’, ‘‘a’’, ‘‘the’’, ‘‘in’’,
‘‘an’’, ‘‘with’’, ‘‘and’’, ‘‘to’’. Depending on the list used, usually there are
between 400 and 500 stop words in the English language.

The first study considering stop words is conducted in [51]. There,
the author makes the suggestion that words in written texts can be split
into terms considered as keyword or non-keyword using a stop list.
In [52], the authors employ data from six different Twitter datasets
to use different stop word detection algorithms and examine how
eliminating stop words impacts the effectiveness of two popular super-
vised sentiment classification techniques. By tracking changes in the
classification performance, in the amount of data sparsity and in the
size of the feature space of the classifier, the authors evaluate the effects
of eliminating stop words. The authors compare results between static
stop word removal techniques (e.g. based on pre-compiled lists) versus
dynamic stop word removal techniques [53] (e.g. based on dynamic
detection of stop words in a document). The results demonstrate that
the performance is adversely affected by the usage of pre-compiled
stop words list. Otherwise, the best strategy to retain significant per-
formance while lowering data sparsity and significantly condensing
the space of the features appears to be the dynamic creation of stop
word lists by deleting the uncommon words appearing rarely in the
dataset. The researchers have found that a word’s relevance can be
inferred from its frequency in a data collection. This finding led to the
exploration of various well-liked stop word removal techniques in the
literature. While some approaches consider both the top and bottom-
ranked words to be stop words, others make the assumption that stop
words correspond to the most frequently occurring words. Another
well-liked alternative to using the raw frequency of terms has also been
discussed in the literature: Inverse Document Frequency (IDF).

Eventually, four different stop word removal techniques are re-
ported here.

• The traditional approach. The traditional approach [54] relies on
removing stop words gleaned from pre-compiled lists.

• Approaches based on Zipf’s law. Three approaches for creating stop
words that are moved by Zipf’s law exist, besides the conventional
stop words list [53,55]. Among these are the words that are most
frequently used and words that only appear once, or singletons.
Additionally, terms having a low inverse document frequency are
thought to be removed (IDF).

• The mutual information method. A notion of how informative a
term can be about a certain class is supplied by a supervised
technique that determines the amount of information that each
word and document class share [56]. A lower mutual information
score indicates that the word has a weak ability in improving
discrimination performance, hence it needs to be dropped.
6

• Random sampling of data chunks. It was initially suggested in [57]
to use this technique to manually identify stop words in web
publications. This approach operates by repeatedly processing dif-
ferent, randomly chosen data chunks. It then uses the Kullback–
Leibler divergence [58] metric to order the terms in each chunk
according to how informative they are.

3.9. Spelling correction

It is common that texts shared online by users contain spelling
errors. For instance, tweets frequently contain typos as well as gram-
matical errors. The unintended consequence of having the same term
transcribed differently is lessened by correcting spelling and grammar
errors. Examples of misspelled words are: absense, decieve, noticable.
After a spelling correction step, the mentioned words would be sub-
stituted respectively by: absence, deceive, noticeable. In [59] it is proven
that correcting spelling errors can improve classification effectiveness.
Although other type of errors could be introduced after performing a
spelling correction, this technique generally improves performance.

Eventually, an interesting way to perform spell-checking is pre-
sented in [60] where a spell checker is employed to improve stemming,
and synonyms of related tokens are combined.

3.10. Part-of-speech tagging

The word class is identified via Part-of-Speech (POS) tagging, which
takes into account the word’s placement in the sentence [61]. A POS
tag is then given to any word in a sentence. Noun (NN), proper plural
noun (NNPS), verb (VB), adverb (RB), superlative adverb (RBS), third-
person verb (VBZ), and other tags are examples of tags.3 It has been
demonstrated that four POS classes – namely, nouns, adjectives, verbs,
and adverbs – are more informative than other classes. Several purposes
of POS tagging in preprocessing are discussed in related work. In [13]
the use of POS tagging allows some parts of speech to be excluded since
they do not express the suitable sentiment for the purpose at hand. Only
verbs, adverbs, and nouns were kept in the study. In [62], in order to
tag opinion statements with sentiments, the authors employ POS tags
as pointers.

Specially in deep learning-based models, the process of assigning
POS tags to each term is helpful to increase semantic informativeness in
text. However, due to its impact on diminishing accuracy, some authors
choose to omit POS tagging for certain tasks [63], while others found
POS tagging beneficial [46].

3.11. Lemmatization

Lemmatization is used to replace a word with its corresponding
lemma, or dictionary form. By analyzing a word’s location in a sentence
and removing its inflectional ending, this technique creates the lemma
as it appears in a dictionary (e.g. Performance is greatly improved,
replaced by Performance be greatly improve). In [64], lemmatization re-
duces various word forms to the same lemma to enhance user sentiment
extraction effectiveness. Lemmatization is discussed in [47] and, in the
context of an SVM model, in [65]. In [66] authors address the issue
of ambiguation after lemmatization. The authors use lemmatization in
combination with POS disambiguation to alleviate the problem.

Lemmatization has long been a common preprocessing step for NDL
models. Since DL models have started to be employed, lemmatization
has rarely been used as a preprocessing stage. Lemmatization’s ma-
jor goal is to reduce sparsity because a dataset may contain various
inflected versions of the same lemma. Furthermore, in the context
of author profiling tasks, lemmatization can lead to ignore relevant
writing style details [67]. Eventually, it is worth reporting that in
inflexionless language (e.g. Chinese), words are only in one form. For
inflexionless languages, techniques like lemmatization or stemming,
does not provide any change to the text.

3 An example from Twitter is the case of a retweet replaced by the tag RT.
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3.12. Stemming

To obtain stem versions of derived words, a process known as
stemming is used. For instance, stemming techniques can reduce word
variations like easy, easily, easier, easiest to the word easy. The dimen-
sionality of dictionaries is decreased, since many words are collapsed
to the same one. This procedure reduces entropy and raises the signif-
icance of the concept behind a word like the one from the previous
example (i.e. easy). In the end, stemming enables the same consider-
ation of nouns, verbs, and adverbs that share the same stem. Word
frequencies are commonly calculated after stemming, since derived
words share semantic similarities with their root forms.

The first known stemming algorithm was presented in 1968 and dis-
cussed in [68]. Going forward, the algorithm for stemming introduced
in [69] is often employed by a multitude of scholars. It is likely the most
popular and effective stemming technique for the English language.

Stemming is applied in [70] and also discussed in [71]. The goal
of stemming in both studies is to find, for any derived word, its
corresponding stem. As discussed in [72], the stemming algorithm
depends on the language considered (i.e., Turkish in this case). The
library commonly used for Turkish language is discussed in [73].
Considering that Turkish is an agglutinative language, stemming helps
in reducing data sparsity. Otherwise, for the same language, the fixed-
prefix approach described in [74] is a computationally straightforward
yet highly efficient stemming tool. The performance and efficacy of
stemming in applications like spelling checkers across languages are
examined by the authors in [75]. Although advanced algorithms em-
ploy morphological understanding in creating a stem from the words,
a typical simple stemming technique would involve deleting suffixes
using a list of frequently occurring suffixes. The study provides a
comprehensive overview of known stemmers for Indian languages, as
well as popular stemming strategies.

Truncating approaches, statistical methods, and mixed methods are
typically used to categorize stemmed algorithms. The mechanism used
by each of these divisions to determine the word variations’ stems is
different. Below is a discussion of a few of these techniques. For fur-
ther discussion on stemming techniques, a deep overview is presented
in [76].

• Truncating techniques involve removing a word’s prefixes or suf-
fixes, referred to as affixes. Truncating a word at the 𝑛th char-
acter, is the simplest basic stemmer (i.e. it consists in keeping n
letters and removing the remaining). Words that are shorter than
n are left untouched using this strategy. When the word length is
short, there is a greater chance of over stemming.

• Porters stemmer is one of the most well-known stemming algo-
rithms and developed in 1980 [69]. On the fundamental algo-
rithm, numerous alterations, improvements, and suggestions have
been proposed. It is predicated considering that in the English
language the suffixes are usually composed of groupings of simple
and small suffixes. The algorithm is performed along five steps.
Each step applies the rules until one of them satisfies the criteria.
If a match is found, the suffix is then removed and the subsequent
action is evaluated. At the end of the last stage, the resultant stem
is returned.

• Lovins stemmer was proposed in 1968 [68], when Lovins made the
first practical stemmer suggestion with his stemmer. The Lovins
stemmer eliminates a word’s longest suffix. Each word is altered,
checking a different table that performs numerous alterations to
turn the stems into acceptable words after the ending has been
deleted. Due to the fact that it is a one pass method, it can
never remove more than one suffix from a word. This algorithm
has the following benefits: (1) it is extremely quick; (2) it can
handle changing letters doubled for words as getting into get and
(3) it can handle plurals that are irregular (e.g. ‘‘mouse’’ and
‘‘mouses’’, ‘‘die’’ and ‘‘dice’’ etc.). It is worth reporting that the
7
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Lovins stemmer, although being a heavier stemmer, results in
superior data reduction. With its extensive suffix collection, the
Lovins method only requires two significant stages to delete a
suffix. The algorithm by Lovins is quicker than the Porter one,
based on five iterations. Due to its extremely long endings list, it
is larger than the Porter method.

• Paice/Husk Stemmer is introduced in [77] and is an ongoing
method using one database that has more than one hundred
rules and use the final character of a suffix as index. It tries to
determine the relevant rule based on the final character of a word.
Rules detail the substitution or deletion of a word ending. If any
rule does not match, the algorithm ends. The algorithm ends also
if the first character of a word is a vowel and no more than two
or three letters remain in the word. If not, the rule is followed
and the procedure is repeated. The benefit is that both deletion
and replacement as per the rule are applied at every iteration.
However, because of the weight of this stemmer, over stemming
can happen.

The two primary categories of stemming cons are over- and under-
temming. If two words having different stems are replaced by the same
oot, then a case of over-stemming occurs. Another term for this is a
alse positive. On the other hand, the act of giving two words that ought
o share the same root a different root is called under-stemming. This
s also known as a false negative.

.13. Removing elongation

A character that is repeated once or more times can be found
n elongated words (e.g. cooooool, greeeeeeat, goooood etc.). Tweets
nd other social media posts frequently contain words with repeated
etters [78]. Character repetitions are employed by users to emphasize
nd express their sentiments. The preprocess step of removing elon-
ation consists in replacing elongated words with their source words,
o they can be considered as the same entity. Repeated characters
re reduced to a single one to prevent the learner from considering
engthened words differently from their basic form. If not, a classifier
ould interpret them as distinct words, and the longer words are likely
o be underestimated because of their lower frequency in the text.

.14. Emoticon handling

On the internet and in social networks, emotional icons are fre-
uently used to denote users’ sentiment [79]. Users use emoticons
e.g. :), :( etc.), to express opinion too. Not to be confused with emoti-
on, emoji are pictographs of objects, faces, and symbols. However, in a
eneric preprocessing step, the same operations used for emoticons can
e applied to emoji too. Depending on the considered task, it could also
e important to capture information provided by emoticons or emoji to
erform TC.

In [80], the authors study and evaluate the impact of emoticons on
entiments of tweets. The authors demonstrate the value of emotional
cons in conveying messages on social media. In [81], the usefulness
f processing emoticons on user-generated content is highlighted by
uthors.

Emoticons could also be replaced with scores that express a score
gainst a polarity, but they can also be translated into text in the
orresponding word. For example, for a specific sentiment classification
ask, the words pos and neg can be used in place of the positive and
egative icons, respectively. In other studies, emoticons are substituted
ith the words that best describe them, such as :-( with the word

ad. However, for instance, the irony in the usage of a sad emoticon
hile texting something positive, can revert the original meaning of a

entence.
In [32], the authors employ emoticons as features and associate

ords to a value of pleasantness from one to three. Emoticons are
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scored similarly to other words and are broken down into the following
classes: extremely negative, negative, neutral, positive and extremely
positive.

Keeping as-is emoticons in any text, for word-embedding based
models, lead to the generation of a word vector with an associated
semantic as for any other word in the dataset.

3.15. Negation handling

As stated in [31], one of the best preprocessing methods for tackling
tasks involving sentiment analysis is negation handling. A crucial stage
in sentiment analysis is dealing with negations, such as ‘‘not nice’’.

ne of the most relevant causes of misclassification is the omission of
egation words, which can affect the tone of all the surrounding words.
ne way to perform negation handling is removing negative forms in

ext to reduce ambiguities of the classified sentences. Specifically, when
acing with sentiment analysis tasks, negation is significant because, in
any circumstances, the polarity of words or sentences can be affected

y negation words, which can cause the polarity to invert. The most
ypical method of handling negation is to look for terms that are similar
o ‘‘not ’’ in each sentence, then see if the next word has an antonym.
he word ‘‘sad’’ will be used in place of phrases like ‘‘not happy ’’ for

nstance. To perform the replacement of words with the corresponding
ntonyms, it is generally used WordNet, presented in [82].

In [31] authors handle negation performing the following steps. At
irst, they compile an antonym dictionary using the WordNet dataset. In
heir work, the authors explain how to manage the three possible cases
hen looking for antonyms (i.e. a single antonym, multiple antonyms
r no antonyms). The word’s antonym is then randomly selected from
he antonym dictionary. Eventually, the negation terms in tokenized
ext are identified by the authors. In the event that is discovered a
egation word, the token that follows it (i.e., the word to be negated) is
elected, and the antonym of that word is searched in the dictionary of
he antonyms. The negated word and the negation word are swapped
ut if an antonym is found. In their work, the authors provide a running
xample where the sentence ‘‘I am not happy today’’ is replaced by the
entence ‘‘I am sad today’’.

Handling negations can generally improve performance for senti-
ent analysis-related tasks based on sentence classification. However,
comprehensive study on the effect of handling negations for author

rofiling tasks (i.e. classifying a whole dataset related to an author
nstead of performing classification of single sentences) is still missing.

.16. Word segmentation

It is quite common to find different words merged together in
nline texts. Such a case can be due both to a typing error or to
deliberate choice. In the first case, a user could wrongly type the
ord ‘‘Beyoncelemonade’’ instead of the two different words ‘‘Beyoncé
emonade’’. The merged word represents noise and could likely be the
nly token in the dataset. In a tweet like: ‘‘I like beyoncelemonade’’
model could not understand the topic (i.e. music) of the sentence.

onsidering the same merged word, a user could deliberately write
beyoncelemonade as hashtag within the shared post. In this case, seg-
entation would change the desired usage of the author. Nevertheless,

egmenting merged words has proved to be helpful in understanding
nd better classifying contents of tweets and posts [83,84].

In other cases, a model could benefit from processing words grouped
ogether. It is the case of words like ‘‘United States’’, where splitting
ingle words as different tokens could make it harder for a model
o catch the underlying concept of the single word ‘‘UnitedStates’’.
n the second case, word embedding-based architectures could get
he meaning of a whole sentence, understanding the reference to the
8

pecific country (i.e. United States of America). b
4. Material and methods

To assess the impact of the three most common techniques (i.e., low-
ercasing, removing stop words and stemming) we performed several
experiments. We evaluated the impact of every single technique but
also the impact of all the possible combinations of them. In Fig. 2 is
shown the process we applied for our experiments. As can be seen from
the figure, the application order of each technique is relevant. For this
reason, we evaluated all the preprocessing techniques in order. Even
if in Fig. 2 we only show a running example using one, two or three
techniques, in the result section we present and discuss the effect of
using all the possible combination of two and three techniques. The
libraries we used to apply the techniques were already presented and
referenced in Section 3.

4.1. Evaluated models

We introduce the models evaluated in our experiments in this
section. For the NDL models we provide the reference to the libraries
used and in Section 4.3 we further discuss parameters setup for the
tested configuration. For the DL models, we provide the reference to the
original study reporting changes if applied. Transformers models are
shortly discussed, and the specific pre-trained version used is reported.
The steps applied before feeding each model are:

1. Preprocessing each sample’s text
2. Word-by-word breakdown (at space characters) of the text in

each preprocessed sample
3. Mapping each word (ngram) to a token
4. Associating a unique integer value (index of the token) to each

token
5. Using these indices to translate each text into a sequence of

integers

Then, two different operations can be performed following the step
5) with respect to NDL and deep models. For the NDL models the vector
of ints is translated into a bag-of-words representation,4 while for deep
models the vector of ints is used as-is by the following word embedding
layer. In the case of the DL models, the word embeddings are trained
from scratch during the training phase. For the Transformers, the pre-
trained embedding of each model is used. The fine-tuning is performed
accordingly to each reference paper. The models evaluated are briefly
discussed in the rest of this section.

• Logistic Regression (LR). LR is commonly employed in TC for
several tasks [85]. Despite its name, LR is actually a linear classi-
fication model. Maximum-entropy classification, logit regression
and log-linear classifier are common terms to refer to LR. The LR
is based on a logistic function that is employed to approximate
the likelihoods of the possible results of an experiment. LR is
also used for ensemble of text classifiers, as reported in [86].
For our experiments, we used the sklearn Logistic Regression
implementation.5 We used an L2 penalty, a C value equal to 1.0
and the lbfgs solver as discussed in [87].

• Naïve Bayes (NB). As reported in [88] and experimentally demon-
strated over time by outcomes from various TC tasks [89], NB is
one of the most effective model to employ for classification. We
evaluated a multinomial NB classifier from the sklearn Multino-
mialNB implementation.6 Data are commonly expressed as word
vector counts.

4 An array containing at the 𝑛th index, corresponding to the 𝑛th int value,
counter of the occurrences of the corresponding n-gram.
5 https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.

ogisticRegression.html
6 https://scikit-learn.org/stable/modules/generated/sklearn.Na\"\ive_
ayes.MultinomialNB.html

https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.Na\"\i ve_bayes.MultinomialNB.html
https://scikit-learn.org/stable/modules/generated/sklearn.Na\"\i ve_bayes.MultinomialNB.html
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Fig. 2. From the left to the right, it is shown the preprocessing applied using a single technique and a combination of two and three techniques, respectively. As can be seen
from the figure, the application order of each technique is relevant. In our experiments, we evaluated all the combination of the three most common techniques.
• SVM. As reported in [90] and in [91], classifiers based on SVM
are well-established methods for TC tasks. SVM are also em-
ployed in ensemble-based text classifier, as reported in [92].
Thanks to SVM models, classification results compared to other
classification methods have been greatly improved.
Based on [93], we tested the sklearn SVC implementation.7 As a
regularization parameter, we used a value of 1.0 with a linear
kernel type.

• Artificial Neural Network (ANN). Starting from the research
investigation on how coupled brain cells in the human brain
could generate complex patterns, or neurons [94] along with the
development of the perceptron [95], nowadays, ANN are widely
implemented on a wide range of tasks. TC is no exception. The
architecture we implemented for our experiments consists of an
embedding layer, a dropout layer, three dense/dropout pairs of
layers, a global average pooling layer, a dropout layer and a final
single dense unit layer. The network architecture is shown in
Fig. 3.

• Convolutional Neural Network (CNN). The CNN evaluated here
is the one presented in [45] and also used in [96–98]. In this
case we do not report further details or the image of the network
architecture which can be found in the above-mentioned papers.
This CNN includes a single convolutional layer. As demonstrated
by its results, this CNN outperforms Transformers and others
proposed models as stated in [99] on a classification task similar
to the ones proposed in this work.

• Bidirectional LSTM (BiLSTM). In place of feed-forward net-
works, recurrent neural networks are widely utilized to categorize
text data. In [100], the authors discuss how to perform TC using
LSTM network and their variants like Bi-LSTM and GRU. For
our work, we developed a simplified version of the bidirectional
LSTM discussed in [101]. Also in this case, we do not report
further details or the image of the network architecture which
is presented in [101]. The model consists of two bidirectional
LSTM layers. We did not employ any activation functions for any
of the dense layers. We used a binary cross-entropy loss and the
optimization algorithm by Adam [102] to train our model.

• RoBERTa. The authors in [103] – by offering a replication study
on the pre-training of BERT – improve the performance of the
BERT model by changing the pre-training stage. These adjust-
ments consist of the following: (1) training the model for more

7 https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
9

time using larger batch size; (2) ignoring the objective of pre-
dicting next sentence; (3) using longer sequences for training; (4)
altering the pattern for masking used on the training instances
in a dynamic way. The version of RoBERTa we used is presented
in [103].

• ELECTRA. According to what stated in [104], ELECTRA suggests
replacing certain tokens with possible replacements taken from
a small generator network, instead of masking the input like in
BERT. Then, a discriminative model is trained to predict whether
each token in the corrupted input was replaced by a generator
sample or not, as opposed to developing a model that predicts
the original identities of the corrupted tokens. Along with graph
neural network, ELECTRA can also be employed as an embedding
layer as in [105]. In our experiments, the original version of
ELECTRA, presented in [104], was used.

• XLNet. A generalized autoregressive pretraining strategy is the
one suggested in [106]. By optimizing the predicted likelihood
across all combination of the factorization order, it enables learn-
ing bidirectional contexts. XLNet surpasses BERT, frequently by
a significant margin, on a number of tasks, including question
answering, sentiment analysis, document ranking and natural
language inference. For our study we used the pre-trained XLNet
using zero-shot cross lingual transfer discussed in [107].

A recent rise in the application of classification techniques based
on graphs is noteworthy. A recent study can be found in [105] for
TC but, recently, graph-based methods are also used for traffic pre-
diction [108], computer vision [109] and social networking [110].
However, most of these methods are not yet able to outperform models
evaluated in our study and discussed here.

4.2. The datasets

We present here the four datasets evaluated in our study and coming
from different domains. We describe their structure, content and their
respective size. All the four datasets used are publicly available and
used in recent literature for TC tasks. We used datasets with varying
sizes and distinct classification objectives to examine how each prepro-
cessing strategy affects different classification tasks. The details of each
dataset are shortly discussed and presented in the rest of this section.
In Table 2 are reported the statistics of the datasets.

https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
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Fig. 3. The ANN architecture implemented for our experiments. Numbers in brackets
indicate the tensor sizes. Layers as depicted on our Google Colab Notebook.

4.2.1. Fake news spreaders
The Fake News Spreaders (FNS) dataset is presented and discussed

in [111] and available under request.8 The dataset was used for the
international shared task at PAN.9 The task’s organizers want to find
out if it is possible to distinguish between authors who have previously
disseminated fake news and those who have not. The task is in a series
of shared task that from 2013 to 2019 considered a number of issues
of author profiling on social media. Some of them included gender
and language variation, age and gender coupled with personality, bot
detection, and gender from a multimodality standpoint.

8 https://zenodo.org/record/4039435
9 https://pan.webis.de
10
The dataset consists of tweets in Spanish and English. However, to
test the original version of the Transformers evaluated in our study, we
considered only the English ones. In the dataset, there are one hundred
tweets representing each author and the corresponding class label for
the author (i.e., 1 if the author has shared one or more fake news in
the past and 0 otherwise). There are one hundred fifty authors per
class in the training set, and one hundred authors per class in the test
set. Resuming, the dataset samples (i.e., 500 authors) provide a total
number of tweets (i.e., 50,000) suitable for the experiments with the
models evaluated here.

4.2.2. Patronizing and condescending language
Described in detail in [112], the dataset for Patronizing and Con-

descending Language (PCL) is from the detection PCL task hosted at
SemEval-2022. This task is an emerging one about detecting PCL [113].
PCL occurs when language implies superiority toward others, talks
down to them, or kindly depicts them or their circumstances, elicits
feelings of sorrows and compassion. PCL is often involuntary and
unconscious and based on good intentions. The assignment is a classifi-
cation problem where a classifier has to predict whether PCL is present
in a given text. Below are reported two representative samples for the
two label classes that a text classifier has to predict.

• Non-PCL Sample Text: ‘‘In 2017, more than 150 people packed
1,100 hampers for Foodbank to provide to those in need during the
holiday season’’.

• PCL Sample Text: ‘‘Housing Minister Grant Shapps added : The
plight of homeless people should be on our minds all year round -
not just at Christmas’’.

The Task 4 participants at SemEval-2022 were given a dataset
comprising sentences in context (paragraphs) that had been taken
from news articles. Despite coming from various countries, the news
pieces were all delivered in English. The News on Web (NoW)10 orig-
inally supplied all the excerpts from news articles from media in 20
English-speaking nations. The 10,469 paragraphs make up the dataset,
which served as the SemEval task’s training set. Using the same proce-
dure, organizers annotated 3,898 more texts to build the test set. To
gather paragraphs, organizers employed a keyword-based technique,
concentrating on texts that make mention of vulnerable communities
(e.g. refugees or homeless). The dataset is available on GitHub.11

4.2.3. Internet Movie Database
A dataset for binary sentiment classification was first described

in [114] as the Internet Movie Database (IMDB). It comprises 25,000
reviews of highly divisive movies for testing and 25,000 for training.
Additional unlabeled data is also available for use. The collection
includes binary sentiment polarity labels for the movie reviews that go
along with them. It is meant to act as a baseline for sentiment analysis.

The total of 50,000 reviews are divided in 25,000 reviews each
for training and testing, and make up the core dataset. The reviews
are balanced for the two classes (i.e. 25,000 are positive and 25,000
are negatives). For unsupervised learning, a further 50,000 documents
without labels are also included.

Often for the same movie, reviews have correlated ratings, so there
can never be more than 30 reviews for any film in the entire collection.
Additionally, because the train and test sets contain different movies,
learning movie-specific terms and having them correspond to observed
labels does not significantly improve performance. A poor review has
a score of less than four out of ten in the designated train and test sets,
while a score of more than seven out of ten is considered as a positive
review. The train/test sets therefore do not contain reviews with more
neutral ratings. Reviews of any rating are included in the unsupervised

10 https://www.english-corpora.org/now/
11 https://github.com/Perez-AlmendrosC/dontpatronizeme

https://zenodo.org/record/4039435
https://pan.webis.de
https://www.english-corpora.org/now/
https://github.com/Perez-AlmendrosC/dontpatronizeme
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Table 2
Characterization and statistics of the datasets.

Dataset Task #Total documents #Documents per sample #Train samples #Test samples

PCL Content classification 14,367 1 10,469 3898
FNS Author profiling 50,000 100 300 200
IMDB Polarity detection 100,000 1 25,000 25,000
20N Newsgroup post categorization 18,846 1 11,314 7532
set, and there are an even number of reviews with ratings between 5
and less than 5. Below are two examples of reviews, one each from a
negative and positive class.

• Negative review: ‘‘I and a friend rented this movie. We both found
the movie soundtrack and production techniques to be lagging. The
movie’s plot appeared to drag on throughout with little surprise in the
ending. We both agreed that the movie could have been compressed
into roughly an hour giving it more suspense and moving plot’’.

• Positive review: ‘‘Maybe it’s because I saw the movie before reading
the book, but I really love this movie. I’ve seen it many many times
and will be watching it many times more. It’s a compelling story, that’s
interesting from the beginning to the end. It has everything: action,
romance etc’’.

The IMDB dataset is available online.12

.2.4. The 20 Newsgroup data
To the best of our knowledge, the 20 Newsgroup data (20N) is

iscussed and used for the first time in [115] by Ken Lang. A total
f around 18,000 messages from 20 different newsgroups make up
his dataset. By newsgroup group, 1,000 messages were selected at
andom from each of the twenty newsgroups.13 For our experiments,
e used the splits between training and test set reported here.14 This

s the only non-binary dataset used for our experiments. One out of
wenty categories needs to be predicted by the classifiers. Considering
hat this is a multi-classification problem, a model has to predict to
hich category a sample belongs. Below we report a part of a sample
elonging to the category electronics.

• ‘‘Pink noise has constant power per geometric frequency increment
(octave, 1/3 octave, etc.). Thus the 10 kHz–20 kHz octave has the
same amount of noise power as the 10 Hz–20 Hz octave. White noise
has constant power per arithmetic frequency increment (Hz, kHz,
etc.). Thus the 10 kHz–10.1 kHz band has the same amount of noise
power as the 10 Hz–110 Hz band (both bands are 100 Hz wide).
Pink noise can be made by passing white noise thru a -3db/octave
filter (usually approximated by a network of several RC pairs). Note:
you can’t get -3db/octave by using half a -6db/octave network :- Pink
noise is commonly used in audio power response measurements. It
shows up on audio spectrum analyzers (with octave-related bands)
as a flat line across the bands’’.

.3. Experimental setup

Our experiments were performed using TensorFlow on an NVIDIA
eForce RTX 2080 GPU on our local machine and on a Tesla T4

rom Google Cloud. For the Transformers we used the Simple Trans-
ormers15 library. All the Transformers used came from the library of
ransformers provided in [116]. The batch size for all models was
. For 10 epochs, we fine-tuned the Transformers-based models, early
topping in accordance with the test set accuracy. The best accuracies

12 https://ai.stanford.edu/~amaas/data/sentiment/
13 https://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/news20.
tml
14 http://qwone.com/~jason/20Newsgroups/
15
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https://simpleTransformers.ai/about/
of the Transformers models used, as suggested in reference work,
were generally obtained before the tenth epoch of fine-tuning. The DL
architectures (ANN, CNN and BiLSTM) were trained for 20 epochs. In
this case too, there were no benefits in training over 20 epochs; on
the test set, the best accuracies were always obtained before epoch 20.
We followed the protocol used in [103] to evaluate the performance
of each deep model tested. So, we initialize each model with random
weights and then we run the training and the evaluation phases for
five times (with early stopping for each run), then we report the median
accuracy along the five runs, as the representative result of each model.
Furthermore, in Section 5 we report the maximum gap from such a
median considering the five runs. The Jupyter notebooks hosted on
GitHub can be used to study the outcomes of our experiments. For the
three NDL models, we use the implementations discussed in Section 4.1
and because of their deterministic nature there is no need of performing
multiple runs. We have previously provided references to each model’s
original implementation, along with each architecture’s experimental
setup.

5. Results

We report our comments on the results in this section. The results
reported in this section show the effect of the three most common pre-
processing techniques. Our experiments investigated not only the effect
of single techniques but also in combination. On the three dataset, from
Table 3 to Table 6 the results of our experiments are reported. In each
table is shown the binary accuracy measured as the number of correct
predictions divided on the number of all the predictions provided. In
evaluating the preprocessing impact, the DON strategy represents the
case where no preprocessing is applied. It means that each sample in
the datasets is provided as-is to the learning model. Likewise, the results
associated to LOW show the impact of lowercasing each character in
the dataset samples. Also, the impact of the combination of the three
techniques is evaluated. In the second block of each table, we show the
results obtained using two techniques in combination. For example, the
case (L)-(R) shows the performance when each sample in the dataset
is lowercased and, after that, each stop word in the sample is removed.
For the third block of rows in the tables, we report the results obtained
using the combination of the three techniques.

Furthermore, even if already stated, it is worth repeating that for
deep models the median over five runs with random initialization is
reported. Next to the median is reported the gap between the median
and the lowest/highest accuracy obtained along the five runs. The
best result (i.e., the best median on the five runs) is reported in bold
black, while the worst result is shown in bold red. Eventually, for the
deep architectures tables, the acronyms of the preprocessing techniques
are abbreviated for readability purposes. In Fig. 4 and in Fig. 5 we
show the box-and-whisker plots for the three evaluated datasets and
for each model tested. The distributions used to build up each plot are
taken from the Tables from 3 to 6 and each box represents the result
distribution for the model indicated on the x-axis.

5.1. IMDB

For the IMDB dataset, the results of the deep models are shown
in the Table 3. The best performance is obtained by ELECTRA with

lowercasing as preprocessing technique. The use of the same model

https://ai.stanford.edu/~amaas/data/sentiment/
https://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/news20.html
https://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/news20.html
http://qwone.com/~jason/20Newsgroups/
https://simpleTransformers.ai/about/
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Fig. 4. Box plot for the nine models evaluated on the IMDB (left) and on the PCL (right) datasets. The DL models are the less sensitive to the preprocessing strategy employed,
while the Transformers are the most sensitive.
Table 3
Median accuracy and maximum gap from the median accuracy of the six deep models on the IMDB dataset. In bold black and bold red are shown the best and the worst results,
respectively, for each model.

IMDB

Preprocessing RoBERTa XLNet ELECTRA ANN CNN BiLSTM

DON (D) 0.884 ± 0.00 0.885 ± 0.00 0.888 ± 0.00 0.835 ± 0.01 0.856 ± 0.00 0.847 ± 0.00
LOW (L) 0.877 ± 0.00 0.881 ± 0.01 0.895 ± 0.04 0.842 ± 0.01 0.857 ± 0.00 0.843 ± 0.01
RSW (R) 0.885 ± 0.00 0.886 ± 0.00 0.890 ± 0.07 0.840 ± 0.01 0.855 ± 0.00 0.843 ± 0.01
STM (S) 0.853 ± 0.00 0.852 ± 0.03 0.857 ± 0.05 0.834 ± 0.01 0.856 ± 0.00 0.837 ± 0.02

(L)→(R) 0.875 ± 0.04 0.878 ± 0.01 0.888 ± 0.01 0.840 ± 0.01 0.854 ± 0.00 0.844 ± 0.01
(L)→(S) 0.849 ± 0.00 0.847 ± 0.01 0.860 ± 0.03 0.845 ± 0.00 0.855 ± 0.00 0.845 ± 0.02
(R)→(L) 0.876 ± 0.04 0.874 ± 0.00 0.890 ± 0.01 0.844 ± 0.01 0.855 ± 0.00 0.847 ± 0.01
(R)→(S) 0.826 ± 0.02 0.823 ± 0.32 0.832 ± 0.02 0.839 ± 0.00 0.855 ± 0.00 0.844 ± 0.02
(S)→(L) 0.849 ± 0.00 0.845 ± 0.03 0.864 ± 0.01 0.839 ± 0.00 0.854 ± 0.00 0.840 ± 0.01
(S)→(R) 0.798 ± 0.07 0.817 ± 0.01 0.832 ± 0.01 0.843 ± 0.01 0.854 ± 0.00 0.843 ± 0.01

(L)→(S)→(R) 0.806 ± 0.04 0.782 ± 0.12 0.824 ± 0.01 0.837 ± 0.01 0.855 ± 0.00 0.839 ± 0.34
(L)→(R)→(S) 0.838 ± 0.34 0.820 ± 0.02 0.837 ± 0.04 0.842 ± 0.01 0.854 ± 0.00 0.845 ± 0.00
(S)→(L)→(R) 0.812 ± 0.01 0.645 ± 0.18 0.818 ± 0.02 0.840 ± 0.01 0.856 ± 0.00 0.845 ± 0.01
(S)→(R)→(L) 0.818 ± 0.02 0.820 ± 0.05 0.837 ± 0.01 0.843 ± 0.01 0.853 ± 0.00 0.839 ± 0.01
(R)→(L)→(S) 0.829 ± 0.03 0.837 ± 0.17 0.825 ± 0.05 0.838 ± 0.01 0.855 ± 0.00 0.848 ± 0.01
(R)→(S)→(L) 0.806 ± 0.03 0.822 ± 0.07 0.848 ± 0.01 0.838 ± 0.01 0.857 ± 0.00 0.838 ± 0.34
employing stemming, lowercasing and removing stop words as combi-
nation leads to a gap of over the 7% in the classification performance.
Also for XLNet the same preprocessing combination consistently de-
grades performance. In this case, the gap between the best and the
worst result in the table is above the 25%. The worst result for RoBERTa
involves stemming and removing stop words. This result seems to high-
light that pre-trained model do not benefit by reducing words to their
corresponding stem. Nevertheless, while the Transformers’ performance
improves using word variations, stop words appear to be not necessary
at all. In fact, the best results for RoBERTa and XLNet are obtained re-
moving stop words. Even the second-best result of ELECTRA is obtained
removing stop words with a very low gap from the best result. So,
removing stop words has to be taken into account when dealing with
Transformers on datasets similar to the IMDB one evaluated here. Using
DL models there is not a substantial difference between the worst and
the best results while varying the combination of techniques applied.
This finding can also be noted in Fig. 4. In fact, the size of the boxes
related to the result distributions of the DL models are significantly
smaller. The CNN performs consistently better than ANN and BiLSTM.
Furthermore, lowercasing is always involved in any best result obtained
by the DL models. Finally, it is worth mentioning that while the
deviation from the median along the five runs changes for any model
and any preprocessing technique, the CNN obtains an impressive and
consistent null variation for any preprocessing technique considered
along the five runs. CNN is also the only model with a variation under
the 2% considering the best and the worst combination of preprocessing
12

techniques in terms of accuracy. In fact, the worst result is 0.853 using
combination of stemming, stop words removal and lowercasing while
the best one is 0.857 using lowercasing or combination of removing
stop words, stemming and lowercasing. It can be stated that, even
if stemming is one of the most studied and employed preprocessing
technique discussed in the literature, it does not appear to be involved
in any of the best combination of techniques considered here.

The results of the NDL models on the same dataset are reported in
Table 6. The best results are obtained by the SVM without using any
preprocessing technique or removing stop words and lowercasing com-
bination. Considering that for the SVM the gap between the best and
the worst result is below 5% it should be evaluated if the preprocessing
stage is worth the additional complexity. Similar gaps between the best
and the worst results happen for the other two models (i.e. NB and
LR). Finally, as already stated, the worst results for each model involve
stemming.

5.2. PCL

The results of the deep models for the PCL dataset are reported in
Table 4. Only for this dataset it happens that the best performance
is obtained using a single technique or no preprocessing at all. The
best performance is obtained by ELECTRA with lowercasing as pre-
processing technique. This result is aligned with the one obtained in
the case of the IMDB dataset. With a very similar behavior, in this
case too, the use of stemming, lowercasing and removing stop word as
combination leads to the worst result. However, the gap with the best

result, in this case, is more than the 9%. The worst result is obtained
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Table 4
Median accuracy and maximum gap from the median accuracy of the six deep models on the PCL dataset. In bold black and bold red are shown the best and the worst results,
respectively, for each model.

PCL

Preprocessing RoBERTa XLNet ELECTRA ANN CNN BiLSTM

DON (D) 0.834 ± 0.01 0.837 ± 0.01 0.832 ± 0.02 0.734 ± 0.01 0.746 ± 0.01 0.746 ± 0.02
LOW (L) 0.816 ± 0.01 0.829 ± 0.01 0.839 ± 0.01 0.731 ± 0.00 0.741 ± 0.01 0.749 ± 0.01
RSW (R) 0.827 ± 0.01 0.811 ± 0.03 0.816 ± 0.01 0.739 ± 0.01 0.741 ± 0.01 0.756 ± 0.03
STM (S) 0.804 ± 0.03 0.796 ± 0.30 0.799 ± 0.00 0.734 ± 0.00 0.751 ± 0.01 0.749 ± 0.02

(L)→(R) 0.824 ± 0.01 0.806 ± 0.31 0.822 ± 0.02 0.731 ± 0.01 0.741 ± 0.01 0.751 ± 0.01
(L)→(S) 0.811 ± 0.02 0.796 ± 0.02 0.794 ± 0.01 0.736 ± 0.01 0.739 ± 0.00 0.749 ± 0.02
(R)→(L) 0.822 ± 0.01 0.809 ± 0.31 0.827 ± 0.02 0.729 ± 0.00 0.739 ± 0.01 0.744 ± 0.01
(R)→(S) 0.779 ± 0.04 0.754 ± 0.03 0.774 ± 0.01 0.734 ± 0.01 0.744 ± 0.01 0.751 ± 0.02
(S)→(L) 0.809 ± 0.01 0.804 ± 0.01 0.806 ± 0.02 0.729 ± 0.01 0.741 ± 0.01 0.746 ± 0.01
(S)→(R) 0.786 ± 0.02 0.756 ± 0.26 0.776 ± 0.02 0.736 ± 0.01 0.741 ± 0.01 0.749 ± 0.01

(L)→(S)→(R) 0.776 ± 0.05 0.759 ± 0.02 0.766 ± 0.06 0.721 ± 0.02 0.739 ± 0.02 0.749 ± 0.01
(L)→(R)→(S) 0.774 ± 0.01 0.754 ± 0.02 0.774 ± 0.04 0.731 ± 0.01 0.749 ± 0.01 0.751 ± 0.01
(S)→(L)→(R) 0.766 ± 0.01 0.746 ± 0.13 0.766 ± 0.01 0.724 ± 0.01 0.744 ± 0.01 0.751 ± 0.00
(S)→(R)→(L) 0.789 ± 0.01 0.759 ± 0.01 0.786 ± 0.06 0.734 ± 0.01 0.736 ± 0.00 0.746 ± 0.00
(R)→(L)→(S) 0.771 ± 0.03 0.756 ± 0.06 0.781 ± 0.01 0.736 ± 0.01 0.741 ± 0.01 0.744 ± 0.01
(R)→(S)→(L) 0.786 ± 0.02 0.764 ± 0.01 0.771 ± 0.02 0.734 ± 0.01 0.746 ± 0.00 0.744 ± 0.01
Fig. 5. Box plot for the nine models evaluated on the FNS dataset. On this dataset, eight out of nine models show minimal sensitiveness to the preprocessing strategies.
y the ANN using lowercasing, stemming and removing stop words
s a combination of techniques (i.e., 0.721). Considering the ANN,
here is not any substantial improvement selecting the best combination
i.e. removing stop words, 0.739). Finally, for the first time, one of
he best results involves stemming as preprocessing technique (this is
he case of the CNN with stemming as combination). However, even
or the PCL dataset, DL models do not exhibit a significant difference
etween the worst and the best results while varying the combination
f techniques applied. The CNN performs consistently better than ANN
nd BiLSTM. Consistently with the results reported in the literature,
top word removal is involved in the best results obtained by the
NN and the BiLSTM. It is interesting that no combination of multiple

echniques are involved in the best results obtained on this dataset.
inally, even for this dataset, the deviation from the median along the
ive runs changes smoother for the shallow models with respect to the
ransformers-based ones.

The results obtained by the three NDL models are reported in
able 6. The best result (i.e., 0.736) is reached by the NB employing

owercasing as preprocessing technique. For this dataset, performance
s more responsive to the combination employed. As instance, for the
VM the gap between the best and the worst result (i.e., last four rows
n the table) is above the 10%. This should lead to further attention
hen selecting a proper preprocessing technique for an SVM if dealing
ith similar tasks. Even for this dataset, the worst results for each
odel involve stemming.
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5.3. FNS

The results of the deep models are reported in Table 5 for the FNS
dataset. The best performance of 0.730 is obtained by a simple CNN
applying only stop word removal as preprocessing technique. The same
result is obtained by the ANN using removing stop words, stemming
and lowercasing as a combination. However, results along the five
runs are more consistent in the case of the ANN. The worst results
(i.e., 0.500) are obtained by the XLNET with several combinations
of techniques. However, also in this case XLNET is very sensitive to
the combination of techniques employed. This is proved by the gap
between the best and the worst results (i.e. 18%). This can also be noted
from the size of the box plot in Fig. 5. As shown in the table, stop word
removal is involved in four best results over six. In the remaining two
best results, stemming and lowercasing are involved.

It is worth repeating that this dataset is very different in the num-
bers and shape of the samples with respect to other datasets. In fact,
any sample consists of the last 100 tweets of a Twitter user. As widely
discussed in [117], NDL and DL perform consistently better than Trans-
formers. Also on this dataset, stop word removal could be generally
considered as a proper preprocessing method when dealing with deep
models. Even for this dataset, DL models do not exhibit a great dif-
ference between the worst and the best results, while varying the
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Table 5
Median accuracy and maximum gap from the median accuracy of the six deep models on the FNS dataset. In bold black and bold red are shown the best and the worst results,
respectively, for each model.

FNS

Preprocessing RoBERTa XLNet ELECTRA ANN CNN BiLSTM

DON (D) 0.695 ± 0.02 0.620 ± 0.12 0.605 ± 0.09 0.720 ± 0.00 0.725 ± 0.02 0.585 ± 0.11
LOW (L) 0.655 ± 0.04 0.645 ± 0.04 0.690 ± 0.02 0.730 ± 0.01 0.720 ± 0.01 0.610 ± 0.08
RSW (R) 0.705 ± 0.01 0.680 ± 0.18 0.560 ± 0.02 0.725 ± 0.01 0.730 ± 0.01 0.595 ± 0.07
STM (S) 0.660 ± 0.03 0.500 ± 0.13 0.665 ± 0.01 0.715 ± 0.02 0.720 ± 0.03 0.610 ± 0.05

(L)→(R) 0.665 ± 0.02 0.645 ± 0.14 0.680 ± 0.14 0.720 ± 0.02 0.715 ± 0.01 0.565 ± 0.02
(L)→(S) 0.625 ± 0.04 0.510 ± 0.15 0.670 ± 0.05 0.720 ± 0.01 0.715 ± 0.01 0.595 ± 0.07
(R)→(L) 0.670 ± 0.02 0.650 ± 0.05 0.665 ± 0.03 0.725 ± 0.01 0.720 ± 0.01 0.560 ± 0.05
(R)→(S) 0.650 ± 0.15 0.500 ± 0.00 0.645 ± 0.00 0.715 ± 0.01 0.720 ± 0.01 0.595 ± 0.07
(S)→(L) 0.660 ± 0.13 0.500 ± 0.17 0.665 ± 0.02 0.725 ± 0.00 0.725 ± 0.01 0.645 ± 0.04
(S)→(R) 0.660 ± 0.15 0.515 ± 0.13 0.630 ± 0.03 0.715 ± 0.00 0.725 ± 0.01 0.605 ± 0.07

(L)→(S)→(R) 0.640 ± 0.10 0.575 ± 0.07 0.630 ± 0.12 0.715 ± 0.01 0.715 ± 0.01 0.585 ± 0.08
(L)→(R)→(S) 0.645 ± 0.01 0.625 ± 0.12 0.635 ± 0.07 0.715 ± 0.01 0.720 ± 0.01 0.600 ± 0.06
(S)→(L)→(R) 0.640 ± 0.14 0.645 ± 0.14 0.640 ± 0.14 0.725 ± 0.01 0.715 ± 0.00 0.585 ± 0.06
(S)→(R)→(L) 0.640 ± 0.14 0.500 ± 0.15 0.610 ± 0.11 0.720 ± 0.00 0.720 ± 0.01 0.610 ± 0.08
(R)→(L)→(S) 0.645 ± 0.12 0.660 ± 0.16 0.635 ± 0.05 0.720 ± 0.02 0.720 ± 0.02 0.570 ± 0.11
(R)→(S)→(L) 0.640 ± 0.01 0.605 ± 0.10 0.655 ± 0.15 0.730 ± 0.00 0.725 ± 0.01 0.590 ± 0.06
Table 6
Accuracies for the three non-deep models on the four test dataset used. In bold black and bold red are shown the best and the worst results, respectively, for each model. For NB
on 20N, we avoid black bold for most of the column because of the same results.

IMDB PCL FNS 20N

Preprocessing NB SVM LR NB SVM LR NB SVM LR NB SVM LR

DON 0.767 0.835 0.798 0.726 0.729 0.693 0.685 0.630 0.640 0.040 0.160 0.140
LOW 0.771 0.831 0.801 0.736 0.696 0.668 0.695 0.665 0.650 0.040 0.140 0.100
RSW 0.787 0.831 0.833 0.719 0.651 0.686 0.705 0.715 0.660 0.020 0.100 0.060
STM 0.741 0.794 0.773 0.683 0.678 0.691 0.675 0.645 0.640 0.040 0.160 0.080

LOW → RSW 0.787 0.828 0.833 0.706 0.671 0.683 0.720 0.690 0.680 0.040 0.140 0.040
LOW → STM 0.725 0.803 0.770 0.678 0.668 0.688 0.700 0.665 0.615 0.040 0.120 0.100
RSW → LOW 0.789 0.835 0.820 0.721 0.663 0.691 0.725 0.690 0.675 0.040 0.120 0.020
RSW → STM 0.780 0.794 0.811 0.671 0.641 0.656 0.680 0.695 0.675 0.020 0.160 0.100
STM → LOW 0.725 0.803 0.800 0.678 0.668 0.673 0.700 0.665 0.635 0.040 0.120 0.060
STM → RSW 0.775 0.790 0.821 0.681 0.641 0.646 0.675 0.675 0.670 0.020 0.140 0.120

LOW → STM → RSW 0.750 0.799 0.820 0.678 0.623 0.648 0.695 0.680 0.645 0.040 0.140 0.080
LOW → RSW → STM 0.747 0.794 0.821 0.668 0.636 0.661 0.700 0.685 0.650 0.040 0.140 0.080
STM → LOW → RSW 0.749 0.797 0.814 0.678 0.623 0.661 0.690 0.675 0.645 0.040 0.140 0.080
STM → RSW → LOW 0.749 0.797 0.814 0.678 0.623 0.661 0.690 0.685 0.655 0.040 0.140 0.080
RSW → LOW → STM 0.757 0.797 0.807 0.673 0.623 0.678 0.720 0.670 0.655 0.040 0.140 0.120
RSW → STM → LOW 0.756 0.797 0.803 0.673 0.623 0.651 0.720 0.675 0.685 0.040 0.160 0.080
combination of techniques applied. Considering the DL models, devi-
ation from the median along the five runs is more consistent also for
this dataset if compared with Transformers.

The results obtained by the three NDL models on the same dataset
are reported in Table 6. The best result is obtained by the NB classifier
using the removing stop words and lowercasing combination as a pre-
processing technique. The gap between the best and the worst results
for each model is still under the 5% also for this dataset. The worst
results for the NB model involve stemming. However, as in the case of
the LR and of the SVM, the worst performance is obtained performing
no preprocessing at all.

5.4. 20N

The results obtained by the three NDL models on the 20N dataset
are reported in Table 6. It is worth repeating that this dataset entails
a multi-class classification, and the accuracies reported are related
to the performance in assigning the correct category to a newsgroup
article. The best result of 0.160 is obtained by the SVM using different
preprocessing strategies. Even if stemming has rarely proved to be an
effective preprocessing choice, in this case it allows the SVM to perform
at its best. However, the results using stemming, removing stop words
and stemming and removing stop words stemming and lowercasing are
the same obtained with no preprocessing applied. There is no point
in using any preprocessing with NB. In this case, the gap between the
14
best and the worst result is irrelevant, and we do not even highlight
the best results obtained almost in every preprocessing combination.
The LR shows the most variable behavior in terms of results. In fact,
the gap between the worst and the best case is of the 12% and the best
result is obtained when no preprocessing is applied. Contrary to what
happens for the IMDB dataset, removing stop words and lowercasing
is the worst preprocessing combination. From a general perspective,
the preprocessing impact on the 20N datasets is similar to the one
exhibited on the PCL dataset. In two out of three models used, there
are no benefits in applying some preprocessing to the data.

Regarding the 20N dataset, we do not show the table about the DL
and the Transformer models. If this table had been shown it would
be, in most cases, a set of full red and black bold numbers. For the
same reason, we do not show the box plot for all the models. In fact,
for this dataset, we have found very small variations applying different
preprocessing strategies. While the range 0.080–0.012 of the accuracies
for every model is very similar to the one shown for the NDL models,
employing the deep learning classifiers the results are often more
consistent and around 0.100 regardless of the preprocessing strategy
applied. However, it is worth noting that the CNN for the DL models
and RoBERTa for the Transformers are the top performing models using
removing stop words as a preprocessing strategy. As already stated, the

detailed results of our experiments are available on GitHub.
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Fig. 6. Effect of no-preprocessing and of one of the preprocessing strategy on a small part of a single sample from the FNS dataset.
6. Discussion

From a theoretical point of view, we have empirically shown that
the text preprocessing strategy can affect the performance of any
modern classifiers, including the most recent Transformers-based ar-
chitectures (RQ1). Along the different datasets used, it can be seen
that preprocessing only marginally affects DL models, while the most
significant impact is on the Transformers (RQ2). It is likely that this
result depends on the word embedding for the two classes of models.
While the Transformers take advantage of a pretraining phase, the
embedding trained from scratch in the case of the DL models could
be the main cause of the less sensitivity to the preprocessing strategy
applied. In Fig. 4 similar results between the IMDB and the PCL dataset
can be observed. Interestingly, the NDL models are also sensitive to the
preprocessing strategy applied, but not as much as the Transformers.
It is worth mentioning that while for the IMDB and the PCL datasets
the impact of the preprocessing strategy can significantly affect the
outcomes, in the case of the FNS dataset, the only model really sensitive
to the preprocessing strategy is the XLNet. In the other cases the result
distributions prove that the most common preprocessing strategies,
alone or in combination, do not significantly change the outcomes. This
fact could be due to the sample size in the FNS dataset. As already
stated, each sample is made up by the last one hundred tweets of an
author. So the impact of preprocessing could be less significant because
of the more information available in each sample with respect to the
samples in the IMDB and in the PCL dataset.

As a consequence of the high impact of the preprocessing, even
simple classification methods can achieve state-of-the-art results, out-
performing more complex and recent pre-trained architectures (i.e., the
Transformer-based ones) (RQ3). We discovered that also for pre-trained
architectures, the preprocessing step plays a significant role, and it
is able to drastically revert the final outcome of a classifier. In other
words, this confirms that different and simple preprocessing strategies
constitute a critical aspect in the pipeline of any TC task. Eventually,
the preprocessing stage can also affect the classification performance
more than the classification model itself.

With regard to the box plots, it can be stated that appear irrele-
vant to focus on preprocessing when dealing with DL models without
pre-trained word embedding like the ones evaluated here. Similar
observations can be likely extended to datasets containing samples
with long text instead of just few sentences, as in the case of the
IMDB or the PCL datasets. Consequently, the preprocessing strategy to
apply when dealing with Transformer-based models should be carefully
evaluated, considering that the most used techniques not necessarily
lead to improvements compared to not performing preprocessing at all.
On the other hand, it is evident from the box plots in Fig. 4 that a wrong
preprocessing strategy in place of the best one can significantly change
the outcomes of the same model.

As proved by the results provided, the impact of preprocessing
is increasingly important depending on the size of the dataset sam-
ples. In fact, looking at the box plots, the larger the samples of the
dataset are (as in the case of FNS) the less the chosen preprocessing
strategy matters. Furthermore, Transformers-based models are the less
sensitive to the preprocessing combination employed, with respect to
not performing any preprocessing. Finally, while lowercasing can be
considered as the first choice when dealing with ELECTRA, removing
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stop words and do not performing preprocessing should be considered
when using RoBERTa or XLNet. On the other hand, stemming should
be carefully employed when in combination with other techniques. In
fact, as discussed in the previous section, for any deep model used
in this study it often degrades performance. The only interesting and
surprisingly result is the case of the CNN on the PCL dataset. In this
case, the use of stemming leads to the best result obtained by the CNN.

For the multi-class classification task regarding the 20N dataset, we
have found a similar impact of preprocessing when looking at the PCL
dataset. This could be motivated by a similar structure of the samples
in the two datasets or, eventually, to similar contents. For this reason,
given different preprocessing strategy applied, a certain model could
respond similarly in terms of performance gap.

6.1. Qualitative analysis

In this section, we conduct a brief qualitative analysis to show
how the text preprocessing alters dataset samples and how the specific
strategy affects the performance.

As previously reported, the minor impact of preprocessing is visible
on the FNS dataset regardless of the model used. An example without
and with preprocessing (i.e., removing stop words) is shown in Fig. 6.
Any snippet of text enclosed within tags document represents tweets
from the same author. In this case, the classification task is about
classifying an author as an FNS or as a non-FNS. To accomplish the
task, 100 tweets written by the author are evaluated.

From the example shown, it is possible to understand that the
impact of preprocessing is minimal. This result is confirmed by the
results of the experiments. Especially considering that the one reported
is only an extract of a sample relating to an author and not the entire
sample including the other tweets. Therefore, what emerged from the
results of the experiments on the FNS dataset can be motivated by the
fact that having to classify an author using the set of tweets he wrote,
regardless of the preprocessing applied, the stylistic information that
allows to classify an author as FNS or non-FNS is however present.
Therefore, the impact of the preprocessing strategy used is minimal and
on a dataset of this type, preprocessing could be neglected.

On the other hand, looking at Fig. 7, it is easy to understand the
reason preprocessing is so relevant on datasets similar to the IMDB
one. The goal of classification in this case is to understand whether a
single review is positive or negative. In this case, the average length
of the single sample is shorter than that of the samples of the FNS
dataset. Therefore, one preprocessing choice rather than another can
drastically change the results obtained while maintaining the same
model. For example, in the case of XLNet, the best classification result
was obtained using the removal of stop words as the only preprocessing
strategy. Instead, the worst result was obtained by the strategy that
involves the removal of stop words followed by stemming. In this case,
the accuracy gap is above 18%. This result is easy to be understood,
looking at the three samples from the dataset shown in Fig. 7.

7. Conclusion and future works

In this study, we have presented the most popular preprocessing
techniques found in the literature. We have then evaluated and com-
pared the effect of the three most common preprocessing techniques
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Fig. 7. Effect of removing stop words only and of stemming after removing stop words on the IMDB dataset. Three different samples from the dataset are shown.
Table 7
Techniques discussed in related work that proposes at least three different preprocessing methods.

Article RNS RSA RCT RRP RPT RNB LOW RSW SCO POS LEM STM ECR EMO NEG WSG

Alam (2019) [118] X X X
Albalawai (2021) [119] X X X X X X X
Alzahrani (2021) [120] X X X X
Anandarajan (2019) [46] X X X X X X X X
Angiani (2016) [6] X X X X X X
Araslanov (2020) [121] X X X X X X
Babanejad (2020) [31] X X X X X X X X X
Bao (2014) [17] X X X X X
Denny (2018) [4] X X X X X
Duong (2021) [122] X X X X X X X X X X
Hacohen (2020) [123] X X X X X
Haddi (2013) [124] X X X X
Hickman (2022) [3] X X X X X X X X X
Jianqiang (2017) [20] X X X X X X
Kadhim (2018) [125] X X X
Kathuria (2021) [2] X X X X X X X X X X X
Koopman (2020) [126] X X X X X
Kowsari (2019) [127] X X X X X X
Kumar (2019) [128] X X X X X X X X
Kunilovskaya (2021) [129] X X X X X
Lison (2017) [130] X X X X
Mohammad (2018) [131] X X X X X X
Naseem (2021) [14] X X X X X X X X X X X X
Petrovic (2019) [132] X X X X
Pradha (2019) [133] X X X X X X X
Rosid (2020) [134] X X X
Singh (2016) [12] X X X X X
Smelyakov (2020) [135] X X X
Symeonidis (2018) [13] X X X X X X X X X X X X X X
Toman (2006) [136] X X X X X
Uysal (2014) [48] X X X
Zong (2021) [137] X X X X X
on four datasets from different domains. To determine the impact
of various preprocessing combination on various datasets, extensive
testing was done. Nine machine learning models were used to evaluate
each preprocessing method. The article also lists the worst- and best-
performing strategies in terms of the dataset and the model evaluated,
and it suggests techniques that, whether employed alone or in combina-
tion, consistently outperform the others. Results vary also in relation to
the different algorithm, which demonstrates that selecting a learning al-
gorithm that is appropriate for the task at hand is crucial for enhancing
the TC performance. The best preprocessing strategies, either separately
or in combination, that produce the best classifier performance are
suggested following tests with various strategies and observation of
the interactions of the preprocessing method employed. Our analysis
emphasizes how crucial preparing data is to ensure consistency when
comparing various learning models. Moreover, our research highlights
that, depending on the preprocessing method selected, the results are
highly variable, also using modern Transformers. Our findings ought
to motivate researchers to pick their preprocessing choices carefully
and to document those choices when assessing or contrasting various
models.

While one could conclude that removing stop words and lower-
casing are two well-performing preprocessing technique, based on our
16
study, it should be noticed that performing no preprocessing at all, is
rarely the best choice for optimal results. The recent significant growth
in model understanding capabilities (e.g., Transformers) has caused
the emphasis to shift away from data and toward the evolution and
development of newer and more powerful models. With this work,
we aimed to draw attention to and explore the importance of the
impact of the source data and associated preprocessing, which should
not be disregarded. Specific preprocessing can aid in both increasing
effectiveness and performance to better understand the behavior of the
most recent Transformers-based NLP models, such as ChatGPT. Because
of the very automated and promising performance of Transformers,
the current trend is to underestimate the best preprocessing method
of text (and this is proven by the increasing lack of attention on
the subject). However, it is just on the Transformers that we have
found the greatest gap between the best and the worst combination
of preprocessing techniques used. This increased understanding could
lead to the creation of newer models that are not only improved in
performance but also developed more consciously.

Future research in this area can further look into the impact of
these and other preprocessing approaches for NLP tasks others than
TC. Also, other preprocessing technique combinations and how they
interact could be further investigated. Future studies could eventually
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investigate other classes of models and the impact of the preprocessing
in relation to the samples size in the dataset evaluated. In fact, as
also noted in [99,111,138], concerning three different author profiling
tasks, the best performance obtained by the NDL and the DL models
in place of Transformers should be investigated. For all of these author
profiling datasets, the impact of preprocessing could be investigated to
further corroborate the findings reported in our study. Finally, different
preprocessing methods could also be used to further investigate the
behaviors of DL and Transformer-based models. The benefit could be
to unveil some interesting mechanisms happening under the hood, with
particular regard to the field of the deep learning.
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