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Empowered by the capabilities provided by fifth generation (5G) mobile communication systems, vehicle-

to-everything (V2X) communication is heading from concept to reality. Given the nature of high-mobility 
and high-density for vehicle transportation, how to satisfy the stringent and divergent requirements for V2X 
communications such as ultra-low latency and ultra-high reliable connectivity appears as an unprecedented 
challenging task for network operators. As an enabler to tackle this problem, network slicing provides a power 
tool for supporting V2X communications over 5G networks. In this paper, we propose a network resource 
allocation framework which deals with slice allocation considering the coexistence of V2X communications with 
multiple other types of services. The framework is implemented in Python and we evaluate the performance 
of our framework based on real-life network deployment datasets from a 5G operator. Through extensive 
simulations, we explore the benefits brought by network slicing in terms of achieved data rates for V2X, blocking 
probability, and handover ratio through different combinations of traffic types. We also reveal the importance of 
proper resource splitting for slicing among V2X and other types of services when network traffic load in an area 
of interest and quality of service of end users are taken into account.
1. Introduction

Unlike previous generations of mobile communication systems, the 
fifth generation (5G) systems introduce network virtualization and log-

ical computing in order to facilitate emerging applications that may 
have diverse service requirements. As such, the traditional practice for 
medium sharing in a one-size-fits-all manner does not fit this type of net-

works. In the landscape of 5G technologies, network slicing is one of the 
key enablers for service provisioning and it represents an architectural 
trend for mobile network evolution [1][2]. Although mobile operators 
still provide all types of services based on a common physical network 
infrastructure, they are able to partition the entire network into multi-

ple logical slices through network slicing, providing dedicated resources 
to customers to ensure their quality of service (QoS) [3].

Network slicing splits a physical network into multiple logical net-

works by creating multiple unique logical and virtualized networks over 
a common multi-domain infrastructure. Through this concept, a slice 
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can be regarded as a set of programmable resources which is able to 
implement network functions and even acts like a complete end-to-end 
network, delivering specific services for its customers. Isolated from 
other slices based on the same infrastructure, the delivery of QoS re-

quested by end users is accomplished in a slice through proper resource 
partitioning across slices as well as resource allocation inside the slice.

In the meantime, various vehicle-to-everything (V2X) applications 
ranging from autonomous driving, vehicle platooning, to broadband 
services are emerging. However, these V2X applications have diverse 
requirements. Coupled with difficult conditions such as high mobility 
and high density of vehicles, stringent and divergent requirements, e.g., 
low latency (under 10 ms), high reliability (near 100%), and high data 
rate (in the order of Gbps) may appeal [4][5]. Thanks to the flexible 
capability provided by 5G technologies, network slicing appears as a 
promising approach to fulfill the requirements for V2X services and ap-

plications [6][7].
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In recent years, there has been a surge of activities in the research 
community targeting at network slicing based solutions for various 
applications including the automotive vertical for V2X applications 
[5][8]. Existing work on network slicing addresses various techniques 
to enable this concept, along with activities on standardization, ar-

chitecture, and technical solutions, in addition to use cases. Although 
resource management for network slices has been investigated in var-

ious studies, there is so far not much work addressing the problem of 
optimizing slice allocation among a specific V2X slice and the rest of 
network slices. When heterogeneous traffic types, e.g., enhanced mobile 
broadband (eMBB), ultra-reliable low latency communication (URLLC), 
massive machine-type communication (mMTC)), and V2X traffic co-

exist, optimal slice resource allocation may become a problem. Such 
a problem becomes more interesting and challenging when a deployed 
real-life network is considered. This observation triggered our motiva-

tion for this study.

In this paper, we propose a framework for network slicing for V2X 
applications considering heterogeneous traffic types including V2X, 
eMBB, URLLC, and mMTC. Within this framework, several algorithms 
dedicated to clients (user equipment (UE)) and base stations (BSs) (next 
generation Node B (gNB) in the context of 5G. The terms of BS and 
gNB are interchangeably used in this paper) have been developed and 
implemented. Considering a real-life use case based on a deployed 5G 
network in an area of interest in the city of Bucharest, Romania, we in-

vestigate extensively the performance of the framework under various 
traffic conditions through simulations. Furthermore, we reveal which 
configurations are preferable for network slicing with respect to the 
defined performance parameters, by comparing the outputs of the algo-

rithms with the service requirements.

Distinct from most existing work which focused on one aspect of 
network slicing, our work contains framework design, algorithm devel-

opment, as well as implementation and validation through simulations 
based on real-life network scenarios. Briefly, the main contributions to 
this paper are summarized as follows:

• We propose a framework for network slicing with an emphasis on 
a dedicated V2X slice. The co-existence of other traffic types is con-

sidered in our framework.

• We develop a set of detailed algorithms for both base stations and 
UEs. The algorithms support flexible parameter configurations and 
are implemented in Python for both clients and base stations.

• Two scenarios based on real-life network deployment are identi-

fied and the performance of the framework is evaluated through 
extensive simulations.

Moreover in this work, the improvement brought by network slicing 
in 5G networks is studied. For performance assessment, three param-

eters for network slicing, i.e., data rate, handover ratio, and blocking 
probability, are considered. To obtain convincing numerical results, the 
positions of base stations in a real-life network and the movement of 
the clients are taken into consideration in our simulations.

The remainder of this paper is organized as follows. After sum-

marizing related work in Section 2, we introduce the network slicing 
architecture and give background information on the types of services 
considered in this study in Section 3. Then Section 4 elaborates the 
proposed network slicing framework and algorithms. Afterwards, Sec-

tions 5 and 6 present and discuss the performed simulations and the 
obtained numerical results respectively. Based on these results, Sec-

tion 7 explores a few aspects related to the applicability of the proposed 
framework. Finally, Section 8 draws conclusions and sheds light on fu-

ture work.

2. Related work

In this section, we summarize related work which is split into two 
2

categories: architectures with various requirements, and network slic-
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ing based vehicle to vehicle (V2V) and vehicle to infrastructure (V2I) 
solutions.

2.1. Architectures for SDN, NFV, MEC, and slicing

The work by [3] provides technical details in terms of updated solu-

tions related to 5G network slicing using software defined networking 
(SDN) and network function virtualization (NFV) enablers, along with 
multi-access edge computing (MEC), and cloud/fog computing. In [9], 
the authors presented the capabilities brought by MEC in 5G network 
slicing by allocating network resources near to end users and perform-

ing computing at the edge of the network. In [10], the authors imple-

mented an end-to-end (E2E) network slice orchestration and manage-

ment platform and evaluated its performance from both system-centric 
and user-centric perspectives. Targeting at Industry 4.0 scenarios, [11]

presented a novel 5G based network slicing framework for intercon-

necting different industrial sites up to the extreme edge with different 
network slices. Furthermore, the researchers from the same group pro-

posed a novel E2E network slicing orchestration system and a dynamic 
auto-scaling algorithm, enabling autonomous adaptation of resources in 
an E2E network [12]. The performance of their solution was evaluated 
through system-level simulations. Furthermore, [13] proposed another 
dynamic auto-scaling algorithm considering the non-standalone archi-

tecture where both fourth generation (4G) and 5G network components 
co-exist and analyzed its performance via Markov modeling.

Aiming at automatic slice management for vertical applications con-

sidering VNF placement, resource assignment, and traffic routing, [14]

developed a queuing-based model and applied it at the network orches-

trator to optimally match verticals’ requirements based on available 
network resources. Moreover, [15] offered a logical architecture so-

lution for 5G network slicing and discussed the evolution of network 
architecture based on SDN and NFV. Based on the network slicing ar-

chitecture, the authors therein revised handover procedures in mobility 
management and proposed a mobility management mechanism to of-

fer flexible and agile customized services in network slicing based 5G 
systems.

2.2. V2V and V2I solutions

As ultra-low latency is a mandatory requirement for autonomous 
driving, road side units (RSUs) enabled by MEC are able to handle data 
coming from passing vehicles or platoons of vehicles that communicate 
with each other, not influencing the trajectory or the handling of the ve-

hicles [16][17]. Focusing on V2X and V2I applications, [18] proposed 
a network slicing based communication model for vehicular networks 
including two logical slices, one autonomous driving slice and one in-

fotainment slice, based on a common infrastructure. In [7], the authors 
presented an algorithm for resource allocation by taking into consider-

ation mainly the communications between vehicles and infrastructure 
and between vehicles, with URLLC and eMBB slices.

In [19][20], the authors gave comprehensive surveys on various 
aspects for 5G V2X applications and vehicular networks. In [21], a 
lightweight blockchain inspired trust system was proposed for vehicle 
networks. Furthermore, [22] presented a network slicing system devel-

oped for 5G V2V networks that targeted to improve the performance 
of existing networks by involving unmanned aerial vehicles (UAVs) 
as aerial nodes. Their solution facilitates the communication between 
base stations and vehicular nodes, offering additional resources through 
UAVs. Therein, an optimization algorithm was developed for the posi-

tions of UAVs, and the performance evaluation had been made based 
on a simulator known as a simulator of urban mobility (SUMO). Tar-

geting at autonomous driving for light-rails and tramways systems, the 
authors of [23] proposed a mechanism for inter- and intra-slice radio 
isolation for QoS guarantee. Therein, performance evaluation in terms 
of packet delivery ratio and required bandwidth with guaranteed delay 

was performed through a system-level 5G-air-simulator.
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Table 1

Network slicing enabled solutions for V2X applications: A qualitative comparison

Solution versus 
Features

Our framework [16] [18] [22] [23]

Application sce-

narios

Slicing for eMBB, 
URLLC, mMTC, 
V2X

Cellular V2X for 
platooning

Autonomous driv-

ing slice, infotain-

ment 
slice

UAV-assisted 5G 
slicing for V2V 
applications

RAN slicing for 
autonomous tram

Number of in-

volved BSs and 
clients

BS: 11; Client: 
2000-4000

BS: 1; 
Client: 1

BS:1; Client: N.A. BS: 1; Client: 9 + 
9 UAVs

BS: 21; Client: 63

Performance 
metrics

Coverage ratio, 
connection ratio, 
occupied 
resources, 
handover ratio, 
blocking ratio

Connectivity, 
latency, packet 
delivery ratio

Throughput, 
packet reception 
ratio

Throughput, 
packet transfer 
delay, jitter, 
packet loss ratio

Packet delivery 
ratio, required 
bandwidth with 
guaranteed delay

Algorithm com-

plexity

𝑂(𝑛𝑐𝑛𝑠) N.A. N.A. N.A. N.A.

Mathematical 
analysis

N.A. N.A. SINR analysis Fuzzy decision-

making, 
optimization

Optimization

Implementation 
tool

SliceSim, Python 
3.7

C, GeoNetwork-

ing, open-source 
MANO

System level sim-

ulations

SUMO, ns3 LTE simulator 
written in C++

Real-life or simu-

lation

Real-life scenario 
plus simulations

Field trial Simulation only Simulation based 
on campus map

5G-air simulator

‡ Abbreviations used in this table: 𝑛𝑐 – number of clients covered by a BS and 𝑛𝑠 – number of slices offered by a BS; 
MANO – management and orchestration; SINR – signal-to-interference-plus-noise ratio; ns3 – network simulator v3.
Different from the aforementioned related work, our work proposes 
a framework to analyze possible deploying scenarios in a real-life area 
of interest by taking into consideration all the slices with a main fo-

cus on the V2X slice. We analyze performance parameters for every 
case and give insights on how network slicing should be used in ar-

eas where heterogeneous services are requested. In Table 1, we make a 
qualitative comparison of the proposed framework in this paper versus 
a few existing network slicing solutions dedicated to V2X applications. 
Furthermore, it is worth mentioning that usage control is an effective 
procedure for safety decidability and such techniques may apply to V2X 
applications [24][25][26].

3. Network slicing: architecture and slices

In this section, we first present a general architecture for network 
slicing and then introduce the network slices considered in this study.

3.1. Network slicing architecture

Enabled by the integration of SDN and NFV, network slicing is facil-

itated on a partially shared infrastructure. The common infrastructure 
contains two types of hardware, one being the dedicated hardware for 
radio access networks (RANs) and the other being the generic shared 
hardware for NFV infrastructure resources. The network functions that 
work on shared hardware are customized based on the requirements of 
each slice but they cannot be applied in cases where dedicated hard-

ware is compulsory.

In terms of deployment scenarios, two types of network slicing are 
present in 5G networks:

• Slicing for QoS: Creation of slices when the QoS requirements are 
taken into consideration for specific applications of end users. This 
type of slicing is built based on sharing services with a higher pri-

ority for certain types of services, e.g., video streaming, gaming, 
medical emergency use cases.

• Slicing for infrastructure sharing: The ability to share the entire 
3

infrastructure of a slice, including at the RAN level. If an operator 
that owns a slice gives access and shares its infrastructure among 
its users, the slice could be easier to modify and adapt since its 
structure can be changed by tenants.

According to [27], the network slicing concept consists of three func-

tional layers, as depicted in Fig. 3.1.

• Service Instance Layer: It represents services demanded by business 
companies or end users. The services can be provided by the oper-

ator or a third party and every service is represented by a service 
instance.

• Network Slice Instance Layer: It provides network characteristics 
required by the Service Instance Layer. In order to create a Network 
Slice Instance, the operator uses a Network Slice Blueprint, which 
is basically a list of physical and logical requirements, a complete 
description of the structure, configuration and the workflows of 
how to instantiate and control the Network Slice Instance.

• Resource Layer: It refers to the physical and virtual network func-

tions used to implement a slice instance. At this layer, the parti-

tioning of the resources is managed based on NFV orchestration 
and application resource configuration.

5G technologies aim to provide an end-to-end infrastructure that is 
able to deliver high QoS in an environment across a variety of use cases. 
Network slicing has a wide range of applicability in real-life scenarios 
and can enhance network performance as well as user experience. By 
dividing a set of applications, each slice can be responsible for a specific 
type of services with requirements that are different from other slices.

3.2. Network slices

The services requested by end users considered in this study contain 
four use cases, namely, eMBB, URLLC, mMTC, and V2X.

3.2.1. Enhanced mobile broadband

eMBB is characterized by broadband data access in specific loca-
tions such as crowded areas like stadiums, shopping centers, or uni-
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Fig. 3.1. Network slicing architecture.

Fig. 3.2. Illustration of V2X communications.

versity campuses. It also assures connectivity over a large coverage or 
at high-speed for public transportation [28]. In brief, eMBB focuses on 
improved data rates (around 10 Gbps or higher).

3.2.2. Ultra-reliable low latency communications

This type of communications, as the name suggests, requires high 
speed with an ultra-high probability of successful transmissions. This 
use case is mainly targeted at industrial automation, drones and robots, 
augmented reality (AR), virtual reality (VR), and emergency-related 
scenarios.

3.2.3. Massive machine-type communications

Internet of things (IoT) devices are characterized of low cost, low 
traffic intensity, and long-lasting battery lifetime. mMTC needs to sup-

port a high density of devices in urban, extra urban, and rural areas, 
where a massive number of sensors, meters, cameras etc. may exist. 
These devices are deployed for various purposes, varying from man-

aging lightning infrastructure in cities and countryside, for measuring 
noise, pollution, and temperature levels, etc. [29].

3.2.4. Connected vehicles and V2X

Connected vehicles represent a special use case in 5G networks since 
more and more cars are fully electrical, with a lot of IoT devices or 
sensors that require network connectivity. A combination of the re-

quirements for eMBB and URLLC is a perfect deployment scenario for 
connected vehicles. This category of use cases supports advanced safety 
applications which mitigate road accidents, improve traffic efficiency, 
prevent traffic jams, and improve the access for emergency vehicles. 
These applications require a dedicated slice with features supporting 
low latency for warning signals, high data rates to share sensor data, as 
well as information sharing between vehicles and infrastructure.

As defined by the 3rd generation partnership project (3GPP), V2X 
4

consists of four types of communications, namely, V2V, V2I, vehicle-
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Fig. 4.1. Overview of the proposed network slicing framework.

to-network (V2N), and vehicle-to-pedestrian (V2P) (shown in Fig. 3.2). 
V2X communications require 5G networks to accommodate the follow-

ing capabilities [30]:

• Speed – Peak data rate can hit 20/10 Gbps for downlink/uplink 
respectively per base station.

• Latency – 4 ms in typical conditions and 1 ms for use cases that 
demand the upmost speed.

• Capacity – 5G should be able to support one million connected 
devices per square kilometer.

4. Proposed network slicing framework

In this section, we first give an outline of the proposed network 
slicing framework and then present detailed algorithms for the three 
slicing instances defined in our framework.

4.1. Framework overview

In Fig. 4.1, we present a sketch of the proposed network slicing 
framework for V2X applications considering the co-existence of eMBB, 
mMTC, and URLLC traffic. Within this framework, we have defined 
there components or network slicing instances as outlined below. The 
three slice instances need to inter-operate and communicate with each 
other as shown in this figure.

• Client: A Client instance that needs to be installed in each vehicle.

• Base Station: The Base Station instance is responsible for receiving 
requests from clients and forwarding them to the Slice Management 
instance.

• Slices or Slice Management: The Slice instance checks the availability 
of radio resources and allocates accordingly resources to each slice.

When operating the framework, a Client instance initiates a ser-

vice request towards the closest base station. At that moment, the Base 
Station, which has a specified coverage, bandwidth, and a set of allo-

cated slice resources, sends a request to the Slice Management instance 
checking whether the requested slice has sufficient resources. The Slice 
Management instance computes the consumable share and checks the 
availability of the requested slice resources. If the slice can deliver the 
requested services to the UE, corresponding resources are allocated to 
the respective client. Then a slice which could be URLLC, eMBB, mMTC, 

or V2X will be in charge of making a connection to the client.
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4.2. Algorithms for the three slice instances

In this subsection, we present in details the algorithms that need to 
be performed for each slice instance.

4.2.1. Client

The Client instance is the one that represents end users in a network 
(UEs, devices, vehicles, etc.). There are four steps that a client needs to 
make in each cycle of a connection session:

• Lock

• Stats

• Release

• Move

Locking represents the moment that a client connects to the closest 
base station and starts to consume or disconnects from it if is already 
connected. The pseudocode shown in Algorithm 1 describes the connect 
function in the locking step and counts the number of connected users 
to a base station. The handover counter increases when a handover is 
made and the blocking counter increases when a request is blocked 
(when no sufficient resource available in the slice).

After that, the client has to release the resources it occupied before 
it disconnects in order for the next client(s) to have available resources 
as shown in Algorithm 2.

Algorithm 1 Connect function

Input: Slice

Output: Connected clients in coverage

1: if 𝐶𝑙𝑖𝑒𝑛𝑡 is connected then

2: 𝑅𝑒𝑡𝑢𝑟𝑛;

3: end if

4: 𝐶𝑜𝑛𝑛𝑒𝑐𝑡 𝑎𝑡𝑡𝑒𝑚𝑝𝑡++;

5: if 𝑆𝑙𝑖𝑐𝑒 is available then

6: 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑢𝑠𝑒𝑟𝑠++;

7: 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 ← 𝑇 𝑟𝑢𝑒;

8: 𝑟𝑒𝑡𝑢𝑟𝑛 𝑇 𝑟𝑢𝑒;

9: else

10: 𝐴𝑠𝑠𝑖𝑔𝑛 𝑐𝑙𝑜𝑠𝑒𝑠𝑡 𝑏𝑎𝑠𝑒𝑠𝑡𝑎𝑡𝑖𝑜𝑛;

11: if 𝐵𝑎𝑠𝑒𝑠𝑡𝑎𝑡𝑖𝑜𝑛 exists 𝑎𝑛𝑑 𝑠𝑙𝑖𝑐𝑒 is 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 then

12: 𝐻𝑎𝑛𝑑𝑜𝑣𝑒𝑟 𝑐𝑜𝑢𝑛𝑡++;

13: if Base station exists and slice is not available then

14: 𝐵𝑙𝑜𝑐𝑘 𝑐𝑜𝑢𝑛𝑡++;

15: else

16: 𝑝𝑟𝑖𝑛𝑡 ′𝐶𝑙𝑖𝑒𝑛𝑡 𝑖𝑠 𝑛𝑜𝑡 𝑖𝑛 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒′

17: end if

18: end if

19: end if

Algorithm 2 Release consume function

Input: Client

Output: Release_consume()

1: if 𝐶𝑙𝑖𝑒𝑛𝑡 is 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 and 𝑙𝑎𝑠𝑡 𝑢𝑠𝑎𝑔𝑒 > 0 then

2: Release _ consume();

3: if 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔 𝑢𝑠𝑎𝑔𝑒 <= 0 then

4: 𝑑𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡;

5: end if

6: end if

After resources are released, the client can be disconnected from the 
base station. The algorithm for this step is shown in Algorithm 3.

The last step of a connection cycle is the movement of the client 
and this procedure is presented in Algorithm 4. After establishing a 
connection with a base station and consuming the resources allocated 
to each requested slice, the clients will be disconnected and they may 
change their positions in space to make a new connection.

To identify the placement of clients and base stations in a region of 
5

interest, coordinates are needed. While base stations deployed on fixed 
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Algorithm 3 Disconnect function

Input: Client is connected

Output: Disconnected client

1: if 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 == 𝐹𝑎𝑙𝑠𝑒 then

2: 𝑝𝑟𝑖𝑛𝑡 ′𝐶𝑙𝑖𝑒𝑛𝑡 𝑖𝑠 𝑎𝑙𝑟𝑒𝑎𝑑𝑦 𝑑𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝑡ℎ𝑖𝑠 𝑠𝑙𝑖𝑐𝑒′ ;

3: else

4: 𝑔𝑒𝑡 𝑠𝑙𝑖𝑐𝑒;

5: 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑢𝑠𝑒𝑟𝑠 ← 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑢𝑠𝑒𝑟𝑠 − 1;

6: 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 ← 𝐹𝑎𝑙𝑠𝑒;

7: 𝑝𝑟𝑖𝑛𝑡 ′𝐶𝑙𝑖𝑒𝑛𝑡 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑡𝑜 𝑡ℎ𝑖𝑠 𝑠𝑙𝑖𝑐𝑒′ ;

8: return 𝑛𝑜𝑡 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑;

9: end if

Algorithm 4 Movement of the client

Input: Initial position of the client (x,y)

Output: Final position of the client

1: 𝑥, 𝑦 𝑡𝑎𝑘𝑒 𝑡ℎ𝑒 𝑚𝑜𝑏𝑖𝑙𝑖𝑡𝑦 𝑝𝑎𝑡𝑡𝑒𝑟𝑛 𝑎𝑛𝑑 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡;
2: 𝑥 ← 𝑥 + 𝑥;

3: 𝑦 ← 𝑦 + 𝑦;

4: if Base station exists then

5: if client is not in coverage then

6: disconnect;

7: assign closest base station;

8: end if

9: else

10: assign closest base station;

11: end if

locations, and the position of each client is random and may change 
due to mobility.

Mobility pattern represents the random distribution of client lo-

cations. Various mobility models and UE distributions may apply in 
real-life networks. However, to study mobility model or client position 
distribution is beyond the scope of this paper. Once the coordinates 
(x,y) of the current position of a client are known, we are able to check 
whether it is within the coverage of a base station. If yes, the closest 
base station to that client is assigned and the checking for the requested 
slice could begin.

4.2.2. Base station

There are multiple base stations in a network. Each base station 
only stores the data related to base stations from a configuration file 
and sends it to other instances. The most important specifications of a 
base station in this kind of algorithm are the index of the base station, 
its coverage (to know if a client can be assigned to it or not), the capac-

ity of the base station in terms of radio resources and the slices that are 
contained at each base station. Different BSs may have different distri-

bution of radio resources for every slice.

In our framework, the base station script has a very simple function 
because it does not perform any kind of operation by itself. A BS is 
a class described by its position, coverage, capacity and what slices it 
contains. We assume that it is in the broadcast mode all the time, with 
clients connected and disconnected from it.

4.2.3. Slice management

The slice management instance is responsible for the verification of 
the availability of the requested resource blocks. It contains informa-

tion regarding to all the slices at a BS, such as the slice identities, the 
resource blocks occupied, connected UEs etc. Some slices, such URLLC 
where ultra-low latency or reliability receives privileged priority, may 
have a set of guaranteed resource blocks that is delivered regardless of 
the traffic load status. On the other hand, some mMTC applications may 
not have guaranteed resources if they are delay tolerant. Another type 
of information, aside the functions that will be discussed and where we 
have contributed, is the QoS and the delay tolerance of a slice.

Slices are contained at a BS, and each slice receives a portion of 
resources indicating how much of the total capacity the BS has allo-

cated to it. Some slices, like eMBB, which require high data rates need a 

higher number of resource blocks. Other slices, e.g., mMTC applications 
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Algorithm 5 Slice management class

Input: name, ratio, connected users, client weight, delay, QoS class, guaranteed band-

width, maximum bandwidth, initial capacity;

Output: Selected slice

1: Define the used parameters: name, ratio, connected users, client weight, delay, QoS 
class, guaranteed bandwidth, maximum bandwidth, initial capacity;

2: def function get_consumable_share:

3: if connected users == 0 then

4: return min(initial capacity, maximum bandwidth;

5: else

6: return min(initial capacity / connected users, maximum bandwidth);

7: end if

8: def function is_available:

9: 𝑟𝑒𝑎𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 ←𝑚𝑖𝑛(𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦, 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ);
10:

11: 𝑛𝑒𝑥𝑡 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 𝑓𝑜𝑟 𝑢𝑠𝑒 ← 𝑟𝑒𝑎𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦∕(𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑢𝑠𝑒𝑟𝑠 + 1);
12:

13: 𝑎𝑐𝑡𝑢𝑎𝑙 𝑄𝑜𝑆 𝑜𝑓 𝑠𝑙𝑖𝑐𝑒 = 𝑓𝑙𝑜𝑜𝑟(𝑑𝑒𝑙𝑎𝑦 ∗ 𝑐𝑙𝑖𝑒𝑛𝑡 𝑤𝑒𝑖𝑔ℎ𝑡);
14: if next bandwidth for use < guaranteed bandwidth and

actual QoS of slice < QoS class then

15: return 𝑇 𝑟𝑢𝑒;

16: else

17: return 𝐹𝑎𝑙𝑠𝑒;

18: end if

that deliver services for IoT devices, need a smaller amount of resource 
blocks. For slice management, we define a ratio of resource blocks in 
the configuration file indicating the amount of resource blocks allocated 
to a slice. The higher the ratio, the larger the amount of resources to a 
slice, and vice versa.

Algorithm 5 outlines the pseudocode for slice management includ-

ing determining the QoS class and the corresponding functions. The 
function that computes the consumable share of each slice is get_consum-

able_share and it obtains the minimum value between the initial capacity 
of the slice (which is calculated according to the ratio for each slice) and 
the maximum amount of resources allocated to each slice. This step is 
done when no client is connected. When clients start to connect, the ini-

tial capacity decreases accordingly, since the total capacity is divided by 
the number of connected clients. The next function is to check whether 
the requested slice is available and this step is doing with respect to cell 
capacity and QoS requirements.

Furthermore, the slicing management class has a parameter referred 
to as client weight. This is another important function when determining 
the QoS of a connection. While a higher weight represents enhanced 
services for instance for a phone conversation, a lower weight repre-

sents other normal or lower priority types of services with lower QoS 
requirements. One idea introduced in this work is to calculate the ac-

tual QoS level of every slice depending on delay tolerance as well as 
client weight and compare it with a predefined threshold. More specif-

ically, the actual QoS of a slice is the product of delay tolerance and 
client weight, and it is compared with the QoS class, which is a param-

eter predefined in the configuration file. If the actual QoS of the slice is 
lower than or equal to the QoS class, the respective slice has a higher 
priority. Aside from this check, the algorithm verifies whether the resid-

ual capacity after existing clients is connected is enough to sustain more 
UEs. If these two conditions are fulfilled, then the slice is available and 
can be delivered to an incoming client that requests services.

4.3. Overall flowchart

In addition to these three essential instances (client, base station, 
and slice management) presented above, a few other functions are also 
needed in order to operate the framework. Such additional functions in-

clude to distribute the clients in space, compute the shortest distance, 
and calculate the final results. Furthermore, all the resources are main-

tained in a container so that they can easily be allocated according to 
the requested resources or released back when the occupied resource 
blocks are no longer required.

In Fig. 4.2, we illustrate the flowchart of the framework including 
6

all the functions that have been explained. The procedure starts from 
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Fig. 4.2. Program flowchart.

the movement of a client and it checks whether the client is covered 
by a BS. If yes, the client is assigned to the closest BS. If the UE is 
not in the BS coverage from the start or if it is outside the coverage 
before movement, a handover is needed. Once the client is within the 
coverage, it can connect to the BS and request a slice. Here the slice 
management function comes into play and it checks the availability 
of the requested resources. If no resource is available with the slice, a 
handover is made. In this case, the type of handover is of inter-cell type, 
because it connects the client to another BS.

However, if the corresponding slice is available only in terms of ca-

pacity and not in terms of QoS, the new request will be blocked. Once 
all the conditions are fulfilled and the slice is available, the client will be 
successfully connected to that slice and it starts to consume resources. 
After the consumption is made and the client no longer needs resources 
from that slice, the occupied resources must be released, available for 
consumption by other clients. As the last step, the client can be dis-

connected from the BS and it eventually begins a new connection to 

another BS.



C. Zamfirescu, R. Iugulescu, R. Crăciunescu et al.

Fig. 4.3. Real-life positions of 11 base stations in an area of interest in the city 
of Bucharest.

5. Implementation and network configurations

In this section, we first give an outline on the implementation of the 
algorithms presented in Section 4 and then present in details the net-

work configurations of our simulation based performance assessment. 
As a case study, our network scenarios are built based on real-life base 
station deployment by a network operator, Vodafone Romania, in the 
city of Bucharest, in an area nearby the campus of the University Po-

litehnica of Bucharest (UPB).

5.1. Implementation outline

The pseudocodes for all the algorithms presented above have been 
implemented based on a popular simulation platform for 5G networks 
[31]. The functions for clients, BSs, and slice management are written 
in Python 3.7. using different libraries like Simpy, KDTree, and Mat-

plotlib. To assess the performance of the proposed framework, the client 
instance has to be implemented in all clients/UEs and the BS and slice 
management instances have to be implemented in all base stations.

As the core of the whole framework, we have created a slicing func-

tion that checks whether a service is available or not and distributes the 
slice resources across the whole network. We have also implemented all 
the new slices with new specifications that fit for this type of network.

Furthermore, the QoS parameters needed in Algorithm 5 are affected 
by the delay of every service that slices are delivering and are not 
depending only on the allocated or available capacity for every slice. 
When delay becomes significant, the achieved QoS will be poor, and 
vice versa. The QoS levels defined in this algorithm have 5 values, with 
5 being the poorest service and 1 representing the best one. For delay 
tolerance, we consider 10 levels where 10 means most delay tolerant 
and 1 stands for most delay sensitive.

5.2. Scenarios and network configurations

For performance assessment, we have identified a few use case sce-

narios based on the real-life positions of 11 base stations deployed close 
to the UPB campus as presented in Fig. 4.3. This region has been se-
7

lected as an area of interest because there is a big flow of clients and 
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Table 2

Slice distributions across four slices at 11 base stations

BS ID BS capacity eMBB [%] URLLC [%] mMTC [%] V2X [%]

922501 25 Gbps 48 30 20 2

910661 30 Gbps 0.3 0.3 0.3 0.1

945911 30 Gbps 20 30 10 40

927241 25 Gbps 45 2 15 38

933301 20 Gbps 45 50 3 2

938721 20 Gbps 14 5 45 36

937121 40 Gbps 28 50 20 2

934101 30 Gbps 47.9 32 2 0.1

933791 30 Gbps 40 30 25 5

934701 20 Gbps 20 55 10 15

927941 35 Gbps 50 5 25 20

Table 3

Flow specifications w.r.t. QoS and data rate requirements

Slice Delay tolerance QoS Guaranteed capacity Max. capacity

eMBB 2 5 100 Mbps 1 Gbps

mMTC 10 2 1 Mbps 10 Mbps

URLLC 1 2 5 Mbps 50 Mbps

V2X 1 1 5 Mbps 100 Mbps

vehicles and it is also a big commercial zone in the city. In this figure, 
the gNBs are represented by the green circles and for each one of them 
the position is represented according to the real placement and its cov-

erage is approximated with a circle for the sake of simplicity. The gNBs 
have the coordinates in the center of the circle (marked by the green 
circles) with different coverage ranges (as shown later in Figs. 5.1 and 
5.2) respectively.

The cell capacity at each cell (in Gbps) is partitioned into four slices, 
each dedicated to one type of applications, i.e., eMBB, URLLC, mMTC, 
or V2X. The slice resource allocations for the four slices across 11 gNBs 
are illustrated in Table 2. This slice distribution is represented by a 
pre-configured ratio in the configuration file and it dictates how much 
percent of the total capacity of each cell is allocated to every slice. Note 
that this ratio is re-configurable.

The values for the distribution of these slices at various gNBs are 
configured by taking into consideration the positions of the gNBs in the 
area of interest as well as their coverage. For example, for a base station 
that is closer to a road, the V2X slice ratio increases and for another one 
that is closer to an office building or shopping center, the eMBB ratio is 
higher.

Even if each slice has an initial capacity that depends on the ra-

tio configured by the base station, a guaranteed capacity and a limit 
maximum capacity have been introduced for every slice. With guaran-

teed capacity, an existing traffic flow belonging to a low priority class 
will sacrifice its data rate when more high priority traffic flows are con-

nected but it will not get starved. With maximum capacity, a high priority 
traffic flow cannot increase its data rate (which leads to better QoS) to 
higher than this value so that there are still resources available for other 
flows. The specifications for the slices are the presented in Table 3. The 
higher the level (with a smaller value for delay tolerance and QoS), the 
more important the service. For example, with the level being 1 for both 
delay and QoS, the V2X slice will receive the highest priority.

To investigate the performance of the proposed framework under 
heterogeneous traffic classes, we introduce a configurable parameter 
referred to as client weight, denoted by 𝛼, which dictates the distribu-

tion of clients across four categories of services. Note that the sum of all 
the weights must be 1. As an example, the weights for one of our sim-

ulations are illustrated in Table 4 showing that among all clients 5% of 
them belong to V2X users, etc. For other simulations, these weights are 
reconfigured to different values in order to explore the impact of the 

V2X slice on network performance.
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Fig. 5.1. Client distribution map for 2000 clients.

Fig. 5.2. Client distribution map for 4000 clients.

Table 4

Client weights for each 
slice

Slice Client weight

V2X 𝛼 = 0.05
URLLC 𝛼 = 0.13
mMTC 𝛼 = 0.32
eMBB 𝛼 = 0.50

Table 5

Connectivity behavior: 2000 versus 4000 clients

Number of clients 2000 4000

Average coverage ratio 0.54 0.50

Average connection ratio 0.42 0.36

Average occupied resource (Gbps) 22.578 23.931

Average blocking ratio 0.1980 0.2201

Average handover ratio 0.0125 0.0077

5.3. Client distribution map and density

Considering that the region of interest has a total area size of 4 
square kilometers, we configure the total number of clients in our net-

work as 2000 and 4000 clients respectively. The clients are randomly 
distributed following the uniform distribution across the whole region 
of interest, as shown in Figs. 5.1 and 5.2 respectively. In the next 
section, we present our simulation results based on the network con-

figurations and client distributions explained in this section.

6. Simulations and numerical results

In this section, we present the obtained simulation results based on 
the network configurations explained in Section 5. For each simulation 
run, we emulate service requests happened within a duration of one 
hour and the reported results in this section are the average values ob-

tained from multiple simulation runs and are averaged over the values 
obtained across all the 11 BSs.

In this study, the following five metrics are defined for network per-

formance evaluation. As the numerical results reported hereafter are 
obtained based on the trace files created through our simulations, we 
do not introduce any mathematical symbols or expressions for these 
metrics.

• Average coverage ratio: Defined as the area that is covered by the 
base stations with respect to the entire area of the interest.

• Average connection ratio: Defined as the number of clients that are 
successfully connected divided by the total number of clients in the 
network.

• Average occupied resources: Defined as the total amount of net-

work capacity (in Gbps) used throughout the whole duration.

• Average handover ratio: Defined as the percentage of ongoing con-

nections that have to perform handover.

• Average blocking ratio: Defined as the percentage of connection 
requests that have been blocked due to lack of resources.

In what follows, we first configure the client weight as 𝛼 = 0.05 and 
investigate in Subsection 6.1 the network performance in terms of all 
five metrics. Then in Subsections 6.2 and 6.2, we explore the perfor-

mance with respect to the last three metrics for two client populations 
(with 2000 and 4000 clients respectively) by varying 𝛼 when the per-

centage of clients that require V2X services increases.

6.1. Overall performance: 2000 versus 4000 clients

When there are 2000 or 4000 clients distributed in the area of in-

terest, the network performance in terms of the five defined metrics 
is illustrated in Table 5. Note that the size of the area of interest and 
the total network capacity are the same even though there are different 
number of clients distributed in this area.

As expected, more resources are occupied when the number of 
clients is larger. While 36% of the clients are connected in the 4000-

client case, the successful connection ratio for the 2000-client case is 
only 42%. These values seem to be a low in both cases, but the reason 
behind this behavior is that a large number of clients being located out-
8

side the coverage of any base station (the average coverage ratio being 
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Fig. 6.1. Occupied resources for 2000 clients.

54% for the 2000-client case and 50% for the 4000-client case). In both 
cases, there are not sufficient radio resources to connect more clients.

6.2. Network performance: 2000 clients with a varying number of V2X 
users

To test the impact of the V2X slice on network performance, we 
reconfigure the client weight for the V2X slice to various values as 𝛼 =
[0.1; 0.3; 0.5; 0.7; 0.9] respectively. Since the sum of the weights for all 
slices has to be 1, the other slices (URLLC/eMBB/mMTC) will have a 
weight of 1 −𝛼. All the results shown in this and the next subsection are 
displayed according to the client weight of the V2X slice with respect 
to the total weight.

6.2.1. Occupied resources

The curves illustrated in Fig. 6.1 represent the consumed resources 
obtained as an output of our simulations. In all figures presented in this 
subsection, the Y axis represents the occupied resources in Gbps and the 
X axis indicates the client weight of the V2X slice.

As can be observed in the figure, the eMBB slice consumes the largest 
portion of the total radio resources but it its occupancy decreases from 
∼21 Gbps downwards to ∼17.5 Gbps as more V2X users arrive. This is 
because the eMBB slice requires requires large capacity in comparison 
with the other slices. The URLLC slice occupies the smallest chunk of 
resources since it represents services that do not require much radio re-

source but with stringent low latency and high reliability requirements. 
Even though the resource consumption of the eMBB/URLL/mMTC slices 
decreases when the weight for V2X increases, the V2X slice does not 
have strong impact on the consumed resources. This is because the re-

quired capacity for V2X services is generally low in comparison with 
the other categories of services.

6.2.2. Handover ratio

Handover represents a process in which an ongoing transmission (in 
this case mobile data) is transferred from one cell to another in order 
to maintain connectivity and to keep the link up until the connection is 
terminated. Fig. 6.2 illustrates how the handover ratio of the other three 
slices is affected by the V2X slice as the V2X service has to assure high 
reliability and low latency and no V2X connection shall be interrupted 
for the safety of the users.

As the client weight for the V2X slice increases, the handover ratio 
tends to increase as well. This is because the V2X services are char-
9

acterized by the fact that clients change their positions in space in a 
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Fig. 6.2. Handover ratio for 2000 clients.

Fig. 6.3. Blocking ratio for 2000 clients.

fast manner, leading to more data transfer from one BS to another. The 
lowest handover ratio is observed in the mMTC slice when the client 
weight for V2X reaches the smallest as 0.1. The reason is that, in this 
case, most of the clients are connected to the mMTC slice, which is rep-

resented by stationary devices. Higher handover ratios are observed in 
the other cases, where eMBB and URLLC slices help the V2X services to 
use their high specifications in terms of capacity, latency and reliabil-

ity. Furthermore, it can be observed that the handover curves descend 
for the eMBB and mMTC slices when 𝛼 goes up from 0.8 to 0.9. This is 
because as the number of V2X clients increases, the handover decreases 
since these are the slices that do not require high reliability as URLLC 
and V2X slices. Also, the blocking of the new connections tends to in-

crease for 𝛼 from 0.8 to 0.9 for the same reason, as it can be seen in 
Fig. 6.3.

6.2.3. Blocking ratio

Blocking happens to a new service request by a client if no sufficient 
network resource is available. Depending on the QoS requirements and 
resource availability, different criteria may apply for decision making. 

The blocking procedure helps to ensure QoS provisioning as already 
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Fig. 6.4. Occupied resources for 4000 clients.

established connections will be maintained regardless of the admission 
or blocking decision of the new request.

As depicted in Fig. 6.3, the highest percentage of blocking is mani-

fested by the eMBB slice from the beginning of the process. When the 
client weight for the V2X slice is the smallest (𝛼 = 0.1) and the one for 
eMBB has the value of 0.9 as only two slices are configured in each set 
of our simulations.

The eMBB slice pushes the network to a high blocking ratio due to 
its high requirements in terms of high data rates and high reliability, 
leading to insufficient resources at gNBs to maintain the connections 
up. As the weight for the V2X slice increases, the blocking ratios for 
all the other service categories tend to stabilize around the same value 
of ∼27.5%. This result provides another insight on how a high priority 
slice is protected for QoS ensurance. As the V2X slice is deemed to have 
the highest priority (as shown in Table 3), blocking of new requests 
from other service categories is imposed in order to keep the already 
established connections secure with a very low rate of dropping.

6.3. Network performance: 4000 clients with a varying number of V2X 
users

To further investigate the behavior of the network, the case where 
4000 clients are present in the area of interest is studied in this sub-

section. The same network configurations as used in Subsection 6.2 are 
applied and the performance is compared with the previous case with 
2000 clients.

6.3.1. Occupied resources

The consumed radio resources are computed in the same manner as 
presented above and the results are illustrated in Fig. 6.4. Intuitively, 
the difference between the results obtained from the 2000-client and 
4000-client cases should be larger, compared with the resource oc-

cupancy status observed in Fig. 6.1 and Fig. 6.4. This is because the 
density configured in both cases is already quite high, as approximately 
180 and 360 clients per BS. When a larger number of clients need to 
be supported by each BS, the network becomes saturated. So deploying 
more clients will not help to increase total resource occupancy.

As shown in Table 3, the slice that is most resource demanding is 
the eMBB slice as high data rates are expected for eMBB applications. 
When the number of V2X is not very high (with a slice weight 𝛼 = 0.7 or 
less), the eMBB applications will consume most resources. The reason 
is that V2X does not need high data rates. However, when 𝛼 > 0.7 for 
V2X, the occupied resources for eMBB start to descend. This is because 
10

V2X applications have higher priority as explained earlier.
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Fig. 6.5. Handover ratio for 4000 clients.

Fig. 6.6. Blocking ratio for 4000 clients.

6.3.2. Handover and blocking ratios

The obtained results for handover and blocking in the 4000-client 
case are presented in Fig. 6.5 and Fig. 6.6 respectively. Compared 
with the other two metrics (occupied resources and blocking ratio), the 
handover ratio in the 4000-client case has a lower value than the 2000-

client case. This is because more new service requests are blocked when 
there are more clients in the network. When more UEs are present in 
an area, the network will be more likely congested. This is the reason 
why the blocking ratio is higher and the handover ratio is lower. With 
more users, a smaller percentage of the connections will be handed 
over to other base stations and a higher percentage of requests will be 
is blocked, due to the occupancy of network resources.

When the client weight of the V2X slice exceeds 𝛼 = 0.5, the han-

dover ratios for URLLC and mMTC services start to decrease whereas 
their blocking ratios exhibit an opposite tendency. This is because the 
network intends to maintain ongoing connections since dropping al-

ready established connections leads to more serious QoS degradation 
than blocking new requests. Furthermore, it is worthy mentioning that 
for delay tolerant services blocking does not mean complete rejection of 
a client. Instead, the service request will stay in a buffer until a nearby 

base station has resources to deliver the requested service.
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7. Further discussions

In this section, we further discuss a few aspects that are related to 
the framework presented above, from algorithm complexity, dynamic 
slice distribution (client weights), to potential real-life operation.

7.1. Algorithm complexity

To enable the framework, the proposed algorithms need to be in-

stalled at BSs and clients respectively. At a BS, the service requests and 
slice allocation are processed consecutively for each client based on the 
number of network slices. Therefore, the algorithm time complexity is 
in the order of 𝑂(𝑛𝑐𝑛𝑠) where 𝑛𝑐 and 𝑛𝑠 stand for the number of clients 
covered by a BS and the number of slices offered by a BS respectively. At 
the client end, each client needs merely to maintain and update the four 
steps explained in Subsec. 4.2.1, i.e., Lock, Stats, Release, and Move. 
Therefore, the complexity of the algorithm to be executed at each client 
is exceedingly lightweight.

7.2. Dynamic slice distribution

The 𝛼 values that are shown in Table 2 above are meant for this case 
study and they are manually configured in our simulations. In real-life, 
these values should be dynamically adjusted based on BS capacity and mea-

sured instantaneous traffic load conditions. Particularly, how to adaptively 
adjust client weight, i.e., 𝛼 for each base station in the area of interest, 
in a real-time fashion is a challenging task, as traffic intensity varies 
from time to time. This task becomes even more challenging when slice 
distribution needs to be coordinated among multiple base stations as 𝛼
varies among different base stations. However, to further study how to 
dynamically adjust slice distribution, for instance at a minute or second 
level, is beyond the scope of this paper.

7.3. Real-life implementation

The framework proposed in this paper fits better urban scenarios 
than rural ones as more types of services may prevail in urban scenar-

ios. This study focuses on a real-life base station deployment scenario 
and the numerical results are obtained through simulations based on 
this scenario. To potentially implement our algorithms in real-life and 
operate them in a real-time manner, it requires substantial efforts from 
a mobile operator, such as network software upgrade and instantaneous 
traffic measurements. Nevertheless, we believe that the work presented 
in this study serves as a valuable reference towards real-life implemen-

tation of network slicing for V2X applications in the near future.

8. Conclusions and future work

In this paper, we have studied the effect of network slicing for V2X 
services on network performance by jointing considering the X2V slice 
with three other slices (eMBB, URLLC, and mMTC) in the same net-

work consisting of multiple base stations. We proposed a framework 
for network slicing which consists of a set of algorithms needed for 
both clients and base stations. Based on a deployed real-life network 
topology, we investigate the performance of network slicing through 
extensive simulations, considering various network configurations and 
client distributions under heterogeneous service categories.

It has been demonstrated that, as the number of clients in the area 
of interest varies, network performance with respect to consumed re-

sources, handover, and blocking fluctuates. To provide ideal perfor-

mance under various network deployment and traffic conditions, re-

source allocations among slices must be balanced. As our future work, 
we will design network slicing schemes that take time-varying traffic 
and service conditions into account for dynamic resource allocation. 
More real-life scenarios will be identified at other areas of interest 
11

and more measurements will also be performed. Furthermore, machine 
Vehicular Communications 45 (2024) 100691

learning based algorithms for slicing resource allocation will be another 
direction for our future work.
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