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A B S T R A C T   

The present research shows that language comprehenders are sensitive to multiple states of target and seman
tically related objects. In Experiments 1 to 2B, participants (total N = 273) read sentences that either implied a 
minimal change of an object’s state (e.g., “Jane chose a mango”) or a substantial change (e.g., “Jane stepped on a 
mango”) and then verified whether a subsequently pictured object was mentioned in the sentence. Crucially, the 
picture either showed the original/modified state of an object that was mentioned in the sentence (e.g., “mango” 
in Experiment 1) or not (e.g., “banana” in Experiments 2A and 2B). The results of Experiment 1 demonstrated 
that the objects in a modified state were verified faster when a sentence implied a substantial state-change rather 
than a minimal state-change. In contrast, the reverse was true for the objects in the original state. Importantly, 
verification latencies of pictures depicting original and modified states of an object in the substantial state- 
change condition were approximately similar, thus suggesting that language comprehenders maintain multiple 
representations of an object in different states. The results of Experiments 2A and 2B revealed that when par
ticipants had to indicate that a pictured object (e.g., banana) was not mentioned in the sentence, their verifi
cation latencies were slowed down when the sentence contained a semantically related item (e.g., mango) and 
described this item as being changed substantially by the action. However, these verification latencies varied 
continuously with the degree of change: the more dissimilar the states of a semantically related item, the less 
time participants needed to verify a pictured object. The results are discussed through the prism of theories 
emphasizing dynamic views of event cognition.   

Introduction 

Many theories of event cognition and language processing suggest 
that comprehending an event is tantamount to constructing a mental 
representation of the described situation (Johnson-Laird, 1983; van Dijk 
& Kintsch, 1983; Zwaan, Langston, & Graesser, 1995; Zwaan & Rad
vansky, 1998). According to these theories, language comprehenders 
place themselves in the described situation and experience the event on 
a number of dimensions, including those related to protagonists (e.g., 
Gernsbacher et al., 1992), space (e.g., Glenberg et al., 1987), time (e.g., 
Zwaan, 1996), and goals (e.g., Trabasso & Suh, 1993). For example, 
there is now quite a body of data from a sentence-picture verification 
paradigm showing that people rapidly integrate implied visual infor
mation about the object’s orientation (e.g., a nail in the wall vs. a nail in 
the floor) and shape (e.g., a bird in the nest vs. a bird in the sky; e.g., 
Stanfield & Zwaan, 2001; Zwaan et al., 2002). Furthermore, there are 
studies demonstrating that people also simulate a more global 

environmental context, such as the setting in which an event takes place 
(e.g., Horchak & Garrido, 2022; Horton & Rapp, 2003; Yaxley & Zwaan, 
2007). Altogether, these data converge on the conclusion that compre
henders draw information from the surrounding environment to be able 
to successfully understand language. 

However, surrounding context (e.g., location, background settings, 
etc.) is not the only significant factor. Another less-studied but equally 
fundamental element of event comprehension is object history, as sug
gested by the Intersecting Object Histories (IOH) account (Altmann & 
Ekves, 2019). According to this account, comprehenders need to encode 
changes in object state (i.e., the association of objects with their past 
selves through space and time) to build a rich representation of an event. 
Evidence for this can be found in behavioral studies showing match 
effects between visual and linguistic information when implied object 
state-changes are compatible rather than incompatible. For instance, 
Kang et al. (2020) used a sentence-picture verification task to test the 
hypothesis that verbs may drive the updating of state information during 
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sentence comprehension. Specifically, they asked participants to read 
sentences like “Jane chose a banana” or “Jane stepped on a banana” and 
then indicate whether the subsequently presented pictured object was 
mentioned in the sentence. By segregating the data by pictures, they 
found that response times (RT) were faster whenever there was a match 
between the final state of an object depicted in the picture and the one 
implied by the past-tense sentence. Interestingly, however, Kang et al. 
(2020) did not find the match advantage for the original object state 
when future-tense sentences (e.g., “Jane will choose a banana” vs. “Jane 
will step on a banana”) were used, thus suggesting that the associated 
representation of the initial (original) state was more accessible than the 
future (modified) state (see also Lee & Kaiser, 2021; Misersky et al., 
2021, for related findings on how language comprehenders focus more 
on the initial object state when a sentence is in future tense). Hence, the 
results are consistent with the notion of affordances, which refers to the 
possibility of an action on an object (Gibson, 1979; Symes et al., 2007). 
Specifically, future-tense sentences suggest equal affordance for both 
substantial-change (i.e., “will step on a banana”) and minimal-change 
(“will choose a banana”) conditions precisely because the subject in
tends to act on the object (i.e., “banana”) in its original state from the 
subject-centric current (not future) state of the world. Most importantly, 
Kang et al.’s (2019) results not only showed that appropriate object 
representations are modulated by the degree of implied state-change but 
also that multiple representations of the same object in the different 
states are simultaneously active. The evidence for this is found when 
looking at the data segregated by sentences. Specifically, the authors 
demonstrated that when the object was described as being changed 
substantially by the action (e.g., “Jane stepped on a banana”), partici
pants’ verification latencies of the objects in both the original (i.e., intact 
banana) and the modified states (i.e., smashed banana) were approxi
mately the same. Furthermore, no differences in RTs in the substantial- 
change condition were also reported in a related study by Horchak and 
Garrido (2021) on the effect of the object state being affected by light vs. 
heavy items (e.g., “He dropped a bowling ball on a banana” vs. “He 
dropped a balloon on a banana”). Finally, neuroscientific data revealed 
that a neural marker for competition is present more when participants 
process the sentences in the substantial-change condition than in the 
minimal-change condition (Hindy et al., 2012; Solomon et al., 2015). 
Thus, these data suggest that comprehension of an action in a sentence 
like “The woman stepped on a banana” requires activation at the “ba
nana” of both the original (canonical) state of a banana and of the 
modified (non-canonical) state of a banana – the consequence of a 
woman smashing it. Accordingly, maintaining multiple representations 
of an object in different states may engender a conflict precisely because 
it requires the comprehenders to choose the situationally appropriate 
object state among the other states through which it has passed. 

Thus far, the available evidence offers empirical support for the 
claim that the processing of object state-change denoted by the verb (e. 
g., step) requires activating some representation of the transition from 
one state of an object (e.g., banana) to another. There are limitations, 
however, to what we know about the role of multiple object-state rep
resentations during language processing. Specifically, it is currently 
unclear whether the activation of these multiple object-state represen
tations may have some consequences for the processing of semantically 
related (as compared to unrelated) concepts. This issue is important to 
address as, in most cases, there is more than just one participant (object) 
in the event. 

We follow Altmann and Ekves (2019) in assuming that the repre
sentation of an object’s history is grounded in episodic experiences 
through the process of relational binding. The central tenet of this pro
cess is that we experience objects in the presence of other objects and 
background settings. Therefore, our experience of such encounters 
should include incidental properties of the encounter, as well as other 
elements with which they are associated in semantic memory. So, on 
reading sentences such as “Jane stepped on a mango” and “Jane chose a 
mango”, such incidental properties may include the places where this 

fruit can be found (tropical environments), the culinary dishes in which 
this fruit can be used (desserts), other fruits associated with mangoes (e. 
g., bananas), and the different states through which these different fruits 
have (could have) passed (e.g., slicing or blending). Consequently, if 
language comprehenders bind activated semantic representations (e.g., 
reading “mango” activates semantic knowledge of food) to the episodic 
contexts that lead to their activation (e.g., kitchen setting), as well as to 
other elements with which they are associated in semantic memory (e.g., 
mangoes are associated with bananas, papayas, etc.), then they could be 
sensitive not only to the interference caused by similar items (e.g., a 
mango vs. a banana) but also to the interference caused by different 
states of the same item (e.g., intact mango vs. squashed mango). The 
present study takes a first step towards addressing this prediction. 
Specifically, we investigated whether language comprehenders are 
sensitive to the linguistically determined states of an object (e.g., choose 
vs. step on a mango) when verifying a semantically similar pictured 
object (e.g., banana in either original or modified state). 

Before turning to our experiments, we will first outline previous 
empirical evidence that served as the basis for our predictions. First, we 
will review prior research on thematic and taxonomic relatedness and 
clarify our definition of semantic similarity in the present paper. Second, 
we will turn to studies focusing on the resolution of state ambiguity (e.g., 
representing the banana before or after it was stepped on) during lan
guage comprehension. Specifically, our focus will be on studies 
demonstrating how representing information from a different, yet 
related, object may be difficult due to similarity-based interference (i.e., 
interference caused by the difference between distinct objects) and/or 
dissimilarity-based interference (i.e., interference caused by the ‘before’ 
and ‘after’ object states). 

Defining semantic similarity 

Before moving forward, it is important to clarify our treatment of 
semantic similarity in the present paper. We shall do so by highlighting 
the distinctions between two major kinds of semantic relations: taxo
nomic and thematic. Taxonomic similarity refers to the relationship 
between words or concepts that belong to the same hierarchical cate
gory, whereby similarity between concepts is defined as a function of 
feature overlap (e.g., Cree et al., 1999; Mervis & Rosch, 1981; Smith 
et al., 1974). Thematic similarity, on the other hand, is based on 
grouping concepts thematically based on temporal, spatial, causal, or 
functional relations between things (e.g., Golonka and Estes, 2009, Lin 
and Murphy, 2001). In contrast to taxonomic similarity, objects that 
share thematic relations, such as coffee and newspaper (morning 
routine) or pen and paper (writing notes), often share a few (if any) 
features. Instead, they have complementary attributes that correspond 
to their distinct roles within specific events or situations. 

Substantial empirical evidence shows that both taxonomic and the
matic relations are essential to language comprehension and conceptual 
processing (see Estes et al., 2011; Mirman et al., 2017, for comprehen
sive reviews). A common trend that emerges from various studies using 
picture stimuli, for example, is that participants are slowed down when 
the target picture is accompanied by a semantically similar rather than 
unrelated distractor. In language production literature, this result is 
usually interpreted as evidence for a competitive lexical selection pro
cess (see Nozari & Pinet, 2020, for discussion). Similarly, in the language 
processing literature, this finding is claimed as evidence for semantic 
similarity between conceptual knowledge accessed by the distractor and 
the conceptual knowledge accessed from the target object (e.g., Huettig 
& Altmann, 2005). However, another important trend found in the 
literature is that taxonomic (feature-based) and thematic (associative) 
similarities do not always have the same effect on behavior. Some 
research on language processing shows both taxonomic and thematic 
competition effects, with the former being larger (e.g., Mirman & Gra
ziano, 2012). At the same time, other research on language production, 
for example, shows that distractors that are thematically (not 
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taxonomically) associated with a target may, in fact, lead to facilitation 
(e.g., Mahon et al., 2007). Thus, the precise nature of the semantic 
relationship between the target and the distractor (i.e., taxonomic or 
thematic relationship) could, at the very least, affect the size of the 
observed competitor effect. 

Many studies on language comprehension focus on thematic re
lations that help us generate expectations about events or scenarios (e.g., 
Cooper, 1974; Huettig & Altmann, 2005). As nicely pointed out by Estes 
et al. (2011), while knowing that a menu is taxonomically related to a 
book is useful (e.g., both have pages), it is equally important to know 
how to guide your behavior with respect to the event. In other words, 
thematically related items such as food, waiters, water, or wine may 
share few features with a menu but are nonetheless important to 
generate expectations within an event. Corpus-based semantic distance 
measures like, for example, Latent Semantic Analysis (LSA) were found 
to be particularly well-suited for determining thematic relationships 
between words. In straightforward terms, LSA (Landauer & Dumais, 
1997) takes many words from different documents, finds hidden pat
terns, and mathematically estimates how similar words are based on 
where they are placed in this pattern space. Ultimately, the similarity 
between the words is derived from the pattern of frequencies of pairs of 
words across different documents: words that are semantically related 
have higher LSA scores than words that are unrelated. As one illustrative 
example, Huettig et al. (2006) demonstrated that LSA scores predicted 
eye fixation behavior in the visual world paradigm. Specifically, they 
first calculated the similarity between various words using the LSA 
method. Then, they tested how the degree of similarity between two 
words (target and competitor) affects fixation behavior. As expected, the 
authors found that on hearing a sentence containing a critical target 
word (e.g., toaster), participants showed a bias to fixate a picture of a 
semantically related (as defined by LSA) competitor item (e.g., cork
screw) in proportion to their LSA similarity. 

Given the above evidence on the reliability of semantic distance 

models, in the present research, we used a corpus-based word embed
ding technique, word2vec, to determine semantic similarity (e.g., 
Mikolov et al., 2013). Although this embedding technique doesn’t 
directly differentiate between taxonomic and thematic relationships (i. 
e., word2vec embeddings tend to cluster words that are taxonomically 
similar or thematically related together in the vector space), it is widely 
used to predict lexical associations (i.e., the connections or relationships 
between words) based on the co-occurrence of words in similar contexts 
that share common themes or topics. Thus, our treatment of semantic 
similarity in the present paper is consistent with corpus-based semantic 
distance measures where thematic similarity plays an important role. 

State ambiguity and similarity-based interference 

Why should language comprehenders be sensitive to states of 
semantically similar objects? Our starting point is the above empirical 
evidence that there is an overlap between the conceptual information 
conveyed by words and the conceptual knowledge associated with 
semantically similar (pictured) objects. Consider, for example, a situa
tion presented in Fig. 1 when the participants’ task is to read the sen
tences describing different states of an object (e.g., bulb vs. mango) and 
then judge whether the subsequently pictured item (e.g., a banana) in 
either the original or modified state had been mentioned in the sentence. 
All sentences describe similar situations except for one fundamental 
difference: the pictured banana has a stronger semantic relationship 
with the word “mango” than with the word “bulb”. In line with the 
evidence that comprehenders are sensitive to semantically similar ob
jects (e.g., McRae & Boisvert, 1998; Yee & Thompson-Schill, 2016), 
participants’ verification latencies of a banana should be slower after 
reading a sentence mentioning a mango rather than a bulb, precisely due 
to difficulties in resolving a competition between shared characteristics 
(e.g., both are fruits, both grow in tropical climates, both can be used in 
desserts, etc.) of the target (i.e., a banana) and a semantically similar (i. 

Fig. 1. An Example of Associations that Form When Participants Perform a Task Note. Arrows show the interplay between perceptual properties of objects and 
general semantic knowledge about objects. A: Examples of sentences with different verb information. B: Required representations of object states during event 
comprehension. C: Example of semantic knowledge being activated during event comprehension. D: Examples of pictured objects in different states (original vs. 
modified) that are either highly or weakly associated with the object from the sentence. 
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e., a mango) concept. In contrast, no such difficulties are expected when 
participants read sentences such as “Jane stepped on a bulb” and “Jane 
chose a bulb”, given that the conceptual representations activated by the 
word “bulb” only minimally overlap with those associated with the 
target object “banana”. Thus, on this view, greater semantic similarity 
between the items leads to greater similarity-based interference (see 
Damian & Bowers, 2003; Schriefers et al., 1990, for further discussion of 
semantic interference). 

However, according to the view advocated in the present paper, 
participants’ verification latencies of the picture of a banana should be 
slowed down more after reading a sentence where a semantically related 
object undergoes a change of state than after reading a sentence where a 
semantically related object does not undergo a change of state. This is 
expected in light of the amount of semantic priming afforded by a sen
tence describing a substantial change in an object’s state. More specif
ically, and in line with the IOH account (Altmann & Ekves, 2019), we 
propose that after reading a sentence like “Jane stepped on a mango”, 
multiple representations of the same object (i.e., intact and squashed 
mango), reflecting the different states it passes through, are activated. In 
contrast, after reading the sentence, “Jane chose a mango”, only one (i.e., 
intact) object-state representation is activated. As a result, a semanti
cally related banana gets more priming from the “intact and squashed 
mango” than just from the “intact mango”, and this leads to longer RTs. 
To put it differently, it should take longer to reject the banana after a 
sentence referring to a mango than to one referring to a bulb because the 
feature set of the banana, overlapping as it does with the feature set of 
the mango, is harder to distinguish from that of the mango. 

Providing evidence for the amount of semantic priming afforded by 
the “substantial state-change” sentence condition is theoretically 
important: if linguistically determined atypical exemplars (e.g., the 
“step on” sentence where the object is implied to be in the less typical 
modified state) may be better primes than typical exemplars (e.g., the 
“choose” sentence where the object is implied to be in the more typical 
intact state), then this would run counter to the views that typicality 
always boosts semantic priming effects (see, for example, Collins & 
Loftus, 1975; Rosch, 1975; for assumptions of spreading activation 
theory and the prototype model, respectively). Also, this would counter 
the proposal that concepts are represented in terms of fixed points in 
semantic space (e.g., Landauer & Dumais, 1997). Rather, this would 
lend further credence to the empirical evidence emphasizing the non- 
static nature of semantic cognition, which showed, among other 
things, that language context provides a strong constraint on the acti
vation of conceptual properties (e.g., Rogers & McClelland, 2005; Smith 
et al., 1974; Huettig & Altmann, 2005; Mirman & Magnuson, 2009; 
Mirković & Altmann, 2019; Yee & Sedivy, 2006). 

State ambiguity and Dissimilarity-Based interference 

Whereas similarity-based interference may explain how language 
comprehenders resolve state ambiguity of distinct objects as a function 
of different action verbs (e.g., choose vs. step on), it may not be able to 
fully explain how they resolve state ambiguity depending on the extent 
to which any specific object changes in state. For example, both stepping 
on a mango and stepping on a papaya suggest a substantial change of 
state. However, the consequences of stepping on these two fruits will 
likely differ due to their contrasting physical properties. Mangoes are 
relatively firmer compared to papayas. When stepped on, a mango is 
likely to offer more resistance and might not flatten as easily. In contrast, 
papayas have a soft, almost butter-like texture when ripe. Stepping on a 
papaya would likely result in more immediate deformation and flat
tening than stepping on a mango. Thus, the representations of intact and 
squashed papaya will generally be more dissimilar than those of intact 
and squashed mango. 

The relevance of dissimilarity of this kind has been demonstrated 
using fMRI. Specifically, it was shown that high dissimilarity of object 
states (i.e., dissimilarity-based interference) leads to object rivalry, 

whereby the representations of the distinct states of the same object 
interfere with one another during event comprehension. For example, 
Hindy et al. (2012) provided such evidence by focusing on the left 
posterior ventrolateral prefrontal cortex (pVLPFC) – the area of the brain 
that responds to Stroop conflict (e.g., Banich et al., 2000). In the Stroop 
task (e.g., MacLeod & MacDonald, 2000), participants see a list of color 
words (e.g., red, blue, green) where the color of the ink used to write the 
word does not match the actual word. Participants are required to name 
the ink color while ignoring the written word. This creates a conflict 
between the automatic processing of reading the word and the 
controlled processing of identifying the ink color. Thus, Hindy et al. 
(2012) reasoned that the resolution of state ambiguity should lead to 
conflict similar to that observed in the Stroop task precisely because 
both tasks require selecting one representation at the expense of the 
other. 

To test their predictions, Hindy et al. (2012) asked participants to lie 
in the scanner and read pairs of sentences like (1) “The chef will chop the 
onion. Then she will weigh the onion” or (2) “The chef will smell the 
onion. Then she will weigh the onion”. Given the context, sentences in 
pair (1) imply different states of an onion (i.e., initial and chopped 
states), while sentences in pair (2) do not imply any changes in object 
state. The authors found evidence of conflict when participants read 
“chop the onion” versus when they read “weigh the onion”, given that 
there was greater left pVLPFC activity during the processing of trials 
describing a substantial state-change (i.e., the “chop” action). Further
more, the left pVLPFC response correlated with ratings provided by 
separate participants of the degree of change that each specific object 
underwent because of action. Specifically, Hindy et al. (2012) found that 
the more dissimilar an object’s initial and modified states were, the 
greater the interference. 

A related study by Solomon (2015) adopted the experimental para
digm and stimuli of Hindy et al. (2015) to provide more convincing 
evidence that the representational conflict occurs specifically due to 
selecting mutually exclusive object states rather than maintaining 
similar object representations (that is, chopped onion still looks similar 
to intact onion so long as it is recognizable as an onion, and hence may 
lead to a similarity-based conflict). The only difference in the materials 
was the number and type of object referents. Specifically, they presented 
participants with the sentences in three different conditions: S-token (e. 
g., “The chef will chop the onion. Then she will weigh the onion”), D- 
token (“The chef will chop the onion. Then she will weigh another 
onion”), and D-type (e.g., “The chef will chop the onion. Then she will 
weigh a piece of garlic”). That is, they contrasted the events involving the 
same token (S-token condition) with the events involving a different 
token of the same type (D-token condition) and the events involving two 
different object types (D-type condition). The major result was that the 
representational conflict was observed in the S-token condition but not 
in the D-token condition. This is consistent with the idea that competi
tion of object states arises only when the event describes mutually 
exclusive states of the same object. That is, when the event describes 
another object (i.e., another onion), as in the D-token condition, main
taining multiple overlapping representations has no inhibitory conse
quences. Therefore, different objects can coexist no matter how similar 
they are. Presumably, this reflects the fact that when one is processing 
information about another object (i.e., another onion), there is no need 
to inherit the episodic characteristics of the first-mentioned object. On 
the face of it, the results of Solomon et al. (2015) may suggest that 
dissimilarity-based interference is unlikely to have any implications for 
the present study with distinct, albeit semantically similar, objects. 
However, one other finding in the results of Solomon et al. (2015) gives 
us pause. More precisely, this concerns their finding that left pVLPFC 
was activated more during the processing of substantial changes than 
minimal changes for events that include tokens of two different (not the 
same) concept types (i.e., onion vs. garlic). Solomon et al. (2015) 
interpreted this finding as evidence of competition between incompat
ible object types. However, it is currently unclear whether the fMRI 
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evidence for dissimilarity-based interference between object types can 
also be observed in a behavioral study. The experiments reported in the 
present paper were designed to provide such initial evidence. 

In a functional sense, dissimilarity-based interference is expected to 
be inhibitory as it requires selecting one state representation at the 
expense of the other. Consequently, if dissimilarity-based interference is 
manifested in the degree of dissimilarity between the initial and modi
fied states of an object, then an increase in the RTs to the pictured item 
(e.g., banana) in the substantial-change condition should scale inversely 
with the degree of change of the semantically related (e.g., mango) item 
(as rated by other participants). For example, if the representations of 
intact and squashed papaya are rated as more dissimilar than the rep
resentations of intact and squashed mango, then the object states of the 
papaya should inhibit one another more than the object states of the 
mango. Consequently, there should be less priming of the banana after 
“stepped on a papaya” than after “stepped on a mango”, and hence the 
decreased RTs (i.e., less priming should make it easier for participants to 
reject the pictured banana). 

The present study 

In the present study, we tested the hypothesis that language com
prehenders are sensitive not only to the interference caused by similar 
objects (i.e., similarity-based interference) but also to the interference 
caused by different states of the same object (i.e., dissimilarity-based 
interference). Our broader goal was to contribute to a unified theory of 
event comprehension, where event representations are grounded in 
representations of the different states of an object. Experiment 1 laid the 
foundation for Experiments 2A and 2B by targeting the question of 
whether linguistic context has an impact on the activation of object-state 
representations. In essence, we first wanted to conceptually replicate the 
critical behavioral findings of Kang et al. (2020) in support of the IOH 
account. Specifically, we expected to find that original and modified 
states of an object would be verified faster when a sentence implies a 
minimal and a substantial state-change, respectively. Equally important, 
we wanted to confirm that multiple instances of the same object are 
activated when participants read a sentence describing a substantial 
change in object state. Experiments 2A and 2B addressed the main 
research question regarding the sensitivity of language comprehenders 
to multiple object state representations of semantically similar objects. 
Our predictions were as follows: If it is the case that after reading (1) 
“Jane stepped on a mango”, multiple representations of the same object 
are activated, and after reading (2) “Jane chose a mango” only one object 
state is activated, then a semantically related banana, regardless of its 
pictured state, should get more priming from sentence (1) than from 
sentence (2), and hence elevated RTs. However, the amount of priming 
in sentence (1) should also vary continuously with the degree of change 
(as rated by different participants). Specifically, we expected to observe 
that the greater the difference between the state of the object implied by 
a “substantial state-change” sentence (1) and a “minimal state-change” 
sentence (2), the greater the conflict between two states should be. 
Consequently, the conflict between highly dissimilar object states (i.e., 
states that struggle to coexist) should have some inhibitory effect and, as 
a result, decrease the amount of priming afforded by sentence (1). 

To address these questions, we used a sentence-picture verification 
paradigm where participants were asked to read sentences that either 
implied a minimal change of an object’s state (e.g., “Jane chose a ba
nana”) or a substantial change (e.g., “Jane stepped on a banana”) and 
then verified whether a subsequently pictured object was mentioned in 
the sentence (i.e., banana). In Experiment 1, participants were expected 
to provide a” yes” response as the critical pictured object (depicted in 
either original or modified state) matched the object (either intact or 
changed) mentioned in the sentence. In Experiments 2A and 2B, par
ticipants were expected to provide a “no” response as the critical 
pictured object mismatched the object (either intact or changed AND 
either semantically related or unrelated) mentioned in the sentence. The 

only difference between Experiments 2A and 2B was in the state of the 
pictured object displayed on the screen: the object was intact in 
Experiment 2A and modified in Experiment 2B. A detailed overview of 
the paradigm (in Experiments 1, 2A, and 2B) is provided in Fig. 2. 

Experiment 1 

The purpose of Experiment 1 was two-fold. First, we wanted to show 
that the activation of the contextually appropriate object representation 
is modulated by the degree of state-change denoted by the sentence. 
Specifically, we expected to find faster verification times for the pictures 
depicting an object in the original state after sentences describing a 
minimal change of state; and faster verification times for the pictures 
depicting an object in the modified state after sentences describing a 
substantial change of state. Second, we wanted to establish that lan
guage comprehenders need to represent multiple instances of the same 
object in different states. More precisely, we expected to observe similar 
picture verification latencies for objects in the original (e.g., intact ba
nana) and modified (e.g., smashed banana) states after reading a sen
tence that describes an object as changing substantially (e.g., “Jane 
stepped on a banana”). Thus, we sought to conceptually replicate the 
findings of Kang et al. (2019) about the role of verbs as the “driver” of 
updating state information in sentence comprehension. The major dif
ferences in our stimulus materials were as follows. First, in Kang et al. 
(2019), the sentences started with common nouns (e.g., boy, woman), 
and in the present study, the sentences started with proper nouns (e.g., 
Jane, John, etc.). Second, in Kang et al. (2019), the picture stimuli were 
clip art objects, and in the present research, the picture stimuli were 
photographs of real objects. 

Method 

Estimation of sample size 

To determine the required sample size, we performed a simulation- 
based power analysis using the “mixedpower” package of Kumle et al. 
(2018). Specifically, we used the data from Experiment 7 in Horchak and 
Garrido (2021), where pictures of real objects were used. Our power 
estimation followed the following steps. First, we fitted a linear mixed- 
effects model on the RT data with both fixed (sentence type, picture 
type, and the interaction between them) and random effects (partici
pants and items). Second, we estimated a power of 80 % on different 
sample sizes (from 50 to 120) with a t-value of 2 as a significance 
threshold. Third, we ran 1000 repetitions in the simulation process to 
test how many participants would be needed to detect a critical inter
action of interest between sentences and pictures. Fourth, as per the 
suggestion of Kumle et al. (2021), we reduced all beta coefficients by 15 
% to find the smallest effect size of interest. The simulation analyses 
suggested running an experiment with at least 80 participants to ensure 
> 80 % power for the interaction. 

Participants 

In line with the power analysis, 81 university students (Mage = 20.59, 
SDage = 5.59) participated in the experiment (of whom 70 were females) 
in exchange for course credit. In Experiments 1 to 2B, all participants 
were native speakers of European Portuguese. 

Materials 

Twenty-eight experimental sentence pairs were created describing 
either a minimal change of an object’s state (e.g., “Jane chose a banana” 
[in original Portuguese language: “Jane escolheu uma banana”]) or a 
substantial change of an object’s state (e.g., “Jane stepped on a banana” 
[in original Portuguese language: “Jane pisou uma banana”]). In addi
tion, we created twenty-eight same-sized (385x385 pixels) experimental 
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image-pairs showing either the original state (e.g., intact banana) or the 
modified state (e.g., smashed banana) of the object (see Fig. 1, for sen
tence and picture samples). Finally, in addition to 28 experimental 
sentence-picture pairs requiring a “yes” response, 28 filler sentence- 
picture pairs were created requiring a “no” response (that is, the 
pictured objects mismatched the one from the sentence). Filler sentences 
had the same structure as experimental sentences. Half of the filler 
pictures depicted objects in the original state and the other half in a 
modified state. Finally, to motivate participants to read sentences 
attentively, half of the filler items were followed by comprehension 
questions, with participants providing an equal number of “yes” and 
“no” responses1. 

Design and procedure 

Four lists of stimuli were created, and each experimental sentence- 
picture pair appeared in only one of the following conditions in each 
list: minimal sentence-original picture; minimal sentence-modified pic
ture; substantial sentence-original picture; and substantial sentence- 
modified picture. Each participant was randomly assigned to each list 
and completed the task from one list only. This led to a 2 (sentence: 
minimal vs. substantial) × 2 (picture: original vs. modified) within- 
participants design. 

The study was presented online via the web-based service Psytoolkit2 

(Stoet, 2010, 2017). The experiment began with six practice trials to 
allow participants to get used to the task. As shown in Fig. 2, each trial of 
the main part of the experiment started with a fixation cross in the 
middle of a screen (that lasted for 1000 ms). Then, a sentence appeared 

at the center of the screen until participants indicated that they had 
finished reading the sentence (by pressing the Spacebar button). After
ward, the sentence was replaced by a fixation cross (presented for 500 
ms), followed by a pictured object (in either an original or modified 
state) that was either mentioned or not in the preceding sentence. Par
ticipants were asked to decide as fast as possible whether the pictured 
object had appeared in the preceding sentence by pressing an L button 
for a “yes” response and an A button for a “no” response3. After par
ticipants had indicated their decision, a blank screen replaced the pic
ture (for 500 ms), and a new trial began. All trials were presented in 
random order. 

Results 

Data treatment and statistical analyses 

Prior to analyses, and similar to previous research using a sentence- 
picture verification task (e.g., Connell, 2007; de Koning et al., 2017; 
Horchak & Garrido, 2021), in all three experiments, we only considered 
the responses of participants with accuracy rates equal to or higher than 
80 %. This led to the removal of three, four, and six participants in 
Experiment 1, Experiment 2A, and Experiment 2B, respectively. For RT 
analyses, where the analyses were always performed on correct re
sponses only, we removed responses faster than 300 ms and slower than 
3000 ms, as well as responses with RTs 2.5 SDs higher than the relevant 
condition’s mean. This trimming procedure eliminated 3.09 %, 3.99 %, 
and 4.66 % of the data in Experiment 1, Experiment 2A, and Experiment 
2B, respectively. Finally, due to positive skewness, in all experiments, 

Fig. 2. Trial sequence in Experiments 1, 2A, and 2B Note. In all three experiments, each trial started with a black fixation cross displayed for 1000 ms (ms), followed 
by a sentence implying either a minimal or a substantial object change. When participants pressed the space bar to indicate that they finished reading, the sentence 
was replaced by a fixation cross (presented for 500 ms), followed by a pictured object that was either mentioned or not in the preceding sentence. Participants had to 
decide whether the object was mentioned in the sentence by pressing an L button for a “yes” response and an A button for a “no” response. After participants had 
indicated their decision, a blank screen replaced the picture (displayed for 500 ms), and a new trial began. The major difference between the experiments concerns 
the visual stimuli. Whereas in Experiment 1, target visual stimuli either matched or mismatched the state of the object implied by the sentence, in Experiments 2A 
and 2B, target visual stimuli were either semantically related or unrelated to the objects mentioned in the sentence. The only difference between Experiments 2A and 
2B was in the state of the visual object displayed on the screen: intact and modified states in Experiments 2A and 2B, respectively. 
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RTs were log-transformed to normalize the distribution. 
All statistical analyses in Experiments 1 to 2B were conducted in the 

open-source programming language R (R Core Team, 2020). The dataset 
was analyzed using logistic (accuracy analyses) and linear (RT analyses) 
mixed-effects modeling. The full model4 included sentence type (mini
mal change vs. substantial change), picture type (original state vs. 
modified state), and their interaction as fixed effects; and by-participant 
and by-item random intercepts. Additionally, the model also included 
by-participant random slopes for sentence type, picture type, as well as 
the interaction term. If the estimation procedure for the full random- 
effects specification resulted in non-convergence or overfitting warn
ings, we simplified the model’s random-effects structure by first 
removing random correlations (see Barr et al., 2013, for further dis
cussion). If this did not help, then we removed random slopes that had 
little influence on the results. The decision to simplify a “maximal” 
model was driven by the need to balance Type I error and power, given 
that “maximal” models lose power if their complexity is not supported 
by the data (Matuschek et al., 2017). The final random-effects structure 
of each model (for each experiment) used to report the results is speci
fied in Tables 1, 3, and 4. The fixed effects predictors were sum-coded 
(-1, 1) to be able to obtain the main effects. If a significant interaction 
was observed, we performed follow-up analyses using the “emmeans” R 
package (Lenth, 2017) and selected the Holm method for controlling for 
family wise error rate (Aickin & Gensler, 1996). 

Accuracy analyses 

As shown in Table 1, the data showed no main effect of sentence 
type. However, picture type had a main effect, reflecting that the objects 
in modified state were verified less accurately (M = 0.93, SD = 0.25) 
than those in original state (M = 0.97, SD = 0.18). Furthermore, there 
was a significant interaction between sentences and pictures. Follow-up 
analyses demonstrated, as expected, that “modified” pictures were 
verified more accurately after the sentence implying a substantial 
change of state (M = 0.96, SD = 0.19) than a minimal (M = 0.90, SD =
0.30) change of state (b = 1.058, SE = 0.277, z = 3.818, p <.001). In 
contrast, “original” pictures were verified more accurately after the 
sentence implying a minimal change of state (M = 0.99, SD = 0.12) than 
a substantial (M = 0.95, SD = 0.23) change of state (b = -1.458, SE =
0.415, z = -3.514, p <.001). 

RT analyses 

The data of major interest are illustrated in Fig. 3. As can be seen in 
Table 1, the analyses showed no main effect of sentence type. However, 
as in the accuracy analyses, picture type had a main effect, with slower 
RTs for pictures in modified state (M = 884, SD = 379) than in the 
original state (M = 803, SD = 326). This result confirms previous find
ings that the original state has an advantage in response times relative to 
modified state (e.g., Horchak & Garrido, 2021; Kang et al., 2019). 
Furthermore, it is consistent with a well-established typicality effect 
whereby participants respond faster when seeing typical exemplars of a 
category (e.g., intact banana) than when seeing atypical (e.g., smashed 

banana) exemplars of a category (e.g., Rosch, 1975). Finally, there was 
also a significant interaction between sentences and pictures. 

Follow-up analyses revealed that pictures in modified state were 
verified faster after sentences implying a substantial state-change for an 
object than a minimal change (b = -0.083, SE = 0.020, t = -4.136, p 
<.001); and pictures in original state were verified faster after sentences 
implying a minimal state-change than a substantial one (b = 0.087, SE =
0.020, t = 4.443, p <.001). Furthermore, the segregation of the data by 
sentences revealed, as expected, that participants were faster to verify an 
“original” picture than a “modified” picture after reading a sentence 
suggesting a minimal change of state (b = 0.179, SE = 0.023, t = 7.916, 
p <.001). Crucially, however, the analyses showed that there was almost 
no difference in verification times between “original” (M = 843) and 
“modified” (M = 851) pictures after reading a sentence suggesting a 
substantial change of state (b = 0.008, SE = 0.021, t = 0.395, p =.694). 
Thus, this finding confirms the prediction that multiple distinct repre
sentations of an object are activated when representing object state- 
change in the substantial-change condition. 

Experiment 2A 

In Experiment 1, we established that appropriate object representa
tions are modulated by the degree of implied state-change. Furthermore, 
we replicated previous findings (e.g., Hindy et al., 2012; Kang et al., 
2019) that language comprehenders need to maintain various repre
sentations of an object in distinct states through which it has passed. 
However, as discussed before, language comprehenders may also be 
sensitive to multiple object state-representations of semantically related 
objects compared to semantically unrelated objects. That is, when a 
sentence implies a substantial change of object state (e.g., “Jane stepped 

Table 1 
Parameter Values for Fixed Effects in Mixed Logistic Regression Model (Analysis of Accuracy) and Mixed Linear Regression Model (Analysis of Log-transformed RTs) in 
Experiment 1.  

Effect Accuracy (GLMER) RT (LMER)  

b SE z p b SE t p 

Sentence  − 0.100  0.125  − 0.802  0.422  0.001  0.006  0.153  0.878 
Picture  − 0.506  0.205  − 2.474  0.013  0.047  0.008  5.871  <.001 
Sentence * Picture  0.629  0.125  5.041  <.001  − 0.043  0.008  − 5.659  <.001 

Note. The final models used to report Accuracy and RT results included by-participant and by-item random intercepts. The major difference concerned random slopes. 
Due to overfitting problems, the final model to analyze Accuracy had to be simplified and only included a by-participant random slope for picture. The “maximal” 
model to analyze RTs converged successfully and had no overfitting problems. Numbers in bold refer to significant results. 

Fig. 3. Response Times in Experiment 1 Notes. ***p <.001.  
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on a mango”), participants may also have difficulty indicating that the 
subsequently presented object (e.g., a banana) was not mentioned in the 
sentence. We addressed this possibility in Experiment 2A. 

To recap our predictions, if it is the case that after reading (1) “Jane 
stepped on a mango” multiple representations of the same object are 
activated, and after reading (2) “Jane chose a mango” only one object 
state is activated, then a semantically related banana, regardless of its 
pictured state, should get more priming from sentence (1) than from 
sentence (2), and hence elevated RTs. However, the amount of priming 
in sentence (1) should also vary continuously with the degree of change 
(as rated by different participants). Specifically, we expected to observe 
that the greater the difference between the state of the object implied by 
a “substantial state-change” sentence (1) and a “minimal state-change” 
sentence (2), the greater the conflict between two states would be. 
Consequently, the conflict between highly dissimilar object states (i.e., 
states that struggle to coexist) should have some inhibitory effect and, as 
a result, decrease the amount of priming afforded by sentence (1). This, 
in turn, should lead to the decreased RTs (i.e., less priming should make 
it easier for participants to reject the pictured banana). 

As discussed before, no differences for semantically unrelated objects 
(e.g., bulb and banana) are expected because conceptual representations 
activated by the target word “bulb” only minimally overlap with those 
associated with the target object “banana”. We tested these predictions 
in relation to objects depicted in their original (initial) states. 

Method 

Participants 

Ninety-seven native-speaking university students (Mage = 20.43, 
SDage = 4.48), of whom 82 were females, took part in the experiment in 
exchange for course credit. 

Materials 

As in Experiment 1, there were 28 experimental sentence-picture 
pairs and 28 filler sentence-picture pairs. However, there were some 
important differences. Whereas in Experiment 1, participants read sen
tences involving an object shown in the subsequent picture (thus 
requiring a “yes” response), in Experiment 2A, participants read sen
tences involving an object that was either semantically related (e.g., 
mango) or unrelated (e.g., bulb) to the subsequently presented (e.g., 
banana) object (thus requiring a “no” response). Half of the sentences 
described a semantically similar object, and the other half described a 
semantically unrelated object. Semantic similarity between objects from 
the sentences and objects from the pictures was calculated with 
word2vec word embeddings (e.g., Mikolov et al., 2013). Table 2 pro
vides word2vec scores for targets used in each sentence-picture pair. 
Overall, the strength of semantic association was approximately three 
times higher between the concepts in the high similarity condition than 
in the low similarity condition. 

Picture stimuli were the same as in Experiment 1, except that they all 
depicted an object in its original state (see Fig. 1, for sentence and pic
ture samples). Finally, in addition to 28 experimental items requiring a 
“no” response, 28 filler sentence-picture pairs were created requiring a 
“yes” response (that is, the pictured objects matched the one from the 
sentence). Filler sentences had the same structure as experimental sen
tences. Half of the filler pictures depicted objects in the original state and 
the other half in a modified state. 

Additionally, a separate sample of 72 native Portuguese participants 
(Mage = 35.05, SDage = 9.49; 40 females), of whom 28 were university 
students, and 44 were freelancers on Clickworker, were asked to rate the 
degree of object change in each of the critical sentences (56 sentences). 
There were two lists of stimuli to ensure that each participant rated only 
one version of the event. For example, if participants from list 1 read the 
sentence “Jane chose a mango”, then participants from list 2 read the 

Table 2 
Word2vec scores for word pairs in high- and low semantic similarity conditions.    

Word competitor from sentence  Word2vec scores 

# Pictured target Word 
Low similarity  

Word 
High similarity  

Word 
Low similarity 

Word 
High similarity 

1 banana guitar mango   0.099  0.637 
2 egg thermometer cake   0.26  0.338 
3 plate TV cup   − 0.007  0.258 
4 glasses watermelon bottle   0.185  0.515 
5 iPhone washbasin iPad   0.143  0.757 
6 light bulb bowl candle   0.191  0.518 
7 teapot laptop mug   0.189  0.375 
8 mirror headphones telescope   0.158  0.335 
9 sushi hot dog shrimp   0.201  0.414 
10 strawberry sunglasses raspberry   0.127  0.624 
11 cracker carrot waffle   0.196  0.309 
12 ice cream vase yogurt   0.255  0.363 
13 tomato cigarette pepper   0.19  0.484 
14 bottle egg jar   0.216  0.59 
15 chocolate bar toothpaste cookie   0.253  0.433 
16 wall clock strawberry painting   0.12  0.19 
17 mug projector plate   0.158  0.219 
18 cake alarm clock muffin   0.09  0.469 
19 iPad hamburger iPhone   0.152  0.757 
20 tile radio porcelain figure   0.03  0.362 
21 windshield pen headlights   0.122  0.505 
22 wine glass fan bowl   0.089  0.191 
23 flan pudding cardboard box custard tart   0.253  0.715 
24 mango balloon banana   0.095  0.637 
25 donut broccoli bread   0.325  0.431 
26 computer mouse chair keyboard   0.111  0.526 
27 papaya cigar melon   0.137  0.513 
28 rice cracker calculator flan pudding   − 0.044  0.314       

0.153  0.456 

Note. Numbers in bold indicate average values of semantic similarity in the relevant column. The word2vec scores are cosines (scale –1 to + 1) obtained via “Latent 
Semantic Analysis @ CU Boulder” website (http://wordvec.colorado.edu/). 
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sentence “Jane stepped on a mango”. The instructions were identical to 
those used by Solomon et al. (2015): Participants were instructed to rate 
“the degree to which the depicted object will be at all different after the 
action occurs than it had been before the action occurred” using a scale 
from 1 (Just the same) to 7 (Completely changed). The mean change 
rating for items in the substantial state-change (e.g., the “step on” ac
tion) condition (M = 5.68, SD = 0.74) was significantly greater (t (54) =
− 21.75, p <.001) than the mean change rating for items in the minimal 
state-change (e.g., the “choose” action) condition (M = 1.75, SD = 0.60). 

Design and procedure 

Given the use of only one picture type (i.e., pictured object in original 
state), the experimental design was 2 (sentence: minimal change vs. 
substantial change) × 2 (semantic similarity: low vs. high). Like in 
Experiment 1, four lists of stimuli were created, and each experimental 
sentence-similarity pair appeared in the following conditions in each 
list: minimal sentence-low similarity; minimal sentence-high similarity; 
substantial sentence-low similarity; and substantial sentence-high sim
ilarity. Each participant was randomly assigned to each list and 
completed the task from only one list. The procedure was the same as in 
Experiment 1. 

Results 

Data treatment and statistical analyses 

Data were treated in the same way as in Experiment 1. Statistical 
analyses were the same, except that we replaced a fixed effect of picture 
type with a fixed effect of semantic similarity in the final model (for both 
Accuracy and RT analyses). 

Accuracy analyses 

As shown in Table 3, the results showed that semantic similarity was 
the only significant main effect, reflecting the fact that participants were 
less accurate when semantic similarity between the objects from the 
sentence and the picture was high (M = 0.91, SD = 0.28) rather than low 
(M = 0.99, SD = 0.11). This effect fits the idea that participants expe
rienced difficulties in resolving a competition between shared 

characteristics of the target and a semantically similar concept. 

RT analyses 

As demonstrated in Table 3, the results showed a main effect of 
sentence type, suggesting that participants were slower when they 
processed a sentence implying a substantial state-change (M = 791, SD 
= 276) rather than minimal state-change (M = 773, SD = 265). There 
was also a strong main effect of semantic similarity, reflecting that, as 
expected, high semantic similarity between sentence and picture items 
led to slower responses (M = 846, SD = 298) than low semantic simi
larity (M = 724, SD = 228). However, there was also an interaction 
between sentence type and the levels of semantic similarity. 

As shown in Fig. 4 (panel A), follow-up analyses showed that par
ticipants took more time to verify a picture in the substantial state- 
change (M = 868, SD = 306) condition (e.g., “smash” action) than in 
the minimal state-change (M = 824, SD = 287) condition (e.g., 
“observe” action) when semantic similarity between sentence and pic
ture items was high (b = 0.048, SE = 0.015, t = 3.279, p =.002). 
However, there was no such difference when semantic similarity be
tween sentence and picture items was low (b = 0.003, SE = 0.014, t =
0.190, p =.849). Thus, these results confirm our prediction that partic
ipants are sensitive to multiple state-change representations of seman
tically related objects. 

To establish the effect of dissimilarity-based interference, we sub
tracted the mean change rating for the “substantial change” items (e.g., 
“Jane stepped on a mango”) from the mean change rating for the “min
imal change” items (e.g., “Jane chose a banana”) and then used this 
difference score for the analysis5. The Pearson correlation6 between the 
rated degree of object change (difference score) and participants’ RTs in 
the “substantial change” condition was significant (r (560) = − 0.096, p 
=.022). As can be seen from Fig. 4 (panel B), greater dissimilarity be
tween object states led to the reduction of participants’ RTs. This is 
consistent with the prediction that highly dissimilar object states 
mutually inhibit one another. 

Experiment 2B 

The results of Experiment 2A showed that the verification of pictures 
depicting objects in their original state was longer after participants read 

Table 3 
Parameter Values for Fixed Effects in Mixed Logistic Regression Model (Analysis of Accuracy) and Mixed Linear Regression Model (Analysis of Log-transformed RTs) in 
Experiment 2A.  

Effect Accuracy (GLMER) RT (LMER)  

b SE z p b SE t p 

Sentence  − 0.066  0.146  − 0.451  0.652  0.013  0.005  2.509  0.012 
Similarity  − 2.079  0.659  − 3.156  0.002  0.076  0.005  14.913  <.001 
Sentence * Similarity  − 0.012  0.147  − 0.079  0.937  0.011  0.005  2.247  0.025 

Note. The final models used to report Accuracy and RT analyses included by-participant and by-item random intercepts. The major difference concerned random 
slopes. Due to overfitting problems, the final model to analyze Accuracy had to be simplified and only included a by-participant random slope for similarity. The final 
model to analyze RTs only included random intercepts (no slopes). Numbers in bold refer to significant results. 

Table 4 
Parameter Values for Fixed Effects in Mixed Logistic Regression Model (Analysis of Accuracy) and Mixed Linear Regression Model (Analysis of Log-transformed RTs) in 
Experiment 2B.  

Effect Accuracy (GLMER) RT (LMER)  

b SE z p b SE t p 

Sentence  − 0.141  0.138  − 1.016  0.310  0.021  0.006  3.794  <.001 
Similarity  − 1.718  0.476  − 3.612  <.001  0.109  0.006  16.972  <.001 
Sentence * Similarity  − 0.047  0.138  − 0.338  0.736  0.014  0.006  2.468  0.014 

Note. The final models used to report Accuracy and RT analyses included by-participant and by-item random intercepts. The major difference concerned random 
slopes. Due to overfitting problems, the final models to analyze Accuracy and RTs had to be simplified and only included a by-participant random slope for similarity. 
Numbers in bold refer to significant results. 
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a sentence like (1) “Jane stepped on a mango” than (2) “Jane chose a 
mango”. Our interpretation of this finding is that sentence (1) requires 
the cognitive system to maintain multiple incompatible representations 
of an object (original and modified), which, in turn, leads to slower 
verification times. However, it could be argued that after reading sen
tence (1), participants maintained only a single representation of an 
object in its final modified state (that is, the original state was success
fully overwritten during comprehension). Consequently, response times 
were different just because participants found it easier to match a 
pictured object in its prototypical state (banana) with the intact repre
sentation of an object (mango) in sentence (2). Indeed, prior research 
suggests that object typicality may affect the saliency of the object-state 
representation (e.g., Nosofsky, 1988). At the same time, if there were 
indeed more priming for the depicted “banana” after the more typical 
representation of a mango in “Jane chose a mango”, then it would be 
more reasonable to predict the opposite of what we observed in Exper
iment 2A. Specifically, we should have observed longer “no” responses 
after participants read “Jane chose a mango” (which should lead to a 
more typical representation of a banana) than after “Jane stepped on a 
mango” (which should lead to a more atypical representation of a 
banana). 

Whatever the correct explanation, it is important to entirely rule out 
the concern that the state of the depicted object may have any significant 
effect on the observed results. To this end, in Experiment 2B, we used the 
same stimuli and procedure as in Experiment 2A, except that partici
pants saw a pictured object in a modified state (e.g., squashed banana). 
If distinct representations of an object are activated and maintained (e. 
g., intact mango vs. squashed mango) during sentence reading, we 
should observe the same results as in Experiment 2A: longer picture 

verification latencies after sentences implying a substantial change in an 
object’s state. 

Method 

Participants 

Ninety-five native-speaking university students (Mage = 20.51, SDage 
= 4.65), of whom 78 were females, took part in the experiment in ex
change for course credit. 

Materials 

Materials were the same as in Experiment 2A, except that experi
mental picture stimuli depicted an object in its modified state (see Fig. 1, 
for a sample). 

Design and procedure 

The design and procedure were the same as in Experiment 2A. 

Results 

Data treatment and statistical analyses 

Data treatment and statistical analyses were the same as in Experi
ment 2A. 

Fig. 4. Response Times in Experiment 2A With Pictured Objects in Original State Note. (A) Participants’ responses in each of the critical conditions. Error bars reflect 
95 % confidence intervals. **p <.01. (B) Item analysis for high similarity condition using the degree of object change (difference score) as a continuous predictor. 
Specifically, the line of best fit reflects how participants’ RTs in the “substantial” sentence condition change as a function of the difference between the state of the 
object implied by a “substantial state-change” sentence (e.g., “Jane stepped on a mango”) and a “minimal state-change” sentence (e.g., “Jane chose a mango”). The 
gray shading around the line represents the 95 % confidence interval around the line of best fit. 
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Accuracy analyses 

Similar to Experiment 2A, and as shown in Table 4, the results 
showed that semantic similarity was the only significant main effect, 
reflecting the fact that participants were less accurate when there was a 
high (M = 0.91, SD = 0.29) rather than low (M = 0.99, SD = 0.12) se
mantic similarity between the objects from the sentence and the picture. 

RT analyses 

The results showed a main effect of sentence type, suggesting that 
participants were slower when they processed a sentence implying a 
substantial change of state (M = 852, SD = 323) rather than a minimal 
change of state (M = 823, SD = 306). There was also a strong main effect 
of semantic similarity, reflecting the fact that, as in Experiment 2A, high 
semantic similarity between sentence- and picture items led to longer 
verification latencies (M = 940, SD = 357) than low semantic similarity 
(M = 746, SD = 236). Finally, there was also an interaction between 
sentence type and the levels of semantic similarity. 

In line with our prediction, and as shown in Fig. 5 (panel A), follow- 
up analyses revealed that participants were slower to verify a “modified” 
picture in the substantial change-state (M = 968, SD = 366) condition (e. 
g., “step” action) than the minimal change-state (M = 912, SD = 347) 
condition (e.g., “choose” action) when semantic similarity between 
sentence and picture items was high (b = 0.070, SE = 0.016, t = 4.304, p 
<.001). However, there was no such difference when semantic simi
larity between sentence and picture items was low (b = 0.015, SE =
0.015, t = 0.965, p =.335). Thus, these results once again confirm our 
hypothesis that multiple representations of an object compete when 
representing object state-change in a sentence like “Jane stepped on a 

mango”; and that comprehenders are sensitive to states of semantically 
related objects. 

Finally, the Pearson correlation between the rated degree of object 
change (difference score) and participants’ RTs in the “substantial 
change” condition was significant (r (518) = − 0.087, p =.048). As can 
be seen from Fig. 5 (panel B), greater dissimilarity between object states 
led to the reduction of participants’ RTs. This replicates the result we 
observed in Experiment 2A and lends further credence to our argument 
that highly dissimilar object states mutually inhibit one another. 

Ruling out visual similarity as an explanation for observed effects 

The focus of the current research was on the effect of state-change on 
semantically similar items. However, one may wonder if visual simi
larity between the items could explain some of our observed effects. This 
issue is important to address due to the compelling body of evidence 
supporting the impact of visual similarity on language comprehension 
(e.g., Cooper, 1974; Huettig et al., 2004), juxtaposed with the equally 
noteworthy top-down influences of semantic relatedness on visual pro
cessing (e.g., Cree & McRae, 2003; de Groot et al., 2016). 

Considering the evidence above, we obtained the norming data for 
the visual and semantic similarity of our stimuli. Our specific goals were 
the following. First, we wanted to replicate the result of de Groot (2006) 
that participants cannot fully separate semantically similar and visually 
similar items compared to unrelated ones. Second, given the focus of the 
paper on semantic similarity, we wanted to confirm that our items from 
the high-similarity condition are rated higher on semantic similarity 
than visual similarity. Third, we wanted to identify the object pairs that 
were high on visual similarity (i.e., above the scale mid-point) to test 
whether the results would replicate without these items. In other words, 

Fig. 5. Response Times in Experiment 2B With Pictured Objects in Modified State Note. (A) Participants’ responses in each of the critical conditions. Error bars 
reflect 95 % confidence intervals. ***p <.001. (B) Item analysis for high similarity condition using the degree of object change (difference score) as a continuous 
predictor. Specifically, the line of best fit reflects how participants’ RTs in the “substantial” sentence condition change as a function of the difference between the 
state of the object implied by a “substantial state-change” sentence (e.g., “Jane stepped on a mango”) and a “minimal state-change” sentence (e.g., “Jane chose a 
mango”). The gray shading around the line represents the 95 % confidence interval around the line of best fit. 
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we wanted to ensure our results do not depend on these particular items 
rated high on visual similarity. 

To achieve the above goals, 72 native-speaking Portuguese partici
pants7 saw word pairs (one word pair at a time) belonging to either the 

low similarity condition or the high-similarity condition and were asked 
to rate them on visual and semantic relatedness using a 7-point scale (1 
= Not similar at all; 7 = Highly similar). Two lists of stimuli were 
created, and each participant was randomly assigned to each list. This 

Fig. 6. Ratings of Visual and Semantic Similarity in High and Low Similarity ConditionsNote. The dashed line represents a scale mid-point. The column called “Diff” 
represents the difference in ratings for visual (V) and semantic (S) similarities. The items are ordered in ascending order (from bottom to top) based on the difference 
in ratings for visual similarity and semantic similarity. 
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was done to ensure that each survey participant rated only one version 
of each similarity type (i.e., high or low). For instance, participants from 
list 1 rated the similarity between a mango and a banana, while par
ticipants from list 2 rated the similarity between a guitar and a banana. 
We used the same instructions as in a study of Jiang et al. (2022) to 
define these two types of similarities. For visual similarity, we asked 
participants to rate how visually similar the two objects are based on 
how they look alike (e.g., similar shape, size, color, etc.). For partici
pants to understand better what we mean by visual similarity, we asked 
them to consider the similarity between balloons and watermelons as an 
example. Specifically, we explained that balloons and watermelons may 
be rarely used together, but they are visually similar given their rounded 
shape. For semantic similarity, we asked participants how semantically 
similar the objects are based on how much they have to do with each 
other. Participants were told that two objects could be judged to be 
semantically similar if they (a) are often used together or complement 
each other (e.g., hammer and nail); serve the same purpose (e.g., fork 
and spoon); often occur in the same situation or environment (e.g., desk 
and computer); or are exemplars of the same category (e.g., guitar and 
piano). 

As demonstrated in Fig. 6, the data showed that there was substantial 
agreement between corpus-based measures (see Table 1) and human 
judgments as to which object pairs have low and high similarity. Similar 
to de Groot et al. (2006), we found that ratings of visual similarity were 
significantly higher in the high similarity (M = 3.04, SD = 1.14) con
dition than in the low similarity (M = 1.53, SD = 0.56) condition, t (54) 
= -6.283, p <.001. Likewise, ratings of semantic similarity were signif
icantly higher in the high similarity (M = 4.49, SD = 1.14) condition 
than in the low similarity (M = 1.68, SD = 0.62) condition, t (54) =
-11.43, p <.001. However, ratings of semantic similarity were signifi
cantly higher than ratings of visual similarity in the high similarity 
condition, t (54) = − 4.748, p <.001. This suggests that semantic and 
visual relationships are clearly distinguishable within our set. 

At the same time, participants’ ratings of visual similarity revealed 
four object pairs (strawberry-raspberry, iPad-iPhone, iPhone-iPad, 
papaya-melon) that were rated high on visual similarity (i.e., above the 
scale mid-point). To rule out the concern that items with high visual 
similarity could explain the observed pattern of results, we reanalyzed 
the data from Experiments 2A and 2B by excluding these items. As can 
be seen from Table 5, the critical interaction of interest between sen
tence type (minimal vs. substantial) and similarity type (low vs. high) 
was observed after excluding visually similar items. With regard to 
Experiment 2A (with intact pictured objects), follow-up analyses 
showed that responses in the substantial change-state condition were 
slower than in the minimal change-state when semantic similarity be
tween sentence and picture items was high (b = 0.048, SE = 0.016, t =
3.046, p =.005). However, there was no such difference when semantic 
similarity between sentence and picture items was low (b = -0.002, SE =
0.015, t = -0.139, p =.889). The same pattern was observed in Experi
ment 2B (with modified pictured objects). Responses were slower in the 
substantial change-state condition than in the minimal change-state 
condition when semantic similarity between the items was high (b =
0.068, SE = 0.017, t = 3.969, p <.001). However, there was no differ
ence for object pairs with low similarity (b = 0.016, SE = 0.016, t =
0.963, p =.335). Thus, these results replicate all the critical effects 

observed before and suggest that high visual similarity had no sub
stantial effect on the findings. 

General discussion 

In this research, we reported the findings of three experiments that 
explored whether multiple representations of objects in their different 
states are activated during language comprehension. Experiment 1 
conceptually replicated the results of Kang et al. (2019) with a different 
stimulus set. More specifically, we found that objects in the modified 
state were verified faster when a sentence implied a substantial object 
state-change rather than a minimal state-change. In contrast, objects in 
the original state were verified faster when a sentence implied a minimal 
(or no change) object state-change than a substantial state-change. 
Finally, when segregating the data by sentences, we also found that 
verification latencies of pictures depicting an original state of an object 
(i.e., intact banana) were faster than verification latencies of pictures 
depicting a modified state of an object (i.e., squashed banana) when the 
sentence described a minimal change of state (“He chose a banana”). 
Importantly, however, there were no differences in verification latencies 
when the sentence described a substantial change of state (“He stepped 
on a banana”). This confirms the hypothesis that language compre
henders maintain multiple representations of an object in various states 
in the substantial-change condition. 

Experiments 2A and 2B extended the findings of Experiment 1 in 
several important ways. First, when participants had to indicate that a 
pictured object was not mentioned in the preceding sentence (e.g., ba
nana), their verification latencies were slowed down by semantically 
related items mentioned in the sentence (e.g., mango) rather than 
semantically unrelated items (e.g., bulb), but only after a sentence like 
(1) “Jane stepped on a mango” than a sentence like (2) “Jane chose a 
mango”. This suggests that comprehenders found it challenging to 
inhibit multiple representations of the same object (e.g., original vs. 
modified mango) in sentence (1). 

Finally, the present research is also consistent with previous findings 
(e.g., Hindy et al., 2012; Solomon et al., 2015) suggesting that state 
ambiguity engenders representational conflict. Specifically, and in line 
with this prior research, our data show that mutual inhibition of object 
states is not so much due to the action word itself but rather to the extent 
to which the object changes in state as implied by action and the 
physical properties of the object. As discussed before, stepping on a 
papaya is not the same as stepping on a mango, for example, as the latter 
offers more resistance and might not flatten as easily. This means that 
the alternative states of a mango would be more similar after reading 
“Jane stepped on vs. chose a mango” than the alternative states of a 
papaya after reading “Jane stepped on vs. chose a papaya”. This gives us 
insight into exactly when we could expect interference between multiple 
instantiations of the same object. We conjecture that the more similar 
the alternative object states (e.g., different states of the mango), the 
greater the amount of semantic priming that a semantically related 
object (e.g., banana) receives. To some extent, this proposal is consistent 
with the findings of Connell and Lynott (2009) about object color. 
Specifically, they suggested that context-implied information (e.g., 
white bear) is held in parallel with the more typical information about 
an object (e.g., brown bear). However, our results suggest that the 

Table 5 
Parameter Values for Fixed Effects in Mixed Linear Regression Model (Analysis of log-transformed RTs) When Excluding Visually Similar Items in Experiments 2A and 
2B.  

Effect Experiment 2A (intact object) Experiment 2B (modified object)  

b SE t p b SE t p 

Sentence  0.011  0.005  2.087  0.040  0.021  0.006  3.546  <.001 
Similarity  0.064  0.005  11.969  <.001  0.093  0.007  13.289  <.001 
Sentence * Similarity  0.012  0.005  2.330  0.020  0.013  0.006  2.218  .027 

Note. Numbers in bold refer to significant results. 
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effects of state-change on event comprehension could be more nuanced 
than the study of Connell and Lynott (2009) suggests. Specifically, our 
data demonstrate that the more dissimilar the alternative object states, 
the less likely it is that the atypical and typical representations could be 
successfully held in parallel. On the contrary, after reading a sentence 
like “Jane stepped on a papaya”, the highly dissimilar object states may 
mutually inhibit one another, and, as a result, the amount of semantic 
priming that a semantically related object (e.g., banana) receives should 
significantly decrease (i.e., participants need less time to reject the 
pictured banana). Future work is required to say with any precision 
exactly how much it can decrease. 

These findings break new ground in studies of event comprehension 
through the prism of the IOH account (Altmann & Ekves, 2019). Theo
retically, they show that language comprehenders are sensitive to state 
changes of semantically related objects (compared to previous research 
showing the sensitivity of language comprehenders to state changes of 
target objects). On a methodological level, the present research is the 
first one that addressed the question of how/why object state-change 
representation should occur when one needs to compare the wrong 
object (i.e., provide a “No” response) to the one mentioned in a sentence 
in a sentence-picture verification task (as opposed to previous research 
focusing on what happens when one needs to positively verify the object 
to the sentence). Finally, the reported data reframe and contextualize a 
robust finding from prior research studying the organization of semantic 
knowledge, namely that the interference effects arise due to semantic 
similarity between words and pictured targets (e.g., Schriefers et al., 
1990; Vigliocco et al., 2004). While in agreement with these studies, the 
present research goes considerably beyond this evidence as it sheds light 
on the complexity of interaction between both similarity-based interfer
ence (i.e., semantic overlap between items) and dissimilarity-based 
interference (i.e., competition between alternative object states). More 
precisely, our results suggest that the representation of an object arises 
through associations between the object and the others with which it 
tends to co-occur and through the representation of the trajectory of 
states of different (semantically) related objects coming together in 
space and time, whereby changes in the state of one are bound to 
changes in the state of another. Thus, interference effects may occur due 
to an increased number of semantic features in conflict between multiple 
state-changes of any given semantically related object. 

By widening the lens towards the nature of conceptual processing, 
our results support the assumption of the IOH account (Altmann & 
Ekves, 2019) that comprehending events involves constructing dynamic 
representations of intersecting object histories (i.e., the initial and final 
states of the objects). Thus, our results are compatible with theories and 
models emphasizing dynamic views of cognition and conceptual flexi
bility (e.g., Kiefer & Pulvermüller, 2012; Tabor et al., 1997). Most 
broadly, the reported data cohere with empirical findings on the dy
namics of interaction between episodic knowledge and semantic mem
ory, which show that linguistic input provides a strong constraint on the 
activation of conceptual properties (e.g., Altmann & Kamide, 2007; 
Knoeferle & Crocker, 2007; Mirković & Altmann, 2019). 

In conclusion, the experiments reported in this paper provide initial 
evidence that participants are sensitive to multiple state-changes of 
semantically similar objects and add to a growing body of evidence on 
the importance of object state-change representation during language 
comprehension (e.g., Kang et al., 2020; Misersky et al., 2019). 

Footnotes 
1. Comprehension questions were of no theoretical interest to us. We 

used them to motivate participants to pay attention to all the informa
tion provided in the sentence (rather than just the keywords). All par
ticipants had an accuracy of 50 % in answering these questions. 

2. Previous research showed that the response measurement timing 
of PsyToolkit is reliable and comparable in its accuracy to the stimulus 
presentation software E-Prime 3 in a complex psycholinguistic task (Kim 
et al., 2019). 

3. It is important to stress that participants were not questioned 

about the consequence of the action implied by the sentence. Both the 
instructions in the training phase and the experimental phase informed 
participants that they had to merely decide whether or not the pictured 
object was mentioned in the sentence. 

4. Accuracy data were analyzed with generalized linear model 
(family binomial) using the following syntax: Accuracy ~ sentence * 
picture + (1 + sentence * picture | ppt) + (1 | item). RT data were analyzed 
with linear mixed model (REML procedure) using the following syntax: 
RT ~ sentence * picture + (1 + sentence * picture | ppt) + (1 | item). 

5. We did not use the actual (not difference score) mean change 
ratings that participants provided in the substantial-change condition 
for one simple reason: across the different examples of both minimal and 
substantial change conditions the actual degree to which the object 
underwent change varied. 

6. As all analyses of RTs in the present paper were performed on 
unaggregated data, we also retained participant-level data in the cor
relation analyses for the purpose of consistency. The analysis by items (i. 
e., when collapsing across participants for each item) similarly showed 
that greater dissimilarity between object states led to the reduction of 
RTs. However, the correlation between the rated degree of change and 
RTs was significant in Experiment 2A (r (26) = − 0.388, p =.041) but not 
in Experiment 2B (r (26) = − 0.225, p =.250). 

7. Participants were the same as those used in the state-change rating 
task. 
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