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A B S T R A C T

Integrated experimental–numerical testing on bulk metal alloys with fine, complex microstructures is known
to be highly challenging, since measurements are restricted to the sample surface, thereby failing to capture
the effects of the 3D subsurface microstructure. Consequently, a quantitative comparison of deformation fields
between experiments and simulations is hardly possible. To overcome this, we propose a novel ‘quasi-2D’
integrated experimental–numerical testing methodology that hinges on the fabrication of μm-thin specimens
with practically through-thickness microstructures over large regions of >100 μm. The specimens are fully
characterized from both surfaces and tested in-situ to retrieve microstructure-resolved deformation fields.
Simultaneously, the full microstructure is discretized in 3D and simulated. This allows for a detailed, one-
to-one quantitative comparison of deformation fields between experiments and simulations, with negligible
uncertainty in the subsurface microstructure. Consequently, a degree of agreement between experiments and
simulations is attained which we believe to be unprecedented at this scale. We demonstrate the capabilities
of the framework on polycrystalline ferritic steel and dual-phase ferritic–martensitic steel specimens. At the
mesoscale, the methodology enables quantitative comparisons of the interaction between multiple grains,
while, at the microscale, it enables advancement of numerical models by direct confrontation with detailed
experimental observations. Specifically, it is revealed that the individual slip system activity maps, identified
with SSLIP, near a grain boundary can only be reasonably predicted by enhancing the adopted crystal plasticity
simulations with a discrete slip plane model. Additionally, the experimentally observed strong anisotropic
plasticity of martensite can only be captured with a substructure-enriched crystal plasticity model.
1. Introduction

Materials are continuously advanced to achieve improved mechani-
cal properties under challenging conditions. For metal alloys, examples
range from single- and multi-phase steels, all the way to complex
combinations of large fractions of many elements, such as High-Entropy
Alloys (HEAs). In single-phase steels, the competition between various
deformation mechanisms, such as Twinning Induced Plasticity (TWIP)
or Transformation Induced Plasticity (TRIP), can induce favorable hard-
ening mechanisms [1]. In multi-phase alloys, such as Dual-Phase (DP)
steels [2], duplex steels [3], and 𝛼+𝛽-Ti alloys [4], the combination of
and interaction between multiple phases, such as strong martensite and
soft ferrite [2], yields microstructures that are both ductile and strong.
More recent efforts have resulted in the development of HEAs, in
which a high mixing entropy between several elements is employed to
achieve stable single-phase or dual-phase microstructures which, as the
result of the synergistic activation of multiple deformation mechanisms,
outperform conventional microstructures [5,6].

∗ Corresponding author.
E-mail address: j.p.m.hoefnagels@tue.nl (J.P.M. Hoefnagels).

With the continuous development of new models that aim to repli-
cate complex deformation mechanisms in these advanced alloys [7–11],
experimental validation and calibration become increasingly impor-
tant. Since the interplay and competition between microscale deforma-
tion mechanisms such as twinning, phase transformation and crystal-
lographic slip cannot be calibrated solely by macroscale comparison of
experiments and simulations, e.g. through comparison of stress–strain
curves, identification efforts must focus at the scale of the microstruc-
ture. Currently, however, such studies are either performed on poly-
crystalline samples, by characterization of the microstructure coupled
with the deformation field measured on the sample surface [12–20],
or on mono- or bi-crystal specimens, for which the microstructure and
deformation can be characterized in full [21–29]. Both approaches have
advantages and disadvantages that are outlined in what follows.

To start with the latter, micro- and nanoscale testing is performed
through the fabrication of isolated specimens that contain particular
micrometer-sized features, such as single crystals or bi-crystals, and are
vailable online 25 November 2023
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subsequently subjected to micro-bending, micro-pillar compression or
micro/nano-tensile testing [21,29–31]. Detailed pre-deformation char-
acterization, well-defined loading conditions and careful in-situ multi-
microscopy testing allow to observe individual deformation mecha-
nisms in 3D, facilitating quantitative comparisons to simulations [22–
28]. However, limitations of specimen fabrication and insufficient spa-
tial resolution of strain measurements restrict applications to specimens
with limited microstructural complexity, such as single phases, single
grains, and bi-crystals, with some exceptions of (simplified) multi-phase
case studies [26,29]. While highly applicable for the investigation of
fundamental deformation mechanisms, a concern of most micro- and
nanoscale tests is their limited microstructural complexity and the
absence of surrounding bulk material, which affects, and may limit, the
interplay between distinct deformation mechanisms, while also mostly
prohibiting the formation and propagation of damage.

Alternatively, to capture a relevant level of microstructural com-
plexity, an experimental-numerical approach comparing the deforma-
tion of bulk samples has been pursued. Experimentally, this involves
microstructure characterization of a (small) region on the surface of
the sample and deformation mapping through, e.g., in-situ Scanning
Electron Microscopy based Digital Image Correlation (SEM-DIC). Sub-
sequently, the measured strain fields can be compared to those of
simulations, in which a 2D model is usually constructed, assuming a
uniform microstructure in out-of-plane direction. The bulk character
of the samples induces complex deformation mechanisms, such as
propagation of localization bands through the microstructure, strain
partitioning between different phases and initiation and propagation
of damage [12,13,20]. However, a notorious problem is that only
the surface of the sample is accessible for characterization of the
microstructure and for in-situ deformation measurements. The unknown
D subsurface microstructure, which can deviate significantly from
he assumed extruded surface microstructure, can introduce a signifi-
ant mismatch between experimental and numerical results, inhibiting
roper model validation [12,15]. The numerical study of Zheghadi
t al. [32] showed that the subsurface grain morphology has an effect
n the free surface, up to a thickness of at least twice the average
rain size in single-phase polycrystals. Moreover, variations in the
mount of local plastic slip of more than 60% are frequently observed
etween different subsurface realizations with the same free surface
orphology [32]. In DP steel microstructures, subsurface effects up to a

hickness of three times the average grain size have been reported [33].
herefore, detailed knowledge of the subsurface 3D microstructure of
he experiment is required to accurately simulate it.

For most engineering alloys, the only conceivable method for 3D
haracterization is through serial sectioning combined with Electron
ackscatter Diffraction, termed as 3D-EBSD [34]. Unfortunately, this

s a destructive method and thereby prevents acquisition of the 3D
ndeformed microstructure in combination with (subsequent) defor-
ation mapping. Shi et al. [18,35] proposed to perform 3D-EBSD on

he deformed microstructure with the idea of ‘backtracking’ the un-
eformed microstructure using an elaborate optimization scheme. Yet,
hey only demonstrated this idea on a virtual experiment. An alterna-
ive solution is to use a microstructure that is coarse enough to extract
pecimens with through-thickness, columnar grains, for which the 3D
icrostructure can be readily estimated and modeled [36]. However,

his approach is not applicable to most engineering alloys, since their
icrostructural features are usually sized in the order of micrometers or

maller, which is especially true for some of the most relevant phases,
uch as martensite, bainite and pearlite, due to their complex internal
ubstructure. Moreover, even for coarse-grained microstructures, many
echanisms inherently occur at a (sub-)micrometer length scale, such

s the interactions of dislocations with grain boundaries and second
hase particles.

While these two experimental-numerical approaches have their par-
icular strengths, they involve two distinct configurations. Microscale
2

eformation specimens are well-defined and can be characterized and
simulated in detail, containing only 1 or 2 grains, yet lack the occur-
rence of complex deformation interactions. In contrast, bulk experi-
ments can show advanced micromechanical deformation mechanisms
such as strain partitioning and damage, but can hardly be compared
quantitatively to (3D) simulations. Therefore, to achieve quantitative
experimental-numerical comparisons, in order to unravel advanced
deformation mechanisms, an approach is required that can bridge the
gap between micrometer-sized and bulk specimens, allowing sufficient
complexity on relevant alloys, while retaining full 3D insights.

Therefore, in this work, we propose a new class of experiments
based on specimens which are sufficiently thin for their microstructures
to be practically uniform in thickness direction, even in the presence
of fine-grained microstructural features. This necessitates a thickness
in the (sub-)micrometer range, on an area of diameter > 100 μm to
capture sufficient microstructural variation, which is achieved through
twin-jet electropolishing. The front and rear surfaces of the sample
are fully characterized using EBSD and the specimen thickness profile
is measured. Subsequently, a pattern is applied which enables strain
mapping by DIC [37], accomplished by testing the specimen in-situ in
an SEM. The resulting microstructural and deformation data is carefully
aligned [29] between the two surfaces, resulting in a comprehensive,
spatially and time-resolved data set, from which the plasticity mech-
anisms can be further unraveled through application of a novel slip
system identification routine [38].

The through-thickness microstructural uniformity of the proposed
ultra-thin specimens allows us to model their full 3D geometry. Each
individual grain is discretized by finite elements and advanced crystal
plasticity models, taking the crystallographic orientation of all grains
and phases into account to model their mechanical response. To ensure
the same loading condition between experiment and simulation, the
experimentally measured displacements along the edges of the region
of interest are employed as boundary conditions in the simulations.

This integrated approach enables a direct comparison of local defor-
mation and plasticity fields, and their evolution, between experiments
and simulations of almost the exact same ultra-thin 3D, i.e. ‘quasi-
2D’, microstructure. This, combined with the relatively large through-
thickness microstructure area of the specimens, which allows the man-
ifestation of complex deformations, provides an unprecedented plat-
form for validation and calibration of advanced material models, es-
pecially those that explicitly take into account the relevant micro-
deformation mechanisms, such as (dislocation density) strain gradi-
ent plasticity [39], phase transformation kinetics [40] and damage
initiation and/or propagation [41].

This paper starts by outlining the dedicated ‘quasi-2D’ Integrated
Experimental–Numerical Methodology in Section 2, using a polycrys-
talline ferritic specimen. This example demonstrates the high degree
of agreement that can be achieved by using a conventional crystal
plasticity model on a scale of hundreds of micrometers. Emphasis will
be on the capability of performing a quantitative comparison that
provides opportunities for a critical assessment of numerical models.
The remainder of the paper presents two case studies which highlight
critical mechanisms which could be identified by the methodology. In
Case Study I (Section 3) we consider a smaller region on the same
ferritic specimen, in which a recently-proposed discrete slip plane
model, incorporating the stochastics and physics of dislocation sources,
is employed to match the discrete slip activity measured experimentally
in the vicinity of a grain boundary. Case Study II (Section 4) focuses
on a DP steel specimen, with a highly heterogeneous microstructure
consisting of soft ferrite and rather hard martensite, in which an
enriched crystal plasticity model for martensite is required to match the
experimental deformations. Finally, Section 5 gives a brief summary of

our conclusions.
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Fig. 1. Overview of sample fabrication and characterization. (a) IL-SE, EBSD and BSE scans of the front surface, with aligned EBSD grain boundaries as overlay in red. (b)
Schematic overview of sample fabrication, starting from a rectangular plate in which, through twin-jet electropolishing, a small hole is formed with thin surroundings (not to
scale). (c) IL-SE, EBSD and BSE scans of the rear surface, with aligned EBSD grain boundaries as overlay in orange. The rear scans have been flipped to match the front view. (d)
Photo of a specimen on the (bottom part of the) clamps of an in-situ SEM tensile stage. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
2. Integrated experimental–numerical methodology

The ‘quasi-2D’ methodology will be explained and demonstrated
here using an interstitial-free ferritic steel (C0.002-Si0.003-Ti0.03-
Nb0.008-Al0.015-Mn0.09 wt%, N28 ppm), which was previously heat-
treated to study the fundamentals of slip system activations through
micro-tensile testing on single crystal specimens [23], without con-
sidering cross-grain interactions. Conventional Crystal Plasticity (CP)
will serve as a modeling framework, allowing to demonstrate how
numerical simulations can be derived directly from experiments, with
subsequent comparison.

2.1. Sample preparation & characterization

An essential part of the methodology is the fabrication of specimens
that are thin enough to obtain a through-thickness microstructure over
a relatively large area, i.e. >100 × 100 μm2. To achieve this, we adopt
twin-jet electropolishing, which is routinely employed for the fabrica-
tion of transmission electron microscopy specimens. It produces a hole
in the sample of which the edge is electron-transparent (i.e. having a
thickness of less than 100 nm), with increasing thickness away from
the hole [42]. First, a sample is cut from a 1 mm thick sheet into
a rectangle with size ∼15 × 5 mm and mechanically ground down to
a ∼100 μm thickness with a 4000 grit finish. This sample size is
rather arbitrary; it should be long enough to fit into a tensile stage,
small enough to fit into the twin-jet electropolishing machine, and thin
enough to yield a high-quality surface after twin-jet electropolishing.
Next, twin-jet electropolishing is applied at the center of the sample
until a hole is detected with an optical sensor. A Struers TenuPol-5
with Struers A2 electrolyte, which is cooled to ∼6◦C, employing a flow-
rate of 15 at 27.5 V, yields an optimal surface finish for our steels.
For the steels in this study, these parameters were determined by using
the ‘‘scanning function’’ of the twin-jet polisher and by trial and error.
The sample dimensions and the twin-jet electropolishing are shown
schematically in Fig. 1(b). A photo of a specimen on top of the clamps
of an in-situ tensile stage, which will be used to apply deformation, is
shown in Fig. 1(d).

Around the hole, the electropolished surface of the front and rear of
the sample needs to be of sufficient quality to enable Electron Backscat-
ter Diffraction (EBSD) characterization. On the current sample, SEM
3

scans (using both In-Lens Secondary Electron (IL-SE) and Backscattered
Electron (BSE) detectors on a Tescan Mira 3) and EBSD scans (using
an Edax Digiview 2 camera) were acquired at 20 kV around the hole,
on the front and the rear side, as shown in Fig. 1(a) and Fig. 1(c),
respectively. Note that the rear scans are rotated 180◦ around the x-axis
to achieve a front-to-rear view. The EBSD scans, which typically contain
significant spatial distortions, are aligned to the SEM scans using a
recently proposed alignment framework [29], which is shown here by
superimposing the EBSD grain boundaries on the SEM scans. Note that
the hole appears to be larger in the BSE scans than in the EBSD maps,
since material close to the hole is too thin to generate a sufficient BSE
yield. In this paper, all the experimental analysis, including alignment,
EBSD data manipulation, and plotting, is performed using the MTEX
toolbox in MATLAB [43,44].

Along with the front and rear microstructure, the thickness profile,
which gradually increases away from the hole, needs to be measured
accurately in order to reconstruct the full microstructural geometry
as needed for the 3D discretization. Here, we employ profilometry to
obtain a height profile on the front and the rear, which are combined
into a thickness map after alignment. In the present case, confocal
optical profilometry using a 100× magnification lens on a Sensofar S
Neox (using stitching of several height maps) was adopted, yielding
the front and rear height maps shown in 3D in Fig. 2(a) and (b),
respectively. Fig. 2(c) and (e) show the height maps close to the hole,
on front and rear, respectively. A small band is defined around the hole,
at a distance of 2 μm from the edge, with a width of 3 μm, as indicated
by the black lines in Fig. 2(c) and (e). The data within this band, as
defined on the front and the rear, is used for alignment of the two
height maps. Here, it is assumed that the material at the hole edge is
thin enough (<100 nm) to overlap the surface profiles on the front and
rear. Alignment is performed by minimizing the difference in height
data in the small band, between front and rear, through 3D rigid body
translation and rotation of the rear height map. Subsequently, the full
front height map and corrected rear height map are added, resulting
in a thickness map, as shown for the small area in Fig. 2(d). Near the
hole edge, the thickness fluctuates around zero and at some positions
reaches slightly negative values, while gradually increasing away from
the hole edge. The negative thickness likely originates from the fact
that the sample area within the band is not actually zero thickness
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Fig. 2. Overview of the measurement of the specimen thickness map. (a) Front and (b) rear 3D view of the height maps of a ∼500 × 500 μm2 area around the hole. The rear
height map has been flipped to match the front height map. (c) Front and (e) rear height maps close to the hole edge, with the black lines indicating the small band near the
hole edge which is used to align the two maps. (d) Thickness map obtained by adding the front height map and aligned rear height map near the hole edge. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
(as assumed), while the thickness can also vary within the band used
for the alignment. If the near-hole thickness data is important for the
construction of the 3D geometry and mesh, filtering and smoothening
can be applied to reduce these fluctuations. Away from the hole the
thickness gradually increases to 3–4 μm at a distance of 100 μm.

Before the thickness map and the front and rear microstructure
measurements can be combined into a 3D geometry and mesh, all
these maps need to be aligned. Similarly to the alignment performed
on the height maps to obtain the thickness map, we use the hole edge
to align the microstructure and thickness maps. We employ the SEM
maps, to which the EBSD data was already aligned (see Section 2.1),
and which contain only minor spatial distortions. On all 3 maps (SEM
front, SEM rear & thickness) we select 4 homologous points on the
hole edge, which are subsequently used to determine the rigid body
translation and in-plane rotation to be applied to the SEM rear image
and the thickness map to, align them with the SEM front image.
Subsequently, both SEM rear (and the earlier aligned EBSD rear data)
and the thickness are rotated and translated towards the SEM front
configuration, by interpolation to a single regular grid. The aligned
experimental data is shown in Fig. 3. While the front and rear EBSD
data in Fig. 3(a) and (c) correspond to those in Fig. 1, the thickness
map in Fig. 3(b) also shows the front and rear EBSD grain boundaries
as an overlay, using red and orange lines respectively. Notably, these
boundaries overlap almost perfectly near the hole, where the sample
is the thinnest and one therefore expects the front and rear surface
scans to match the best. This indicates that the rear-to-front alignment
was successful. At a larger distance from the hole, a more substantial
mismatch between the front and rear grain boundaries is observed — to
a maximum of approximately the local thickness of the sample. In these
region we also observe slight differences in topology between front and
rear surface. Both of these observations imply that the assumption of
a uniform through thickness microstructure no longer holds. Within a
distance of approximately 100 μm it however is quite accurate.
4

2.2. 3D geometry extraction and discretization

In order to construct a 3D Finite Element (FE) discretization that
is suitable for simulations, we need to establish a 3D geometry of the
grains measured on the front and rear surface. For this we consider the
front and rear grain data and the thickness profile, within the black
rectangle in Fig. 3(a, b, c) and process it as follows.

The 3D geometry is reconstructed based on a separate level-set
function for the front and rear surface of each grain. Each level-set
is a function of two independent variables, i.e. the in-plane spatial
coordinates x and y, of which the zero contour corresponds to the outer
edge of the grain in the respective surface of the specimen [45]. Here,
signed-distance functions (SDFs) are used, which are special types of
level-set functions in which the absolute value of the function at a
point is equal to the shortest distance of that point to the zero iso
contour, while the value is negative in the interior of the geometry and
positive in the exterior. One advantage of using this implicit geometry
description is that the geometry can be easily modified by manipulating
its level-set functions.

A method similar to warp-guided distance field interpolation [46,
47] is used to reconstruct the 3D grain morphology. The position vector
𝑥⃗ ∈ R3 is decomposed into an in-plane vector 𝑥⃗2 ∈ R2 and an out-
of-plane component 𝑧. The 2D SDFs of grain 𝑖 on the front and rear
surfaces are denoted 𝐷𝑆F

𝑖 (𝑥⃗2) and 𝐷𝑆R
𝑖 (𝑥⃗2), respectively. The through

thickness grain morphology is obtained by linear interpolation of the
surface SDFs, given by the 3D SDF

𝜙𝑖(𝑥⃗) = 𝛼F(𝑥⃗)𝐷𝑆F
𝑖
(

𝑊 F
𝑖 (𝑥⃗)

)

+ 𝛼R(𝑥⃗)𝐷𝑆R
𝑖
(

𝑊 R
𝑖 (𝑥⃗)

)

, (1)

with interpolation coefficients

𝛼F(𝑥⃗) =
𝑧 − ℎR(𝑥⃗2)

ℎF(𝑥⃗2) − ℎR(𝑥⃗2)
(2)

and

𝛼R(𝑥⃗) =
ℎF(𝑥⃗2) − 𝑧

, (3)

ℎF(𝑥⃗2) − ℎR(𝑥⃗2)



Acta Materialia 264 (2024) 119551T. Vermeij et al.
Fig. 3. Overview of the creation of a 3D FE mesh from the experimental characterization data. (a) EBSD map of the front of the specimen. (b) Thickness map with overlay of
front and rear EBSD grain boundaries, in red and orange respectively, showing the result of the alignment between rear microstructure, thickness map and front microstructure.
(c) EBSD map of the rear of the specimen. In (a, b, c) the black square shows the area which is modeled. (d) The constructed 3D mesh, shown from multiple angles (front, 3D and
rear), with a zoom of the 3D mesh highlighting how boundaries can also vary over the thickness. The arrows in (b) and (d) highlight how strong variations in grain shape between
front and rear are accurately captured in the mesh, with the white arrows indicating features on the front side (red grain boundaries in (b)) and the black arrow indicating the
small footprint of the same grain on the rear surface (orange grain boundaries in (b)). (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)
where ℎF(𝑥⃗2) and ℎR(𝑥⃗2) are the height profiles of the front and rear
surfaces, respectively. In this work it is assumed that the thickness
profile is symmetric, such that ℎF(𝑥⃗2) = −ℎR(𝑥⃗2) and ℎF(𝑥⃗2) is half the
thickness profile shown in Fig. 3(b). Furthermore, warp functions are
introduced, given by

𝑊 F
𝑖 (𝑥⃗) = 𝑥⃗2 + 𝛼R(𝑥⃗)

[

𝑐 R
𝑖 − 𝑐 F

𝑖
]

(4)

and

𝑊 R
𝑖 (𝑥⃗) = 𝑥⃗2 + 𝛼F(𝑥⃗)

[

𝑐 F
𝑖 − 𝑐 R

𝑖
]

, (5)

where 𝑐 F
𝑖 ∈ R2 and 𝑐 R

𝑖 ∈ R2 are the centroids of the grain on the
front and rear surface, respectively. Their use in Eq. (1) implies that
the interpolation is done in the direction of the line connecting the two
centroids (through the thickness) [46,47].

The 3D morphology of each grain observed on the front and rear
surface is reconstructed by Eq. (1). The zero contour of this function
5

represents the grain boundaries through the thickness. However, this
method does not guarantee that the boundaries of the grains are fully
connected, i.e., empty spaces may remain e.g. at triple junctions, while
grains may overlap elsewhere. To remedy this problem, a general-
ized Voronoi-like approach is used to calculate the final implicit 3D
descriptions of the grains [48]:

𝑂𝑖(𝑥⃗2, 𝑧) = 𝜙𝑖(𝑥⃗2, 𝑧) − min
𝑗≠𝑖

𝜙𝑗 (𝑥⃗2, 𝑧). (6)

This equation effectively grows or shrinks each grain to the mid-planes
between itself and its closest neighboring grains. Note that the result
of Eq. (6) is not a SDF anymore. However, it is still a level-set function
of which the zero contour defines the surface of a grain. If needed, it
can be converted to a SDF by solving the Eikonal equation, e.g. with
the fast-marching method [49].
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The above-described interpolation procedure cannot be used for
grains that are visible only on one surface of the specimen. Such grains,
which occasionally occur therefore need a special treatment. They are
first extruded to a depth of half the thickness of the specimen, i.e., to
the midplane. To this end, Eq. (1) is bypassed and a 3D SDF, 𝜙𝑖(𝑥⃗),
orresponding to this half-columnar geometry is directly constructed
ased on the front/rear 2D SDF. The Voronoi approach of Eq. (6) then
rows or shrinks these grains, taking into account the geometry of the
urrounding grains.

All the above-defined level set functions are computed on the do-
ain. Due to the through-thickness interpolation and the Voronoi

pproach, the zero contour of the level set of a grain at the edge of
he domain extends outside of the domain. The domain boundaries can
e taken into account by clipping the level set functions of individual
rains with a SDF describing the shortest distance to the domain
oundary, 𝜙D(𝑥⃗), with negative values inside the domain. The clipped
evel set function of a grain, 𝑂D

𝑖 (𝑥⃗), is given by

D
𝑖 (𝑥⃗) = max

(

𝑂𝑖(𝑥⃗), 𝜙D(𝑥⃗)
)

. (7)

ote that if both 𝑂𝑖(𝑥⃗) and 𝜙D(𝑥⃗) are SDFs, then 𝑂D
𝑖 (𝑥⃗) is also a SDF.

The resulting implicit descriptions of all the grains are used as input
or the finite element discretization algorithm described by Bastiaansen
t al. [50]. This algorithm converts the implicit grain boundary descrip-
ions to a set of surface meshes, which are then used as input for a 3D
esher (Tetgen) to obtain a grain boundary conforming volume mesh.
s an example, the final mesh of the geometry, of Fig. 3(a, b, c) is
hown in Fig. 3(d), in front view, (flipped) rear view and in 3D view,
ith a zoom on one of the edges. The mesh consists of 65.032 quadratic

etrahedral elements, which perform well in CPFE simulations [51], and
12.851 nodes. A comparison between the experimental microstructure
aps and the resulting 3D discretization reveals that the front and the

ear surfaces match practically perfectly. In most of the domain, the
rain shapes also match well between front and rear, and most of the
hrough thickness grain boundaries therefore are practically vertical.
lose inspection of the 3D view shows how the thickness of the mesh
aries strongly between the central hole and the outer edge. On the
ateral surfaces, which represent cross sections of the thick of parts of
he samples, non-perpendicular grain boundaries occur. Additionally,
he zoom of the edge of the 3D mesh reveals how well we can capture
trong changes of grain shape between front and rear, which results in
ilted boundaries through the thickness. This effect is highlighted by the
hite and black arrows in Fig. 3(b) and (d), indicating a grain which

s large on the front and tiny on the rear.

.3. Mesoscale and microscale experimental strain mapping

Experimentally, we require the measurement of deformation fields
n the specimen, which is done here by performing SEM-DIC. In the
onsidered ‘2D’ tests it can be highly valuable to monitor the deforma-
ion of multiple grains in a mesocale Region of Interest (RoI), with a
ize of ∼300 × 300 μm2, while simultaneously focusing on a number of
icroscale RoIs, of ∼40 × 40 μm2, to study specific micro-deformation
echanisms at a higher spatial resolution. Such a multi-scale analy-

is, however, poses a problem in terms of application of the random
IC speckle pattern, which needs to be suitable for both mesoscale
nd microscale monitoring, in conjunction with separate SEM imaging
onditions and image correlation settings optimized for both scales. It
s known from the literature that the ideal speckle size is three times
he pixel size [52,53], while a highly dense pattern with full coverage
f particles is desired for maximum spatial resolution. Therefore, in
heory, optimal DIC quality is achieved using a multi-scale pattern
ith both larger and smaller speckles/particles [37,54]. Yet, it is hard

o achieve a combination of larger speckles, in the order of 75 nm
≈ 300 μm∕4096pixels), and smaller speckles, in the order of 10 nm
≈ 40 μm∕4096 pixels), as ideally needed for the ‘2D’ tests here. Instead,
6

ne could opt to perform single-scale scans of the size of the mesoscale
oI using the microscale pixel size, to combine the mesoscale and
icroscale analysis in single scans. However, this requires a stable SEM

can generator that can produce very large scans, that will compromise
n the size of the field of view and the desired spatial resolution.
herefore, we employ a multi-scale DIC analysis using a single DIC
attern for both the meso- and microscale. The specific details of the
ptimized DIC patterning and measurement parameters are given next.
ote that these may differ if different equipments or tools are used

Sputter coater type, SEM, DIC software, etc.).
An InSn DIC speckle pattern is applied, both on the front and the

ear of the specimen, by employing the one-step patterning method
ntroduced by Hoefnagels et al. [37], using an InSn sputter coating
rocess with the following parameters: 9 × 10−3 mTorr chamber pres-
ure, 20 mA current, 1.5 min sputtering time, ∼85 mm target-to-sample
istance. This results in a high density random pattern with a ∼25–
0 nm speckle size, which is optimal for microscale DIC specifically.
variety of larger InSn particles also provide sufficient contrast for
esoscale DIC, albeit at a lower quality as compared to the pattern for

he microscale DIC analysis.
The deformation is applied in-situ using a micro-tensile stage

Kammrath & Weiss) in a Tescan Mira 3 SEM. Since the sample is only
ery thin at the center, and not at its outer edges, (see the sketch
n Fig. 1(b)), it can be easily handled and clamped into a regular
n-situ tensile stage, see Fig. 1(d). However, this also means that the
hin specimen cross-section constitutes less than 1% of the full sample
ross-section, rendering the force measurements unusable to generate
stress–strain curve that can be compared to the simulations. For

eformation monitoring, we employ in-lens SE imaging at a 5 kV beam
oltage and a 5 mm working distance, since this provides optimal
onditions to scan the SEM-DIC pattern in our system. At the mesoscale,
he region around the hole with a field of view of 350 μm (4096 pixel
cans) is tracked, see Fig. 4(a) for the undeformed DIC image, with
zoom in Fig. 4(b1). Tension in x-direction is applied, with in-lens

E imaging performed at 4 successive stages of global strain levels of
𝜀𝑥𝑥 = 0.006, 0.010, 0.016 and 0.028. These are defined as a linear
strain, based on the measured extension between the left and right side
of the hole, in x-direction. The microscale deformations are mapped at
the same deformation increments on areas limited to either 30 μm or
0 μm field of view (for scans of width 3072 or 4096 pixels, for a
ixel size of ∼10 nm). Since the full 350 μm region is too large to be
ully resolved at microscale strain resolutions in feasible experimental
ime frames, a selection of a smaller number of microscale regions is
equired. For the current sample, we chose 5 areas of interest: 1 inside a
rain, 2 at a grain boundary and 2 at a triple junction. Only 3 of these
reas (indicated with white dashed rectangles in Fig. 4(a)) revealed
ignificant deformations and are therefore discussed in what follows.
he fine DIC pattern for these magnifications is shown in Fig. 4(b2). At
he rear, microscale SEM-DIC scans were acquired, at approximately
he same locations, solely before and after testing the specimen, since
he rear surface is inaccessible as long as the specimen is clamped in
he tensile stage. The rear deformation maps can verify that plasticity
ccurs through the thickness and can shed light on the 3D deformation
inematics.

In the test used for illustration here, the deformation was ap-
lied directly after microstructure characterization. However, for future
xperimental–numerical analyses using the ‘2D’ specimens, the mi-
roscale region of interest selection may be done based on preliminary
imulations of a large region, using approximate local boundary con-
itions (e.g. obtained by running a simulation on a full ‘2D’ specimen
ith a hole using a simple isotropic plasticity model) before actually

esting the specimen.
For the mesoscale SEM-DIC scans, with a relatively low pattern

uality, DIC is performed with VIC-2D (Correlated Solutions) because
f its high noise robustness, using a relatively large subset size of 61
ixels (5.2 μm), with step size of 1 pixel (85 nm). On the other hand,
or the microscale SEM-DIC images, with high pattern quality, DIC
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Fig. 4. Frontside mesoscale deformations obtained from experiments and simulations. (a) Mesoscale SEM-DIC reference pattern, with the three white dashed rectangles indicating
the regions which are tracked for microscale strain mapping (see Fig. 5). (b1) zoom-in to illustrate the mesoscale DIC pattern quality, as observed with the mesoscale SEM imaging
settings, whereas (b2) shows a zoom-in of the microscale DIC pattern, which is employed for the measurements of Fig. 5. (c) Mesoscale experimental equivalent strain fields at
global strains of 𝜀𝑥𝑥 = 0.016 and 0.028, for (c1) and (c2), respectively, with (c3) showing a zoom of the region around the grain boundary. (d) The x-component of the experimental
mesoscale displacement field at 0.028 global strain. The area between the black contours is averaged into a line profile through Gaussian filtering (spanning the full perimeter of
the mesoscale RoI) and employed as boundary conditions to the 3D model. (e) Mesoscale numerical 2D equivalent strain fields at the same global strain levels, in (e1) and (e2),
with the same zoom in (e3). The simulated strain maps have the same color scale as the experimental ones. The white arrows in (c2) and (e2) indicate notable areas of adequate
experimental–numerical agreement. In all subfigures, (frontside) EBSD grain boundaries are drawn as red lines. Tension is applied horizontally. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)
is performed with MatchID to achieve the best compromise between
spatial resolution and accuracy of the strain maps [20,29], using in
this case a small subset size of 21 pixels (210 nm), with a step size of 1
pixel (10 nm). In both cases, filtering of the displacement maps, strain
calculation and microstructure-to-strain alignments were performed as
described in detail by Vermeij et al. [29,55]. In previous work, we have
measured the strain resolution, based on steps in strain in a pearlite
lamellar structure, where the strain was computed in the same way
and based also on DIC on ∼3 pixel sized speckles. This yielded a strain
resolution that is ∼0.15 times the subset size [55]. Applying this to the
current situation yields an estimate of the strain resolution of 750 nm
and 30 nm for the large and small RoI, respectively. In the current
paper, unless specified otherwise, ‘equivalent strain’ refers to a 2D von
Mises strain, calculated from the Green Lagrange strain tensor, which
is defined and motivated in Refs. [29,55].

Next, we will showcase the richness of the data generated by the
integrated framework; a more detailed discussion of the results will
follow in Case Study I in Section 3. Fig. 4(c1, c2) shows the mesoscale
2D equivalent strain fields at global strain levels of 𝜀𝑥𝑥 = 0.016 and
0.028, with superimposed EBSD grain boundaries, after alignment [29].
It can be observed that, for increasing levels of global strain, deforma-
tions predominantly occur above and below the hole, which is expected
due to the inherent stress concentration introduced by the hole. We
also show the x-component of the displacement field at the final load
increment in Fig. 4(d), which demonstrates how the specimen deforms
globally. The two components of the displacement field in a region
along the boundary of the RoI will be used to extract the boundary
conditions for the numerical simulations.

The microscale strain fields are shown in Fig. 5 for the RoI with a
single grain in (a), the grain boundary in (b) and the triple junction in
(c). For each small region, e.g. for the single grain in (a), three out of the
four acquired front-side microscale strain maps are shown in (a1), (a2)
and (a ), and the (single) rear-side microscale strain map in (a ). The
7
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same subfigure structure is employed for the grain boundary and the
triple junction, in Fig. 5(b) and (c), respectively. All plots have EBSD-
derived grain boundaries as overlay, drawn in red and orange, for the
front and rear respectively.

2.4. Quantification of plasticity by SSLIP

Assessing the experimental microscale strain fields in Fig. 5, it
is obvious that these fields reveal discrete strain distributions, as is
expected at this scale for crystallographic slip. In the single grain
region (Fig. 5(a)), slip traces are predominantly visible at the bottom
of the area, which is near the hole, where the material is thinner.
The slip traces fade out towards the top of the region, where the
material is thicker. In the region with the triple junction (Fig. 5(c)),
slip activity is primarily observed in the grain to the right of the triple
junction. Slip transfer takes place between the bottom and top-right
grain, while the top-left grain appears to impede plastic deformation.
The grain boundary area (Fig. 5(b)) will be subjected to a more detailed
investigation in case study I (Section 3.2).

While the equivalent strain fields in Fig. 5 can be employed for the
assessment of the local deformations, proper investigation of
anisotropic plasticity, such as crystallographic slip or deformation
twinning, requires more advanced analysis routines. Therefore, another
important aspect of the integrated methodology is the quantification
of specific plasticity mechanisms, in the form of crystallographic slip
systems in the current work. While the slip magnitude of every in-
dividual slip system can easily be retrieved from crystal plasticity
simulations, since it is computed in every integration point, this is
not trivial in experiments. A standard slip system identification routine
involves identification of slip lines in the strain fields and to match
these to theoretical slip traces, yet this ignores the slip direction [56].
More accurate identification methods have been developed based on
the displacement jump across the slip trace [57,58], requiring straight
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Fig. 5. Deformation fields on three small areas (as indicated Fig. 4(a)) with (a) a single grain, (b) a grain boundary and (c) a triple junction. For each region, e.g. the single grain
in (a), microscale strain fields, on the front side, at global strains of 𝜀𝑥𝑥 = 0.010, 0.016 and 0.028, are plotted in (a1), (a2) and (a3), respectively. (a4) shows the rear microscale
strain fields, acquired after testing. For the grain boundary in (b) and the triple junction in (c), the same subfigure structure is employed. The white datapoints were unsuccessfully
correlated by DIC. Front-side EBSD grain boundaries are drawn as red lines and rear-side EBSD grain boundaries are drawn as orange lines. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)
and/or discrete slip events. However, the slip bands in the strain fields
(e.g. Fig. 5(b)) are not at all straight, nor discrete, but instead are
curved and wavy, indicating the occurrence of cross slip.

To mitigate these limitations, we employ a recently proposed local
slip system identification method, termed SSLIP (for Slip Systems based
Local Identification of Plasticity), which is capable of yielding a slip
activity field for every considered slip system [38]. The SSLIP method
exploits the measured 2D displacement gradient tensor, computed by
taking the gradient of the DIC displacement fields, to estimate the most
likely combination of active slip systems, each with its own magnitude,
for each individual data point in the deformation map [38]. The SSLIP
approach will be employed for a quantitative comparison to simulations
in case study I, in Section 3.2.

2.5. Material model and boundary conditions

Integral to the quasi-2D methodology is a numerical solution strat-
egy to simulate the mechanics of the full 3D geometry, which includes
3D grains that are constructed from the measured 2D crystallographic
orientation maps and thickness profile, see Section 2.2. The integrated
method employs the Finite Element Method (FEM) to simulate the
mechanics, utilizing the constructed 3D discretization and allowing
the use of a large range of material models. Here, however, we will
employ Crystal Plasticity (CP), as it suits our material best and serves
best to demonstrate the methodology. To mirror the two scales of
observation of the experiments, we employ a conventional CP model
at the mesoscale (in the current section) and an advanced discrete CP
model at the microscale (in case study I in Section 3). Since both models
are not integral to the methodology, they are described in more detail
in Appendices A.1 and A.2.
8

Besides the 3D discretization and the material model, also the
boundary conditions are pivotal to the integrated quasi-2D testing
methodology, as they must accurately reflect the local loading con-
ditions of the RoI of the thin specimens. To this end, the boundary
conditions are extracted from the experiment. This is required because
uniaxial tension, which is commonly assumed in integrated studies [12,
13], is only valid for the sample on a global level, but not necessarily lo-
cally. For the considered quasi-2D specimens, this validity is even more
questionable, since the specimen’s thickness strongly varies around the
hole. Moreover, previous studies have shown that the application of
experimentally measured boundary conditions is of great benefit, and
in some cases required, for a proper integrated experimental–numerical
analysis [28,35,59]. Moreover, the application of measured boundary
conditions can alleviate the missing experimental stress–strain curve.
The measured deformations can potentially act as a local force sensor
by assuming knowledge of the (anisotropic) elasticity parameters [59],
especially as the thicker specimen area may not deform fully plastically.

Here, we extract the boundary conditions from the displacement
fields as measured by SEM-DIC. At the (in-plane) location of the outer
boundary of the 3D mesh (see Fig. 4(d)), the (x- and y-) displacement
data is extracted, after Gaussian blurring with a standard deviation of
∼10 datapoints (∼1 μm at the mesoscale), to reduce noise, and is then
interpolated towards the boundary nodes of the mesh. Note that the
SEM-DIC data only provides 2D (in-plane) displacements. In the out-
of-plane direction, all nodes (except 1 to avoid rigid body motion) are
free to move, which seems reasonable due to the thin nature of the
‘2D’ specimens. The measured deformation is applied to the numerical
model in ∼1000 increments (time steps). The displacements applied
in these increments are interpolated linearly between the 4 measured
displacement increments.
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As an example, the resulting frontside 2D equivalent strain fields
of a FEM simulation with the conventional CP model are displayed in
Fig. 4(e1) and (e2), at the same increments at which the experimental
equivalent strain fields are plotted. Note that the size of the area, the
location of grain boundaries, and the colorscale of the strains, are
all identical between the experiments and simulations. The conven-
tional CP appears to be suitable to capture the relevant deformation
mechanisms occurring in the mesoscale experimental strain maps, as
will be further explored below. In contrast, the microscale areas show
discrete plasticity (Fig. 5) and require a discrete plasticity model for
simulations.

2.6. One-to-one experimental-numerical comparison

A key feature of the ‘2D’ integrated framework is the ability to
perform a direct comparison between experimental and numerical
deformation fields. The mesoscale strain fields in Fig. 4 match rea-
sonably well, with deformations occurring predominantly above and
below the hole. Moreover, there are several locations (see white ar-
rows in Fig. 4(c2) and (e2), and the zooms in (c3) and (e3)) where
he experimental–numerical agreement is adequate, considering the
implicity of the conventional CP material model used for these FEM
imulations. However, several aspects of the deformation field, such
s the strain magnitudes and the heterogeneity of the strain distri-
ution, do not match well. Moreover, comparison of the numerical
nd the microscale experimental equivalent strain fields reveals more
iscrepancies. The microscale experimental deformations are clearly
ore heterogeneous, especially on the right side of the grain boundary

n Fig. 5(b1–4), compared to the smooth simulation data (Fig. 4(e3)).
Indeed, it is clear that the simulations are missing a considerable
number of intricate details, and that more advanced simulations are
required.

Next, the one-to-one comparison is employed to critically assess
which aspects of the quasi-2D integrated methodology are of im-
portance to enable an accurate comparison of experimental and nu-
merical deformation fields. We demonstrate this here by assessing
which methodology ingredients need to be included for the example
of polycrystalline ferrite and how they contribute to the experimental-
numerical identifiability. While the selected material model of the
simulations is not an ingredient of the quasi-2D integrated testing
methodology, it is under study in the methodology and is therefore also
considered here. We assess the following aspects: (i) the precise shape
of the hole, (ii) the adoption of the thickness profile and (iii) the correct
use of the crystal orientations. To this end, the mesoscale experimental
and (reference) numerical equivalent strain fields are shown again in
Fig. 6(a) and (b), respectively, in order to compare them to 4 instances
of a simulation in which one of the aspects was investigated. First,
Fig. 6(c) shows the simulation with an elliptical hole shape, instead
of the one replicated from experiments. Interestingly, little difference
can be observed, likely because the material is very thin near the hole
edge and therefore does not significantly influence the behavior further
away from the hole. Next, the thickness profile is ignored and instead
kept constant (at 5 μm), for which the result is plotted in Fig. 6(d).
In this case, the strain field is significantly different, predominantly
showing deformation in a smaller area close to the hole. Finally, we
employ 2 sets of random crystal orientations for the microstructure
in Fig. 6(e) and (f), instead of those measured experimentally. In
these two strain maps, the positions where deformations occur are
considerably different. For instance, strains around the grain boundary
below the hole reveal different patterns for both cases of random
orientations, contradicting the reference simulation. Hence, the sample
thickness profile and the correct crystal orientations are both required
to enable an accurate comparison between experiment and simulation.
The effect of the crystallographic anisotropy will be further investigated
in case study I. Accurately capturing the morphology of the hole is less
9

important.
3. Case study I: discrete microscale ferrite plasticity

The experimental polycrystalline ferrite deformation patterns can
be simulated with conventional CP with reasonable accuracy on the
mesoscale, as was shown in Fig. 4. However, as discussed in Section 2.6,
at the microscale, plasticity is more discrete and requires an alternative
modeling approach in which the plasticity mechanisms that are induced
by the underlying dislocation network are modeled more realistically.
Therefore, in this case study, we assess the numerical–experimental
match of a recently developed ‘discrete slip plane’ framework [10] that
introduces sub-grain heterogeneity of plastic slip into the simulations
by a stochastic variation of the initial slip resistance which mimics the
presence of dislocation sources and obstacles to dislocation glide. An
advantage is that its implementation can be done in a standard CP
FEM framework, through which we avoid the use of other approaches,
such as Discrete Dislocation Dynamics (DDD), that are computationally
much more expensive. In this case study, we focus on the region with a
single grain boundary, since it shows an interestingly strong interaction
with a grain boundary.

Before constructing the model, we re-assess the experimental mi-
croscale DIC data, as this will be used to extract boundary conditions
for the simulations. However, in this case, only the data at the mi-
croscale will be adopted. In Fig. 7(a), a map of the x-component of
the displacement field is shown, for the final increment. The white
datapoints, which form regions that are enclosed by the magenta
contour lines, predominantly to the right of the grain boundary, were
not successfully correlated by DIC due to strong strain localizations. To
enable the usage of this data for extracting boundary conditions, and to
ensure the full experimental deformation field can be compared to the
simulations, we perform interpolation of the displacement fields, using
cubic shape functions. The equivalent strain field after interpolation is
shown in Fig. 7(c) (including a zoom in (b)), wherein the interpolated
regions again are marked by magenta contour lines. The left side of the
interpolated area corresponds closely to the grain boundary (in red),
suggesting that the plasticity occurs solely in the grain to the right of
the boundary.

3.1. Discrete slip plane model

The discrete slip plane (DSP) model [10], in which slip resistances
vary locally within a single grain, is adopted here. In this model, the slip
resistances of each atomic plane and direction are sampled based on a
probability density function, which characterizes the likelihood of (i)
finding a dislocation source on the plane and (ii) the activation stress of
that source, as a function of the dimensions of the grain and specimen.
To render the problem numerically tractable, all atomic glide systems
in a grain are collected in a number of bands with width 𝑙. This is done
separately for all slip systems, i.e. bands of different slip systems are
crossing each other. It is assumed that if the band width 𝑙 is sufficiently
small, only the weakest atomic plane in a band, i.e. that plane with
the lowest initial slip resistance, carries the plastic deformation. This
implies that it is the initial slip resistance, and its evolution, of this
softest plane which governs the response of the entire band. The FE
implementation of the model is based on conventional CP, whereby the
value of the initial slip resistance in each FE integration point within
the slip system band is set equal to the slip resistance of the weakest
atomic plane in that band. Further details on the implementation can
be bound in Appendix A.2 and in Wijnen et al. [10].

The probability density function for sampling the slip resistances of
each atomic plane is based on the concept of a single-arm dislocation
source. For the ferrite phase, the exact distribution and the adopted
parameters have been identified from micro-tensile tests of single crys-
tal ferrite specimens (of the same steel grade), and can be found in
Wijnen et al. [60]. The adopted band width equals 𝑙 = 1 μm. In Fig. 7(d,
e), the initial slip resistance (CRSS) field of the slip system with the

highest Schmid factor (see also Figs. 8 and 9) of both grains is depicted
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Fig. 6. A study of essential aspects of the ‘quasi-2D’ integrated testing methodology at 𝜀𝑥𝑥 = 0.028. (a) Reference mesoscale experimental equivalent strain field. (b, c, d, e, f)
Numerical equivalent strain fields for varying model choices, where in each case only one model choice is varied compared to the ‘reference’ model shown in (b), for which
all model choices have been implemented in the most accurate manner. In (c), the experimentally derived hole shape is changed into an ellipse for the simulation. In (d), the
experimentally measured thickness profile is replaced by a constant thickness in the simulation. In (e) and (f), the measured crystal orientations are replaced by random orientations.
In all subfigures, front-side EBSD grain boundaries are drawn as red lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
for two different realizations (with FEM mesh overlay), where each
realization is obtained by randomly sampling the (same) probability
density function of atomic-plane slip resistances. These plots serve to
illustrate (i) how the heterogeneity is introduced in the simulations, (ii)
how the fields differ between realizations and (iii) to compare the width
of the bands to the FEM mesh size. For the band width used here, most
bands contain a source and their initial slip resistance consequently
ranges between 50 and 250 MPa. Occasionally, a band with a much
higher initial slip resistance, on the order of the theoretical strength of
the crystal, is present, mimicking the absence of sources in that band.
The heterogeneity in properties thus introduced is expected to result in
heterogeneous plastic activity, as was demonstrated for a single crystal
exhibiting mostly single slip in Wijnen et al. [60]. It was also found in
the study that the ability of the model to represent localized slip bands
allowed to match experiments more accurately — not only in terms of
strain distribution, but also in the slip system that is activated.

The 3D geometry of the region, including the measured thickness
distribution and the reconstructed through-thickness grain boundary,
is discretized with 64,366 quadratic tetrahedral elements of approxi-
mately equal size. The applied boundary conditions are now extracted
from the microscale DIC data, in a similar way as was done for
the mesoscale case. Thereby, this is considered to be a microscale
simulation.

As an initial result, the simulated equivalent strain maps are shown
in Fig. 7(f, g) for the two realizations. Obviously, the results are not
identical, given the random distribution of sources/initial slip resis-
tance. However, both simulations reveal high strains on the right side of
and close to the grain boundary. This compares well to the experiment,
although the level of discreteness is less in the simulations. This is due
to the practical limitation that the band width 𝑙 in the simulations
cannot be chosen too small, since this would necessitate an excessively
10
fine FE discretization. Additionally, the elevated strain along the top
edge of the RoI, which is driven by the presence of the central hole in
the ‘2D’ specimen, is also recovered in the simulations.

3.2. Detailed comparison between experiments and simulations: slip system
activity fields

While equivalent strain fields are suitable for comparing deforma-
tions between experiments and simulations, they only provide insights
into the degree of deformation, and yield no insights into locally
oriented kinematics. The recently developed ability to extract slip
activity fields from the defamation fields measured by DIC, by the SSLIP
methodology [38], provides us with a much more detailed basis for
comparison between experiments and simulations, see Section 2.4 for
a brief explanation.

While all possible slip systems can be considered simultaneously, we
decrease the complexity of both the identification and the visualization
by only considering the slip systems that are predominantly active
in the simulations. As a consequence, there may be a small residual
deformation that is not captured by the kinematics of these slip systems,
the magnitude of which will also be plotted. The SSLIP methodology is
applied here to the front and rear deformation fields. This is visualized
in Figs. 8 and 9, for grains 1 and 2 respectively, together with the cor-
responding slip distributions computed for the respective slip systems
in the simulations.

Grain 1 features three dominant slip systems in the simulations, all
with the same slip direction: two {011}⟨111̄⟩ systems (#6 and #10) and
one {112}⟨111̄⟩ system (#18). Application of the SSLIP analysis, consid-
ering these three slip systems, to the front and the rear deformation
maps, results in the slip activity fields as shown in Fig. 8(a) and (g),
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Fig. 7. Microscale experimental deformations, modeling framework and numerical deformations in the microscale region with a single grain boundary, c.f. Fig. 5(b). (a) Map of the
x-component of the DIC displacement field. White datapoints in the regions marked by the magenta lines are not successfully correlated. (b) Zoom of the interpolated experimental
equivalent strain field as shown in (c). (d1, 2) For realization 1, CRSS fields for 2 slip systems which are predominantly active, for each grain (G1 and G2) in the simulation, with
overlay of the FEM mesh in gray. (e1, 2) For realization 2, CRSS fields for (the same) 2 slip systems, for each grain in the simulation, with overlay of the FEM mesh in gray. The
slip system numbers correspond to those in Figs. 8 and 9. (d3), (e3) For realization 1 and 2, 2D equivalent strain fields at the global deformation level of the final experimental
increment (𝜀𝑥𝑥 = 0.028). In all subfigures, front-side EBSD grain boundaries are drawn as red lines. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)
respectively. The corresponding equivalent residual strain fields, which
contain that part of the deformation which cannot be described by
the (combined) kinematics of the considered slip systems, is plotted
in Fig. 8(b) and (h), revealing limited activity of other slip system(s)
in the top-right corner of grain 1 only. For the simulations, we plot
the activity fields of the same slip systems in Fig. 8(c) and (e), for
realizations 1 and 2, respectively. Additionally, we show in (d) and
(f), for both simulations, the computed equivalent residual strain fields,
constructed by combining all other numerical slip system activities into
a 2D equivalent strain map. For the simulations, we only show activity
maps on the front surface. The full simulation dataset, containing all
information in 3D for the 10 realizations, is available to the reader upon
request.

For grain 2, the four most active systems in Fig. 9, two {011}⟨111̄⟩
systems (#4 and #6) and two {112}⟨111̄⟩ (#14 and #24), are able to nearly
completely describe the experimental and numerical deformation. The
pairs of systems #4, #24 and #6, #14 both share their slip directions.
Aside from the fact that four systems are considered here, Fig. 9 is
structured analogous to Fig. 8. Finally, note that a periodic array of
parallel lines of slightly increased and decreased slip activity with
11
regular spacing can be observed in some of the experimental slip
activity fields, most notably in Figs. 8(a2, 3) and 9(a2, g3), which are
caused by persistent SEM scanning artefacts that remain after the SEM
scanning artefacts correction [29]. These periodic lines should not be
confused with actual slip bands. Using a more advanced (custom) SEM
scan generator could resolve this.

Experimentally, the validity of the SSLIP identification can be con-
firmed by noting that the localization bands are aligned to the slip trace
of the considered slip system (plotted as a red line in the center of the
field), and by evaluation of the residual strain field.

For grain 1, in Fig. 8, both front and rear experimental activity
fields show, overall, good alignment between localization bands and
theoretical slip traces. The residual does not show clear evidence of
additional slip activities, although a minor diffuse residual diffuse strain
field remains, which could be low-intensity diffuse plastic slip on non-
considered slip systems. The front and rear activity fields are similar,
although the rear fields overall do show lower magnitudes as compared
to the front. This may be explained by the fact that the rear SEM-
DIC images were captured in the unloaded state (after un-mounting
the specimen from the tensile stage), which may have induced some
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Fig. 8. Comparison of slip system activity fields at 𝜀𝑥𝑥 = 0.028 of experiments and simulations for grain 1, only considering the three systems that are most active in the simulations.
(a) Experimental slip activities on the front surface, with the equivalent residual strain field in (b). (c) and (e) show the numerical slip system activity fields, for realization 1 and
2, respectively. (d) and (f) show the numerical equivalent residual strain field of both realizations. (g) Experimental slip activities on the rear side, with the equivalent residual
strain field in (h). The three dominant slip systems are (1) slip system #6 (a {011}⟨111̄⟩ system with Schmid factor 0.48), (2) slip system #10 (a {011}⟨111̄⟩ system with Schmid
factor 0.13) and (3) slip system #18 (a {112}⟨111̄⟩ system with Schmid factor 0.35). These three dominant slip systems have the same slip direction. In every activity map, a 3D
view of the slip plane and slip direction is plotted inside a rotated cube (which represents the grain orientation). Additionally, the slip plane trace is plotted as a red line, and
the in-plane projected slip direction as a red arrow. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
reversed plasticity induced by compressive stresses near the central
hole, due to the elastic relaxation of the much thicker material away
from the hole.

In grain 2, the experimental residual strain fields are much lower
than the activity levels of the four slip systems shown. Note that the
in-plane slip directions are very close and therefore reduce the certainty
of this identification. Additionally, the slip trace validation is not
trivial here, since the strongest localization predominantly follows the
curved grain boundary. Likely, cross-slip is activated here. Moreover,
this strong localization (for which interpolation of the displacement
fields was required) appears to occur over both slip directions and
over multiple traces, since all four slip systems appear to contribute
to this particular localization, although the location of this contri-
bution depends on the slip direction (compare Fig. 8(a1, 2) versus
Fig. 8(a3, 4)). Again, the experimental activity fields on front and rear
match adequately, providing confidence in the identification.
12
These high quality experimental slip system activity fields now
enable a direct and quantitative comparison with the simulated slip
activity fields, with the ‘quasi-2D’ integrated testing framework provid-
ing the inherent precise alignment of the fields. For both grain 1 and
grain 2, the experiments and simulations are similar, especially when
looking beyond the obvious differences in localization band width and
random variation in band intensity between the different simulation
realizations, as already seen in Fig. 7. For both grains, on the front and
the rear, every active slip system in the simulation is also active in the
experiment. Moreover, there is a clear correlation in the overall spatial
distribution of slip; this agreement is especially apparent for grain 1,
with most activity concentrated near the top of the RoI. In particular,
for experiments and simulations, the activity of slip system #6 is located
primarily in the top-left corner, whereas slip systems #10 and #18
activate mainly in the top-right corner. Interestingly, slip system #10
has a low Schmid Factor of 0.13, yet is active both in experiment and
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Fig. 9. Comparison of slip system activity fields at 𝜀𝑥𝑥 = 0.028 of experiments and simulations for grain 2, only considering the four systems that are predominantly active in
the simulations. (a) Experimental slip activities on the front side, with the equivalent residual strain field in (b). (c) and (e) show the numerical slip system activity fields, for
realization 1 and 2, respectively. (d) and (f) show the numerical equivalent residual strain field of both realizations. (g) Experimental slip activities on the rear side, with the
equivalent residual strain field in (h). The four dominant slip systems are (1) slip system #4 (a {011}⟨111̄⟩ system with Schmid factor 0.44), (2) slip system #24 (a {112}⟨111̄⟩ system
with Schmid factor 0.5), (3) slip system #6 (a {011}⟨111̄⟩ system with Schmid factor 0.34) and (4) slip system #14 (a {112}⟨111̄⟩ system with Schmid factor 0.38). Slip systems #4
and #24 share the same slip direction, as do #6 and #14. In every activity map, a 3D view of the slip plane and slip direction is plotted inside a rotated cube (which represents
the grain orientation). Additionally, the slip plane trace is plotted as a red line, and the in-plane projected slip direction as a red arrow. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
simulations. Its unlikely activation may be (i) due to the presence of
the grain boundary, or (ii) caused by the proximity to the hole, which
can influence the stress state. In any case, the good match between
experiment and simulations demonstrates that the methodology works
well.

In grain 2, it is striking that the slip activity of #4 and #6 is
located predominantly close to the grain boundary in the simulations
and in the (especially rear surface) measurements. In contrast, the
experimental and numerical activity of slip system #14 is more spread
throughout the grain. Only for slip system #24 the spatial correlation is
somewhat less convincing. Finally, as expected from the discrete nature
of these simulations, plastic slip proceeds largely within the bands
aligned with the slip plane trace, due to the softer properties in that
band. Nonetheless, there appears to be a combined activity of multiple
slip systems through which the curved localization zone following the
grain boundary is accommodated reasonably well (comparable to the
experiment). This is most apparent from the simulated equivalent strain
fields in Fig. 7(d3) and (e3). The fact that the curved localization band
is captured reasonably well in the simulations indicates that cross-slip
13
(which is likely active in the experiments) can be captured numerically
to some degree using the discrete slip plane model.

In summary, this detailed comparative analysis of slip system ac-
tivity fields has confirmed that (i) a quantitative comparison, which
considers deformation kinematics, is feasible nearby microstructural
features such as grain boundaries and (ii) an adequate match can be
obtained using a discrete crystal plasticity model. A more comprehen-
sive investigation will follow in future work, where this analysis will be
extended to consider the statistics of a larger number of these discrete
simulations [60], while also quantifying the difference to employing
conventional CP.

4. Case study II: anisotropic martensite plasticity in dual-phase
steel

Compared to the single-phase steel considered above, multi-phase
steels are typically more challenging, since (i) more microstructural
mechanisms are involved, requiring more parameters, (ii) phases such
as martensite, bainite, or pearlite have a complex and fine substructure,
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compromising the resolution and 3D discretization, and (iii) these
complex phases generally show a strongly anisotropic response —
see for instance Ref. [61] for the case of martensite. This calls for
dedicated modeling approaches. Therefore, this case study focuses on
a dual-phase (DP) steel containing ferrite and martensite.

4.1. Experiments: specimen fabrication, characterization & testing

Commercial DP steels have fine microstructures with micrometer
sized martensite islands, with sub-micrometer sized variants and laths,
severely complicating the fabrication and simulation of a through-
thickness microstructure. Therefore, a DP600 grade, with composition
0.092C-1.68Mn- 0.24Si-0.57Cr wt.%, is heat-treated as follows: 20 min
austenization at 1000 ◦C, furnace cooled to 770 ◦C in 50 min, inter-
ritically annealed at 770 ◦C for 50 min, and water quenched to
oom temperature [29]. This results in a coarse ferritic–martensitic
icrostructure with a martensite volume fraction of 70 ± 5%.

An area of 500 × 500 μm2 on the front surface of the fabricated
specimen is shown in Fig. 10(b). Since the microstructure is signifi-
cantly finer as compared to the polycrystalline ferrite specimen, we
only performed detailed characterization on the small region indicated
with a red square in Fig. 10(b). EBSD and BSE measurements, of
the front and the rear, are shown in Fig. 10(a) and (c), respectively.
Fig. 10(a1), (c1) shows the BSE images, with EBSD grain boundary
verlay, obtained after alignment, (a2), (c2) shows the EBSD IPF maps,

and (a3), (c3) shows the ferrite–martensite phase map (computed by
thresholding of the EBSD Image Quality (IQ) maps [29]). The thickness
map is plotted in Fig. 10(e).

The same InSn speckle patterning approach is used with the same
sputter coating parameters as for the ferrite specimen in Section 2.3
[37]. In this case, we only apply a pattern on the front side, to allow
for post-mortem EBSD mapping on the rear, as this may provide 3D
insights into the plastic deformation field through the analysis of lattice
rotations. Next, the specimen is deformed in-situ and the small area
presented in Fig. 10 is tracked by performing 4096 × 4096 scans of
size 48 × 48 μm2 (for a pixel size of ∼12 nm). SEM-DIC is performed
with MatchID, using a subset size of 21 pixels at a step size of 1 pixel,
employing the same processing steps for strain calculation as described
in Section 2.3. Finally, the nanomechanical alignment framework is em-
ployed to enable analysis of microstructure-correlated strain fields [29],
of which the results are shown in Section 4.3.

4.2. Martensite reconstruction & crystal plasticity modeling

While the dual-phase steel microstructure studied here may be
considered as ‘‘coarse’’, the martensite microstructure itself is still
rather fine, as observed in the BSE and IPF maps of Fig. 10. Not all
martensite grains/variants protrude through the thickness, and their
front and rear shapes show strong variations, which prevents an ac-
curate reconstruction of the 3D shape of all grains and variants in
the specimen. However, we first address the question whether the
crystal orientation of every individual variant must be considered. It
is well known that lath martensite has a hierarchical microstructure
with a maximum 24 variants in a single Prior Austenite Grain (PAG),
described by an Orientation Relationship (OR) [62]. A particularly
important feature of this relationship is the habit plane, over which
martensite laths grow, resulting in alignment with most lath and variant
boundaries. It is known from the literature that plasticity along the
habit plane can be promoted in lath martensite [14,20,63–67], through
the occurrence of substructure boundary sliding [14,63,64,67], easy
habit-plane-aligned crystallographic slip [65], or other mechanisms.
Hence, the local habit plane orientation is the key feature for the
mechanical behavior of the martensite domains, and this orientation
is different for the four possible martensite packets of each PAG, but
14

constant within a packet. Therefore, the martensite microstructure is i
subjected to a PAG reconstruction in order to identify the packets and
their habit plane orientations.

Here, we employ the latest PAG reconstruction routines that have
been implemented in the MTEX toolbox in MATLAB [43,44]. First,
the best-fitting OR is found by employing the optimization routine of
Nyyssönen et al. [68]. Starting with an initial guess of the Kurdjumov–
Sachs (KS) OR, all martensite variant-to-variant misorientations are
analyzed in tandem to determine the OR. The result is an optimized OR
that lies between KS and Nishiyama Wasserman (NW). Subsequently,
the optimized OR is used to perform the PAG reconstruction, on the
front and the rear separately, using the recently introduced Variant
Graph method [69,70]. This is a powerful and fast PAG reconstruc-
tion approach that considers all 24 possible parent orientations for
each variant, while also performing nearest and next-nearest neighbor
analysis. The reconstructed PAG map is inspected for consistency and
small PAGs are merged with larger PAGs when their orientation is
close, according to procedures similar to those as described by Vermeij
et al. [20]. This results in the final PAG maps, for front and rear, as
shown in Fig. 10(a4) and (c4), respectively.

With the PAG orientations known, the packets and their habit plane
orientations can be computed next. Here, we assume the habit plane is
a martensite {011} plane that is aligned to one of the prior austenite
{111} planes, an assumption that is at the basis of both the KS and NW
OR. We select the correct one of the four prior austenite {111} planes by
checking which one is closest to any of the 6 martensite {011} planes,
for every martensite variant. Next, for every packet, which consists
of multiple variants with the same habit plane, we compute the so-
called ‘‘Boundary Sliding Favorability’’ (BSF), which is a dual to the
Schmid Factor (SF), and is defined for the maximum resolved shear
stress direction along the {111} habit plane: 𝐵𝑆𝐹 = 𝑐𝑜𝑠(𝜙) ⋅𝑠𝑖𝑛(𝜙) [20].
This value gives an indication of the likelihood of activation, assuming
uniaxial tension, of habit-plane-aligned plasticity, in the form of either
(i) substructure boundary sliding, which may occur over various in-
plane directions, (ii) (regular) BCC slip within the laths but along
the {011} habit plane, or (iii) other habit-plane-aligned deformation
mechanisms. The packets are plotted, colored according to the BSF, for
front and rear, in Fig. 10(d) and (f), respectively, with an overlay of
the habit plane trace (black line) in each packet.

To construct a 3D FE discretization, the front and rear microstruc-
ture maps, consisting of martensite packets and ferrite grains, are
combined with the thickness map as described in Section 2.2, for which
the result is plotted in Fig. 10(g). For the ferrite grains, we employ the
regular phenomenological crystal plasticity (CP) model as summarized
in Appendix A.1. For martensite, we consider two different modeling
approaches: ‘regular CP’ and ‘enriched CP’. In both models, plasticity of
the BCC martensite laths is defined to occur through crystallographic
slip over 12 {011}⟨111̄⟩ slip systems. To this end, we assign, to each

eshed martensite packet in the 3D geometry, the crystal orientation
f the most frequently occurring martensite variant in that packet.
imulations where the orientations of the other occurring martensite
ariants are assigned to the packets are also performed. They showed
o significant differences, the reason for which will become apparent
ater.

For the enriched CP approach, we employ a recently developed
educed laminate model, which captures the softer plasticity over
he habit plane, represented by sliding of the martensite substructure
oundaries through FCC slip in inter-lath retained austenite films [11,
4,20,67,71]. The model is implemented by complementing the 12 BCC
lip systems with 3 softer FCC slip systems, of which the slip plane is
ligned to the habit plane, representing the interlath retained austenite
ilms. This is implemented through the use of a rule of mixture to take
nto account the retained austenite volume fraction. Further details, as
ell as the material parameters, are given in Appendix A.3, while the
nterested reader is referred to the work of Rezazadeh et al. [14].
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Fig. 10. Experimental microstructure characterization of the ferritic–martensitic sample and extraction of the 3D fine element (FE) discretization for simulations. (a) Detailed
microstructure & PAG reconstruction of the front, (b) BSE image of the front side of the sample, with the area of interest indicated in red, and (c) detailed microstructure &
PAG reconstruction of the rear. In (a) and (c), (a1, c1) show the BSE map with overlay of the EBSD grain boundaries, (a2, c2) show the EBSD IPF map, (a3, c3) show the
ferritic–martensitic phase map retrieved through thresholding of the EBSD IQ map (red for martensite and blue for ferrite) and (a4, c4) plots the (IPF) PAG map after PAG
reconstruction. In (d) and (f), for front and rear, the packets are plotted, derived after PAG reconstruction and colored according to the habit-plane-derived Boundary Sliding
Favorability (BSF). The trace of the habit plane is drawn in black in each packet (with its length scaled to the packet size). (e) Thickness map, with front and rear boundaries
superimposed, in red and orange respectively. (g) Constructed 3D mesh of packets and ferrite, with a front view, 3D view and a rear view. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)
4.3. Comparison of experimental and numerical strain fields

Fig. 11 shows the experimental (a) and numerical (b, c) 2D equiv-
alent von Mises strain fields, for (b) regular and (c) enriched CP, at a
global strain level of 𝜀𝑥𝑥 ≈ 0.02 (calculated as the mean strain of the
small area). As expected, the softer ferrite grains (denoted with ‘‘F’’ in
Fig. 11(a1) for clarity) accommodate most of the deformation in both
experiment and simulation. In the experiment, martensite also deforms
plastically, but only in packet 1 (denoted by ‘‘P1’’ in Fig. 11(a1)). This
packet has a high BSF of 0.43, the highest in the area of interest (see
Fig. 10(d, f)), and has a habit plane trace that is roughly aligned to
the localization bands in the strain maps. Moreover, the martensite
deformation is more concentrated in thin bands than that in ferrite,
which can be explained by the occurrence of substructure boundary
sliding or by martensite lath slip along the habit plane, constrained
15
within the individual laths. While P1 deforms over a large area, the
predominant path of plasticity is through the ferrite grains from top to
bottom, crossing a narrow martensite notch, as shown in detail in the
inset in Fig. 11(a2). Interestingly, even though the narrowest part of the
martensite notch is clearly located in packet P2 (belonging to another
PAG) close to the boundary with P1, the localization percolates com-
pletely through P1, with P2 not deforming at all. A possible explanation
for this is that P1 is more favorably oriented for slip parallel to the
habit plane, which is the ‘easier’ deformation mode of the packets. This
explanation is supported by the difference in BSF, which is only 0.22 for
P2, almost half that of P1. Fig. 11(a3) shows the microstructure around
the notch, revealing that the orientation of the near-notch martensite
laths in P1 matches well with the three parallel strain bands in P1,
visible in subplot (a ).
2
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Fig. 11. Deformation fields for (a) experiments and (b, c) simulations of the ferritic–martensitic specimen. (a1) Experimental equivalent strain field, with packet and ferrite grain
boundaries overlaid in white, and phase boundaries in red. Ferrite (F) and two important martensite packets (P1 and P2) are indicated. (a2) Zoom of (a1) around a martensite
notch, with the BSE scan of the microstructure (within orange dashed square) shown in (a3). (b1) equivalent strain field of the regular CP simulation, in which only regular BCC
slip is employed in martensite, with (b2) showing the element-averaged strain field near the martensite bridge. (c1) equivalent strain field of the enriched CP simulation, in which,
besides regular BCC slip, softer austenite slip systems along the habit plane are incorporated in each martensite packet, with (c2) showing the element-averaged strain field at the
martensite bridge. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 11(b1) shows the equivalent strain field resulting from the reg-
ular CP framework (employing only regular BCC plasticity for marten-
site), with the inset (Fig. 11(b2)) again focusing on the martensite
notch, here plotting the element-averaged equivalent strains. The regu-
lar CP simulation shows an adequate agreement within the ferrite, but
fails to reproduce the experimentally observed activity in packet P1.
At the notch, the strains percolate through both packets, but mainly
through the thinner P2 packet, as can be expected from a simulation
that ignores the habit-plane related plasticity mechanism. In contrast,
the habit-plane enriched CP simulation in Fig. 11(c) reveals significant
plasticity in a large part of packet P1, similar to the experiments. More-
over, at the notch, the plastic band originating from the ferrite grain
above penetrates into packet P1, while clearly avoiding P2 (Fig. 11(c2)).
This reveals a clear agreement with the experiment, although the pre-
cise deformation pattern in packet P1 to connect with the ferrite grain
below differs. Additionally, the martensite deforms in a more localized
manner in the experiment as compared to the simulation. Finally, the
ferrite strains in the enriched CP are marginally lower, which can be
explained by the fact that both simulations operate under equal in-
plane mean deformation, with the enriched CP accommodating some
plasticity in the martensite packet P1.

To conclude, by adopting a recently introduced substructure-enrich-
ed modeling approach incorporating the correct plastic anisotropy
in martensite, we found a convincing experimental–numerical match.
However, the match will improve even more if the habit plane plasticity
mechanism can also be ‘discretized’ in the simulation, as was done
for the ferrite in the case study I. Nonetheless, it was shown that
through these integrated experimental–numerical studies, there is great
potential for validation or falsification of a numerical model and/or
identification of critical parameters of otherwise hard-to-identify mate-
rial model parameters, such as the martensite–austenite phase contrast.
Moreover, further deformation of this specimen can lead to damage in
the martensite notch, providing opportunities for validation of damage
indicators or directly modeling damage through the implementation of
softening. Both of these topics are outside the scope of this paper and
will be addressed in future work.
16
5. Conclusions

We proposed a novel ‘quasi-2D’ integrated experimental–numerical
testing approach in which the specimens may have a significant mi-
crostructural complexity, well beyond traditional micro-deformation
experiments such as micro-pillar compression tests. The full 3D mi-
crostructure can be determined, which is not the case in bulk exper-
iments. To this end, (steel) specimens are fabricated with a thickness
in the order of micrometers over a large (mesoscale) area, of hundreds
of micrometers in size. The resulting through-thickness microstructure
can readily be discretized and simulated in 3D, while the specimens
can relatively easily (as compared to micro-deformation tests) be tested
in-situ for high-resolution deformation field measurements. This ap-
proach provides the opportunity for detailed, quantitative and direct
comparisons between experiments and advanced simulations.

The ‘2D’ testing framework consists of the following experimen-
tal/numerical methodological steps:

• Specimen fabrication: relatively straightforward fabrication of
ultra-thin specimens, with close to through-thickness microstruc-
ture around a central hole, by performing routine twin-jet elec-
tropolishing on a (steel) sample plate, with the great advantage
that the specimen can easily be handled manually and tested in a
standard in-situ tensile tester.

• Microstructure & 3D geometry: front and rear microstructure
characterization by, e.g., Backscatter Electron (BSE) imaging and
Electron Backscatter Diffraction (EBSD), thickness profile mea-
surement of the full area by front and rear optical profilometry
and subsequent alignment of all data.

• Simulation setup: generation of a 3D geometry and microstruc-
ture conforming Finite Element (FE) mesh, by combination of
measured front and rear microstructure with the thickness map.

• In-situ testing: in-situ Scanning Electron Microscopy based Dig-
ital Image Correlation (SEM-DIC) tensile-testing using a high-
quality mesoscale and/or nanoscale InSn DIC speckle pattern,
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with subsequent alignment for microstructure-correlated strain
fields.

• Simulating the experiment: conducting FE simulations with
boundary conditions that have been extracted from the experi-
mental deformation fields at the edges of the region of interest.
Any material model can be used, such as regular Crystal Plasticity
(CP) or extensions to it.

• 1–to–1 Experimental/Numerical comparison: deformation
maps of experiments and simulations are assessed on aligned
grids. The comparison can be done not only using strain maps, but
also through slip system activity fields that are naturally available
from crystal plasticity simulations and which can be generated
experimentally using the Slip Systems Local Identification of
Plasticity (SSLIP) method, as recently proposed in [38].

All the steps of the framework were first explained and demon-
trated on an Interstitial-Free (IF) ferritic steel with a polycrystalline
icrostructure. At the mesoscale of multiple grains, through employ-
ent of a conventional CP modeling approach, the experimental de-

ormation map could be replicated reasonably well. The embedded
igh-resolution microscale strain maps revealed heterogeneous plastic
lip at various microstructural features, which could not be captured
y the simple CP model.

In case study I, we further explored the IF steel at the microscale,
y performing simulations on a specific region around a grain bound-
ry, employing a recently introduced discrete CP modeling approach.
he application of SSLIP, on both the front and the rear, revealed
nique insights into the comparability of the kinematics between ex-
eriments and simulations. An unprecedented match was found, pro-
iding confidence in the ‘quasi-2D’ integrated experimental-numerical
nalysis.

Case study II involved a more challenging material: a dual-phase
teel with a coarse ferritic–martensitic microstructure. Here, our fo-
us was on a small region for which most of the methodology steps
ould be repeated without any adaptations. Only the fine and com-
lex hierarchical substructure of the martensite packets required a
econstruction of the prior austenite grains for the identification of
he packets and their corresponding habit planes. 3D meshing was
hen performed using the front and rear maps of the ferrite grains
nd martensite packets plus the thickness distribution. Experimental
quivalent strain maps revealed pronounced ferrite plasticity, along
ith one particularly active martensite packet, which was explained by
habit-plane related soft martensite deformation mechanisms. Indeed,
odeling the martensite by conventional BCC crystal plasticity yielded
poor agreement to the experimentally established martensite activity.
herefore, a recently proposed substructure-enriched CP model was
mployed, in which a soft plasticity mechanism along the habit plane
s incorporated, resulting in a superior comparison.

The proposed methodology does come with some limitations that
ay be solved with future extensions. First, the experimental-numerical

tress–strain curves were not compared here, since the cross-section
f the thin region of interest is less than 1% of the full sample cross-
ection. However, we believe local stress levels can indirectly be mea-
ured to achieve an absolute calibration of CP parameters. By assuming
nowledge of the (anisotropic) elasticity parameters, elastic behavior
an act as a local force sensor, especially as the thicker specimen
rea may not deform fully plastically. This approach was demonstrated
uccessfully by Ruybalid et al. who also applied boundary conditions
ased on DIC data [59]. Second, lattice rotations can be measured
ost-mortem with EBSD, provided one specimen surface has no DIC
peckle pattern (e.g. by post-mortem removal), yielding extra data
or experimental-numerical validation. The power of adding lattice
otations in the experimental-numerical comparison was, e.g., shown
y Tasan et al. [12,13]. Finally, for the specimen thickness demon-
trated here, the methodology is limited to microstructures with grain
17

izes down to ∼500 nm, based on the need for through-thickness
grains. Smaller microstructures would require further optimization of
the specimen thickness and EBSD and DIC resolution.

In summary, we showed that the ‘quasi-2D’ integrated experimental-
numerical approach presented here accurately reproduces experimental
observations through representative 3D numerical simulations, even
for complex microstructures. Thereby, the notorious problem of the
unknown 3D microstructure in bulk samples is avoided, while retain-
ing sufficient in-plane microstructural complexity to be able to study
the interplay between distinct deformation mechanisms. As such, the
‘quasi-2D’ integrated testing method holds great potential for validation
or falsification of any kind of material model, for identification of
material parameters of complex material models and/or alloys, and for
detailed experimental/numerical comparison of (even) more complex
micro-deformation mechanisms such as damage and fracture.
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ppendix. Simulation details

.1. Conventional crystal plasticity

The conventional (phenomenological) Crystal Plasticity (CP) model
mployed in this work is founded in finite deformation theory. The
eformation gradient tensor 𝐅 is multiplicatively decomposed into
lastic (𝐅e) and plastic (𝐅p) contributions:

= 𝐅e ⋅ 𝐅p (A.1)

The elastic contribution translates into the Second Piola–Kirchhoff
stress tensor 𝐒𝑒, through

𝐒𝑒 =
1
2C ∶ (𝐅𝑇

𝑒 ⋅ 𝐅𝑒 − 𝐈), (A.2)

here C is the fourth-order elasticity tensor and ∶ denotes a double
ontraction. The rate of plastic deformation is described by the plastic
elocity gradient tensor 𝐋p:

𝐋p = 𝐅̇p ⋅ 𝐅−1
p =

𝑁
∑

𝛾̇𝛼𝑠 𝛼 ⊗ 𝑛𝛼 , (A.3)

𝛼=1

https://www.m2i.nl
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Table A.1
Model parameters for ferrite.
Source: Taken from [23].

Model parameter Symbol Value

Initial slip resistance 𝑠0 15 MPa
Saturation slip resistance 𝑠∞ 250 MPa
Initial hardening rate ℎ0 120 GPa
Hardening exponent 𝑎 17.5
Latent hardening coefficient 𝑞𝑛 1.4
Slip rate sensitivity 𝑚 0.02
Reference slip rate 𝛾̇0 0.01 s−1

Elastic constant 𝐶11 233.5 GPa
Elastic constant 𝐶12 135.5 GPa
Elastic constant 𝐶44 118.0 GPa

where 𝛾̇𝛼 indicates the shear rate on slip system 𝛼, which has 𝑛𝛼 as slip
plane normal and 𝑠 𝛼 as a slip direction, while 𝑁 is the number of slip
systems. For polycrystalline ferrite BCC case, we use 12 {110}⟨111⟩ and
2 {112}⟨111⟩ slip systems in each grain. For regular BCC martensite
lasticity, only the {110}⟨111⟩ slip systems are employed. A standard
isco-plastic CP approach is employed in which the shear rate on each
lip system is determined by a resolved shear stress 𝜏𝛼 and a flow
esistance 𝑠𝛼 [7]:

𝛾̇𝛼 = 𝛾̇0

(

|𝜏𝛼|
𝑠𝛼

)
1
𝑟

sign (𝜏𝛼) , (A.4)

where 𝛾̇0 is the reference shear rate and 𝑟 is the rate-sensitivity expo-
ent. The resolved shear stress on a slip system in the intermediate
onfiguration is calculated as

𝜏𝛼 = 𝑠𝛼 ⋅ 𝐅𝑇
𝑒 ⋅ 𝐅𝑒 ⋅ 𝐒𝑒 ⋅ 𝑛𝛼 . (A.5)

The slip resistance of a slip system has an initial value 𝑠𝛼0 and evolves
asymptotically to 𝑠𝛼∞:

̇ 𝛼 = ℎ0

(

1 − 𝑠𝛼

𝑠𝛼∞

)𝑎 𝑁
∑

𝛽=1
𝑞𝛼𝛽 |𝛾̇𝛽 |, (A.6)

where ℎ0 and 𝛼 are hardening parameters. The adopted material pa-
rameters are given in Table A.1.

All finite element models in this work are implemented in the form
of Fortran user subroutines in the commercial finite element package
Msc.Marc. The update of state variables 𝐅p and 𝑠 is done implicitly via

trapezoidal integration scheme.

.2. Discrete microscale crystal plasticity

The discrete slip plane model introduces heterogeneity to the plastic
lip by a random variation of the initial slip resistance, mimicking
he presence (or absence) of dislocation sources and obstacles. Its
ormulation is based on a relative displacement (slip) distribution
ssociated with each atomic slip line and step direction. For numerical
imulations, however, these discrete slip the planes are collected in
ands and it is assumed that the response of the band is governed by the
eakest slip lane within it - i.e. that slip plane with the lowest initial

lip assistance. This renders the model very similar to the conventional
P, albeit with material properties (initial slip resistance) which vary

n space according to the bands associated with each slip system.
Formulated in terms of a shear rate within the band, the slip law

eads

̇ 𝛼 =
𝑣̇0
𝑙

(

|𝜏𝛼|
𝑠𝛼

)
1
𝑟

sign (𝜏𝛼) , (A.7)

where 𝑣̇0 is a reference velocity and 𝑙 is the width of the band. The
volution of the slip resistance with initial value 𝑠𝛼0 is given by

̇ 𝛼 = 𝑘0𝑙
(

1 − 𝑠𝛼

𝑠𝛼

)𝑎 𝑁
∑

𝑞𝛼𝛽 |𝛾̇𝛽 |, (A.8)
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∞ 𝛽=1
Table A.2
Material parameters for dual-phase steel used in the regular and enriched CP models.

Model parameter Symbol Ferrite Martensite Austenite

Initial slip resistance 𝑠0 112.1 MPa 510 MPa 265 MPa
Saturation slip resistance 𝑠∞ 224.8 MPa 2000 MPa 340 MPa
Initial hardening rate ℎ0 8.212 GPa 1.5 GPa 0.25 GPa
Hardening exponent 𝑎 1.32 1.5 1.5
Latent hardening coefficient 𝑞𝑛 1.0 1.0 1.0
Slip rate sensitivity 𝑚 0.05 0.05 0.05
Reference slip rate 𝛾̇0 0.01 s−1 0.01 s−1 0.01 s−1

Volume fraction 𝜙 – – 0.05
Elastic constant 𝐶11 233.5 GPa 283.0 GPa –
Elastic constant 𝐶12 135.5 GPa 121.0 GPa –
Elastic constant 𝐶44 118.0 GPa 81.0 GPa –

where 𝑘0 is the initial hardening rate. For a more detailed treatment of
the model the reader is referred to Wijnen et al. [10].

A.3. Reduced martensite laminate model

The reduced laminate model for lath martensite assumes that thin
films of retained austenite are present between the martensite laths,
i.e. parallel to the habit plane, and that plastic deformation of these
films presents an additional, softer deformation mechanism parallel
to the habit plane. This mechanism is incorporated by adding its
contribution to the flow rule of Eq. (A.3), as follows:

𝐋𝑝 =
12
∑

𝛼=1
𝛾̇𝛼𝛼′ 𝑠

𝛼
𝛼′ ⊗ 𝑛𝛼𝛼′ + 𝜑

3
∑

𝛼=1
𝛾̇𝛼𝛾 𝑠𝛼𝛾 ⊗ 𝑛𝛼𝛾 (A.9)

n this expression, the first term, with slip systems 𝛼′, represents
lastic deformation of the laths, whereas the second, non standard term
epresents the additional plastic mechanism of flow of the interlath
etained austenite, through slip systems 𝛾. The austenite volume frac-

tion 𝜑 appears in this term to account for the fact that the additional
mechanism is active only in the austenite films; it is set at 5% for this
work [14]. Only the three {111}⟨110⟩𝛾 FCC austenite slip systems which
ave their slip plane aligned to the (011)𝛼′ habit plane of each variant
re considered in the additional contribution. This is based on the
easoning that, due to the morphology of the laths and the existing OR
etween austenite and martensite, the activity of Out-Of-Habit-Plane
lip systems in austenite films is constrained by the laths, and will
herefore not contribute to the softer habit plane sliding mechanism.
he slip rates 𝛾̇𝛼′ and 𝛾̇𝛾 in both terms of Eq. (A.9) are governed by the
lip law (Eq. (A.4)), albeit with different parameters for the lath and
ustenite films. The two parts of the model are however driven by the
ame stress tensor — which is resolved to the individual slip systems
hrough Eq. (A.5). The slip resistances are governed by the hardening
aw (Eq. (A.8)), again with different parameters for the two phases.
inally, no interaction (latent hardening) is assumed between the two
hases.

The adopted model parameters for the regular and enriched CP
odels can be found in Table A.2. For more details, the reader is

eferred to the work of Rezazadeh et al. [14].
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