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Abstract
1. Increasing attention has been drawn to the misuse of statistical methods over re-

cent years, with particular concern about the prevalence of practices such as poor 
experimental design, cherry picking and inadequate reporting. These failures are 
largely unintentional and no more common in ecology than in other scientific dis-
ciplines, with many of them easily remedied given the right guidance.

2. Originating from a discussion at the 2020 International Statistical Ecology 
Conference, we show how ecologists can build their research following four guiding 
principles for impactful statistical research practices: (1) define a focussed research 
question, then plan sampling and analysis to answer it; (2) develop a model that ac-
counts for the distribution and dependence of your data; (3) emphasise effect sizes 
to replace statistical significance with ecological relevance; and (4) report your meth-
ods and findings in sufficient detail so that your research is valid and reproducible.

3. These principles provide a framework for experimental design and reporting that 
guards against unsound practices. Starting with a well- defined research question 
allows researchers to create an efficient study to answer it, and guards against 
poor research practices that lead to poor estimation of the direction, magnitude, 
and uncertainty of ecological relationships, and to poor replicability. Correct and 
appropriate statistical models give sound conclusions. Good reporting practices 
and a focus on ecological relevance make results impactful and replicable.

4. Illustrated with two examples—an experiment to study the impact of disturbance 
on upland wetlands, and an observational study on blue tit colouring—this paper 
explains the rationale for the selection and use of effective statistical practices 
and provides practical guidance for ecologists seeking to improve their use of 
statistical methods.

www.wileyonlinelibrary.com/journal/mee3
mailto:
https://orcid.org/0000-0002-1376-1058
https://orcid.org/0000-0002-4797-5644
https://orcid.org/0000-0001-8101-6247
https://orcid.org/0000-0002-2581-1972
https://orcid.org/0000-0003-2752-5539
https://orcid.org/0000-0003-0319-4210
https://orcid.org/0000-0002-4083-6561
https://orcid.org/0000-0003-1039-7980
https://orcid.org/0000-0001-8221-013X
https://orcid.org/0000-0002-7765-5182
https://orcid.org/0000-0002-0536-8563
https://orcid.org/0000-0002-9222-5404
https://orcid.org/0000-0001-9523-0463
https://orcid.org/0000-0001-9222-8536
https://orcid.org/0000-0003-0074-6067
https://orcid.org/0000-0002-1692-1168
https://orcid.org/0000-0002-3993-6127
https://orcid.org/0000-0003-2106-6597
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:g.popovic@unsw.edu.au
http://crossmark.crossref.org/dialog/?doi=10.1111%2F2041-210X.14270&domain=pdf&date_stamp=2024-01-15


2  |    POPOVIC et al.

1  |  INTRODUC TION

When reporting research findings, ecologists, like other scien-
tists, want their results to reflect what truly happens in the system 
being studied and to communicate both ecological relevance and 
the level of support for their conclusions. For their results to hold 
up, researchers need to follow good research practices. Failure 
to follow good practices has led to low reproducibility of findings 
in many fields (Begley & Ellis, 2012; Camerer et al., 2018; Open 
Science Collaboration, 2015). Poor research practices are also com-
mon in ecology (Anderson et al., 2000; Fidler et al., 2006; Fraser 
et al., 2018), and their use can distort findings, waste resources, 
inadequately report what is happening in ecological systems and 
ultimately have the potential to misrepresent research to other re-
searchers, policymakers and the public.

Poor research practices stem partly from misunderstandings or 
misinterpretations of statistical methods and principles of study de-
sign. Some of the most common and consequential of these prac-
tices include:

• Hypothesising after results are known (HARKing; Kerr, 1998), a 
practice that 51% of ecologists and evolutionary biologists report 
engaging in (Fraser et al., 2018).

• Not reporting non- significant results; a form of cherry picking, 
which 64% of ecologists admitted to doing at least once (Fraser 
et al., 2018).

• Hypothesis testing based on a null hypothesis that is known a 
priori to be false; Anderson et al., 2000 found the vast majority 
(95%) of Ecology articles they evaluated contained null hypothe-
ses that were likely known to be false a priori.

• Misinterpreting non- significant results as evidence of ‘no ef-
fect’ or ‘no relationship’, which happens approximately 63% of 
the time non- significant results are reported in ecology (Fidler 
et al., 2006).

• Providing insufficient detail on methods and analysis. Almost 80% 
of ecology papers fail to provide enough detail to be computa-
tionally reproducible (with most, 73%, failing to include accompa-
nying analysis code; Culina et al., 2020).

When presented with this report card, ecologists may jus-
tify their research practices as being harmless or unavoidable. 
However, cherry picking and HARKing are known to lead to 
overconfidence in results, by shrinking p- values and confidence 
intervals. In the context of publication bias, where ‘significant’ 
results are far more likely to be published, this inflates the rate 
of false positives (‘significant’ results when there is no actual ef-
fect in the population, see for example Forstmeier et al., 2017). 
Unfortunately, we do not know the true rate of false positives 

in ecology, as replication studies are very uncommon, with only 
0.023% of all studies published to date representing a true rep-
lication (Kelly, 2019). However, we do know that a large propor-
tion (70%) of studies in ecology support their original hypotheses 
(Fanelli, 2010). Among other possible explanations, this may sug-
gest a high rate of false positives. A related issue is that ‘significant’ 
results have exaggerated effect sizes (Berner & Amrhein, 2022; 
Kimmel et al., 2023), so the strength of biological effects is often 
overstated, and even more so for underpowered studies (where 
sample sizes are too small for accurate inference). Estimates of 
exaggerated effect sizes in ecology range from 66% to 400% 
(Lemoine et al., 2016; Yang et al., 2023). The other side of the coin 
is research waste. Purgar et al. (2021) found that between 82% 
and 89% of research in ecology appears to be avoidably wasted 
due to a combination of low- quality studies, publication bias and 
poor study design, analysis and reporting.

In framing statistical best practice with reference to four princi-
ples, we hope to guide ecological researchers, particularly those just 
starting out, to present the best possible evidence for their conclu-
sions by avoiding these pitfalls. The four principles we have identi-
fied are (Figure 1):

1. First, define a focussed research question, then plan sampling 
and analysis to answer it.

2. Develop a model that accounts for the distribution and depend-
ence of your data.

3. Emphasise effect sizes to replace statistical significance with eco-
logical relevance.

4. Report your methods and findings in sufficient detail so that your 
research is valid and reproducible.

These principles are listed in approximate order of impact, and 
later principles require the foundation provided by earlier prin-
ciples to be effective. For example, reporting effect sizes will not 
improve a study if the model does not account for dependence. 
Defining focussed research questions before any data are collected 
can eliminate HARKing, especially when paired with registration, 
which has the additional benefit of eliminating cherry picking. 
Developing a plan for sampling helps to better answer research 
questions, leading to more meaningful and impactful results, and 
increases the likelihood population effects are found (statistical 
power) by promoting better sampling design. Correctly modelling 
data also increases power and leads to appropriate estimates of un-
certainty. Emphasising effect sizes puts the focus on ecological rel-
evance, which is the most meaningful result of ecological research. 
Comprehensive reporting of methods and findings allows others to 
successfully replicate your study, lending more weight to your find-
ings and moving the field forward.

K E Y W O R D S
HARKing, model assumptions, p- hacking, pre- registration, p- values, questionable research 
practices, reproducibility crisis, research waste
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    |  3POPOVIC et al.

These four principles arose out of conversations at the 2020 
International Statistical Ecology Conference. The discussion group 
which conceptualised this paper included a range of ecological stat-
isticians currently working in the field. We noticed that while excel-
lent literature describing good practices in statistics exists, including 
in ecology, these tend to focus on protocols for conducting specific 
analyses (e.g. Steel et al., 2013; Zuur et al., 2010; Zuur & Ieno, 2016) or 
addressing specific problems (Nakagawa & Parker, 2015), rather than 
a small and digestible number of principles to follow for all inferential 
analyses. The principles have been written with a frequentist focus 
but can be easily applied to Bayesian approaches. By defining these 
principles, we hope to empower ecologists to pursue more robust 
and meaningful research and encourage collaborations in ecological 
statistics by helping to develop a common research methodology.

Within each section, we will mention useful R packages (R Core 
Team, 2023) for each principle. We chose R since it is an open and 
free software and the most used statistical software in ecology (Lai 
et al., 2019).

Throughout, we will demonstrate the principles with two eco-
logical examples: the wetland experiment, which examines how dis-
turbances affect upland wetlands (Mason et al., 2022); and the bird 
study, which examines the relationships between hatching date and 

the expression of carotenoid- based coloration in nestlings (Janas 
et al., 2020). A full workflow of the principles applied to these exam-
ples is available at github. com/ gordy 2x/ princ iples .

1.1  |  Wetland experiment

Underground mining is known to disrupt surface and groundwater 
flows, which may affect nearby wetland communities. The research-
ers wanted to examine how differing water availability affected wet-
land plant communities, both alone and in combination with a fire 
disturbance. For this study, mesocosms were collected from mul-
tiple wetlands, and were then randomised to water and fire treat-
ments in a glasshouse. Mesocosms, for the purpose of this study, 
were columns of soil and plants, collected by hammering PVC pipes 
(diameter of 150 mm and a depth of 250 mm) to ground level and 
extracted with trenching shovels. They were then placed in tubs in 
a glasshouse, and tub water levels were manipulated to simulate dif-
ferent levels of groundwater availability. A fire event was simulated 
by sequentially applying biomass removal (clipping), heat and smoke 
to half of the mesocosms in each water treatment after 20 months 
(Mason et al., 2022, ssee Figure 2).

F I G U R E  1  Four principles for improved statistical ecology.
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F I G U R E  2  Experimental design for wetland experiment to answer 1. How does water availability affect the biomass, richness and 
composition of wetlands plant communities? 2. How are these changes modified by fire?

 2041210x, 0, D
ow

nloaded from
 https://besjournals.onlinelibrary.w

iley.com
/doi/10.1111/2041-210X

.14270 by U
niversity O

f St A
ndrew

s U
niversity, W

iley O
nline L

ibrary on [01/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



    |  5POPOVIC et al.

1.2  |  Bird study

Blue tits hatch at different points in the season and have variation in 
carotenoid- based coloration, which is thought to be important for re-
productive success. Considering decreasing caterpillar abundance in 
the second half of the blue tit- hatching season, as well as the prediction 
that individuals of higher quality breed earlier in the season, research-
ers expected that the expression of nestlings' carotenoid- based color-
ation should be negatively correlated with hatching date, and that the 
effect would be more pronounced in males. Data for this study were 
collected during six consecutive breeding seasons, beginning in 2011. 
Each year, nest boxes were regularly inspected from mid- April, and the 
laying date, number of eggs and hatching date were recorded. The vari-
ables of interest here are those most related to blue tit signalling: UV 
chroma and feather brightness (Janas et al., 2020, see Figure 3).

2  |  PRINCIPLE 1 .  FIRST,  DEFINE A 
FOCUSSED RESE ARCH QUESTION, THEN 
PL AN SAMPLING AND ANALYSIS TO 
ANSWER IT

2.1  |  Define your research question

Developing a good research question is the most important part 
of the research process. A poorly conceived question can not only 
limit the usefulness of your findings but also lead to methodologi-
cal problems throughout the study. A good research question is 
feasible, interesting, novel, ethical and relevant (the FINER cri-
teria; Hulley, 2007). Each research question should lead to a spe-
cific statistical analysis plan, which you would ideally register (see 
Section 2.3). In the wetland example, the researchers considered a 
glasshouse experiment to be feasible and ethical, literature review 
confirmed it was novel and it was both interesting and relevant as 
planning approval for longwall mining under wetlands is a live and 
highly contested issue in wetland management.

The PICO framework (Haynes, 2006) is often used to frame re-
search questions in health and medical studies, but can readily be 
adapted to ecological studies. For each research question, it is im-
portant to define the:

• Population—population of interest or the target population, usu-
ally defined by species, space and time.

• Intervention—the treatment that will be applied to subjects in a 
randomised experiment or the explanatory variable of interest in 
an observational study.

• Comparison—identifies what you plan to use as a reference or con-
trol group to compare with your treatment group.

• Outcome—represents what outcome(s) you plan to measure, to 
examine the effectiveness of your intervention or effect of the 
explanatory variable of interest, often called the response. In 
ecology, this may be abundance, richness, location, velocity, di-
versity, among others.

It is often helpful to try to predict what will happen in your study, 
as this can help clarify your research question. Rather than stating 
the hypothesis as mere presence of effects (e.g. ‘we predict that 
biomass and richness will depend on water availability’), we recom-
mend focussing on the direction and ideally the magnitude of the ex-
pected effects, which can also assist in estimating required sample 
sizes (Gelman & Carlin, 2014). The wetland researchers thought that 
mesocosms with less available water would have lower biomass and 
richness (by 20% or more) than mesocosms with more water avail-
ability, and that the effect of lower water would be compounded 
by fire. The population of interest in this example is upland swamp 
plant communities of the Sydney Basin, Australia. The intervention 
groups were combinations of water level and fire: with low, medium 
and high levels of water availability; and burnt and unburnt fire lev-
els. The control group was represented by unburnt high- water me-
socosms. Outcomes included biomass, richness and the presence/
absence of each species (species composition). The bird researchers 
predicted carotenoid- based feather coloration (UV chroma, bright-
ness) would be negatively correlated with hatching date in the popu-
lation of wild blue tits on the Swedish island of Gotland.

Clearly defining a research question before collecting data (or 
exploring previously collected data) is the most important step in 
ensuring robust study design. While the benefits of clearly defining 
a research question are clear, it may be less obvious what the conse-
quences are of refining or revising a hypothesis during or after your 
study. Hypothesising after the data relating to your original research 
question have been gathered has a distorting effect on your results, 
deceptively suggesting that the evidence for your post hoc hypoth-
esis is stronger (Forstmeier et al., 2017). This is most serious when 
these decisions are made knowing the outcome (e.g. p- value) which 
may constitute HARKing or p- hacking. This is problematic because 
any changes you make to your hypothesis after collecting data are 
likely to reflect patterns in the sample that do not necessarily reflect 
patterns in your population.

What if it becomes necessary to change the research ques-
tion during the study? Such situations include unexpected field 
challenges, or when you are analysing pre- existing data and only 
discover they cannot be used to answer your intended research 
question when you start exploring them. In case you need to change 
your research question, it is important to be transparent about the 
changes and the reasons for them. If changes are made knowing the 
outcomes, results should be reported as exploratory (see below). 
Even if you have registered your study (see Section 2.3), departures 
from analysis plans can be made (Hardwicke & Wagenmakers, 2023).

This prohibition against post hoc hypothesising does not pre-
vent researchers from doing exploratory analyses to inform future 
research questions and hypotheses. Indeed, generating such hy-
potheses can be one of the best ways to define productive avenues 
for further research. As ecologists, we often summarise very com-
plex data to model it simply. For example, you might combine multi- 
species data into a richness metric to answer your primary question, 
as in the wetland experiment. This complexity however is often of 
great interest for understanding the ecology of your study species 

 2041210x, 0, D
ow

nloaded from
 https://besjournals.onlinelibrary.w

iley.com
/doi/10.1111/2041-210X

.14270 by U
niversity O

f St A
ndrew

s U
niversity, W

iley O
nline L

ibrary on [01/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



6  |    POPOVIC et al.

F I G U R E  3  Sampling design for bird study to investigate the association between hatching date and carotenoid- based coloration in blue 
tits.
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    |  7POPOVIC et al.

and communities, and spending time exploring your raw data often 
leads to new discoveries and avenues of research. Data exploration 
can take the form of plotting, tabulating, model fitting and hypothe-
sis testing (including p- values). Any time you explore data without a 
pre- specified research question in mind, you should think of it (and 
report it) as exploratory or as hypothesis generating (Forstmeier 
et al., 2017).

2.2  |  Match data collection to research aims

Once research questions are outlined, the next step is to decide 
which data are needed to answer them. Collecting data may include 
sampling, and experimental manipulation and observation.

2.2.1  |  Sampling

Sampling, the process of measuring characteristics (e.g. presence, 
leaf size and traits) of a set of sampling units (often individuals), 
should be done in a way that allows unbiased (and precise) estimates 
of relationships (parameters) of the target population.

Probability samples, where each sampling unit in the popu-
lation has a known positive probability of being selected for the 
sample, allow unbiased inference. When the probability is equal 
for all sampling units, this is called a simple random sample. 
Stratified sampling involves dividing the population into disjoint 
groups (strata, e.g. vegetation type or sex) and using a simple 
random sample within strata. Stratified sampling is often useful 
when a simple random sample might result in a stratum having 
too few sampling units for accurate inference. Unbiased inference 
can be obtained from all probability samples as known biases due 
to unequal sampling can be modelled, for example, with offsets 
(to correct for known biases, e.g. sampling intensity) or covariates 
(to correct for imbalances associated with measured variables, e.g. 
site accessibility).

The complex spatial and temporal nature of ecology can make 
probability sampling challenging, and ecologists have in the past 
settled for ‘convenience’ samples or even haphazard data collection 
(Smith et al., 2017). However, this leads to unknown biases in param-
eter estimates and should be avoided. Helpful tools for probability 
sampling are the sample() function in base R and the spsample() 
function in the sp package (Pebesma & Bivand, 2005).

When working with pre- existing datasets rather than collecting 
new field data, it is important to consider any inherent biases, for 
which a risk- of- bias assessment tool (e.g. Boyd et al., 2022) may be 
helpful. When using data collected by others, it is a good practice 
to contact and collaborate with the researchers who collected the 
data, as they have the best understanding of their data. A proba-
bility sample can sometimes be approximated by carefully selecting 
the data to use in analyses (Johnston et al., 2021). Alternatively, you 
can reframe your results to the population for which your data can 
provide unbiased inference (Williams & Brown, 2019). For example, 

if you are tagging birds, the birds you tag will be those you can catch 
(usually not a probability sample), and then the inference will apply 
to the population of birds that are more easily caught.

2.2.2  |  Association and causal relationships

Researchers are most often interested in causal relationships to 
answer questions about whether and how a response is promoted, 
caused or induced by a given set of covariates. Finding such cause- 
and- effect relationships might be the first step to unveil possible 
ecological mechanisms. Researchers may not explicitly use the word 
‘cause’ but imply causal relationship using causal language such as 
‘increase’, ‘decrease’, ‘improve’, ‘influence’ and ‘affect’.

If instead you are only interested in associations, and content to 
use words like ‘associated’, ‘correlated’ and ‘predicted’, concepts of 
causal inference covered below are not necessary. The bird study 
is an example of a non- causal analysis. Researchers do not believe 
that hatching date caused coloration differences. They believe in-
stead that unmeasured variables (caterpillar abundance and parental 
quality) cause these differences, and that these are correlated with 
hatching date, which would lead to a correlation between coloration 
and date.

Estimating causal relationships is a much harder task than many 
ecologists realise. The first thing to note is the adage ‘correlation 
does not imply causation’. This means, if we find an association be-
tween two variables, we cannot simply conclude there is a causal 
relationship even when controlling for other variables. Instead, 
to be able to conclude causation, we need to work much harder. 
Importantly, every method for causal inference involves making 
some assumptions. Discussion of these assumptions, their plausibil-
ity and any deviations should form a key part of any reporting of 
causal conclusions.

2.2.3  |  Causal conclusions from experiments

Experiments, where researchers manipulate the environment and 
observe the consequences, can demonstrate causation. To do this, 
they must have:

• Controls, to know what would have happened without the 
manipulation;

• Replication within treatments, to apportion observed differences 
to the manipulation instead of random variation; and

• Randomisation of sampling units to treatments, to avoid bias and 
confounding with unmeasured/uncontrolled variables.

The assumptions for inferring causality from experiments are 
met if the experiment is well designed and things go to plan (Kimmel 
et al., 2021).

The wetland example demonstrates how experiments can be 
done even in complex environments. Mesocosms were collected 
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8  |    POPOVIC et al.

from four undisturbed upland wetland sites in the Sydney Basin. 
Transects were established wholly within identified vegetation com-
munities and mesocosms were extracted at random intervals. These 
wetlands (two in the Blue Mountains and two in the Woronora 
Plateau) were considered representative of the diversity of wetlands 
in the Sydney Basin. Each mesocosm was then randomised to treat-
ments, allowing the researchers to demonstrate the cause–effect 
relationships between water and fire treatments and plant commu-
nities. There were several treatment combinations, with the control 
group defined according to the research question. For example, 
when comparing water treatments, the controls were high- water 
unburnt mesocosms, as these were thought to represent the natu-
ral state of the wetland. Replication was achieved by sampling and 
allocating multiple mesocosms (n = 5) to each treatment. Sampling 
units (mesocosms) were allocated to treatments (e.g. low- , medium-  
and high- water levels) randomly. This randomisation can easily be 
achieved using widely available software like the randomizr pack-
age (Coppock, 2019), as was done for the wetland experiment, or 
simply by drawing numbers out of a hat.

An additional component of many well- conducted experiments 
is the practice of blinding, where researchers collecting measure-
ments or analysing data do not know the treatment allocation. 
Blinding can remove unconscious observer bias, but is unfortunately 
not widely practiced in ecology, where only about 13% of eligible 
studies undertake blinding (Kardish et al., 2015).

2.2.4  |  Causal conclusions from observational data

For ecologists, it is often not feasible or desirable to conduct 
controlled experiments. It may be that large amounts of observa-
tional data on the population of interest already exist, and their 
use may be preferable to conducting expensive experiments that 
produce small experimental datasets. These data may be sourced 
from repositories that combine data from many studies (e.g. GBIF, 
Movebank and eBird) or from long- term studies, which are often 
not driven by specific research questions, but instead aim to cap-
ture time trends and document unanticipated behaviour (ecological 
surprises) in habitats, populations and ecosystems. Alternatively, 
conducting a manipulative experiment may be unethical, for exam-
ple, it may cause environmental degradation. Finally, manipulative 
experiments conducted in the laboratory or under artificial condi-
tions may not be generalisable to the population of interest. In the 
wetland experiment, one of the hypotheses was that compositions 
would change over time from wetter-  to drier adapted species as 
hydrological resources diminished. However, the glasshouse set- up 
meant that colonisation of terrestrial (along with wetland) plants 
from a regional pool was not possible and the range of available 
species was constrained.

To infer causation from observational (i.e. non- experimental) 
data, we need to know quite a bit about the system we are studying, 
and make stronger assumptions, some of which can and should be 
tested, some of which cannot.

If assumptions are met, you can control for confounding vari-
ables using regression type methods to obtain causal relationships. 
Before inspecting the data, start by drawing a causal diagram, also 
termed a directed acyclic graph (DAG; see e.g. Arif & MacNeil, 2023). 
A DAG ideally encodes all known and assumed causal relationships 
between variables in the investigated system. Once you have a DAG, 
you can use the so- called ‘backdoor’ or ‘frontdoor’ criteria to find the 
variables to control for, and those to leave out, to estimate the causal 
relationship of interest (see e.g. Arif & MacNeil, 2023 for a guide). 
Among others, it is usually recommended to control for confounders 
(i.e. variables influencing both explanatory variable and response) 
but not for colliders (i.e. variables that are influenced by both the ex-
planatory variable and response). The DAGitty (Textor et al., 2017) 
R package and online app can help you draw a DAG. Do not use 
model or variable selection methods to choose variables to control 
for when estimating causal relationships (Arif & MacNeil, 2022; 
Stewart et al., 2023). Many of the assumptions you are making 
are encoded in your DAG, so ideally it should be included in your 
methods and mentioned in your discussion. For a detailed overview 
on the full range of causal methods, see for example Hernan and 
Robins (2023).

In summary, manipulative experiments make by far the least 
restrictive assumptions for causal inference and give very good es-
timates of causal effects. However, as we mentioned, experiments 
do have drawbacks, and it is best to complement manipulative ex-
periments with natural experiments and longitudinal monitoring 
(Driscoll et al., 2010). When using observational data, it is important 
to think deeply about and communicate the assumptions you are 
making, especially if you intend using causal language to communi-
cate your results.

2.3  |  Plan analysis and consider registration

Before you collect or explore the available data, it is critical to de-
velop a robust analysis plan. Planning your approach to analysis 
early can substantially reduce the complexity of the final analysis 
and improve the clarity of your results. An effective data analysis 
plan ensures that your study addresses the research question and is 
developed in tandem with your sampling method (see Section 3 for 
how to best develop a model that accounts for the characteristics 
of the data).

An analysis plan must include a comprehensive list of models and 
tests to be conducted, specifying in each case the model type (e.g. 
mixed effects model with Gaussian distribution), outcome/response 
variable (e.g. feather brightness), the principal predictor of interest 
(e.g. hatching date) and variables to control for (e.g. fixed effects of 
sex and body weight, random effects of year, nest of origin and nest 
of rearing). Often, we will not know which model will best fit our 
data, in which case we should include a description of how a good 
model will be chosen. The bird study plan was to determine the out-
come type (e.g. normal, log transformed) and the relationship type 
(linear, quadratic) with reference to residual plots. When conducting 
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    |  9POPOVIC et al.

multiple tests, appropriate methods for controlling for multiple test-
ing should be implemented (see e.g. Pike, 2011) to control for false 
positives.

For the most robust experimental design, we recommend reg-
istering your study (we follow Rice & Moher, 2019 to prefer the 
term registration to pre- registration). Registration archives a de-
tailed description of one's study before data collection or some-
times before data analysis (Nosek et al., 2018; Parker et al., 2019; 
Rice & Moher, 2019). Such description includes research aims 
(Section 2.1: research questions, hypotheses and predictions), study 
design (Section 2.2: data collection process) and a data analysis plan 
(Section 3.1: the statistical models to be fitted). Registration can be 
timestamped using public registries, such as Open Science Framework 
or As Predicted, and it can also be embargoed if needed. A registered 
report is similar to a registration in that they both commit to their 
study hypotheses and analysis plans prior to data collection, but it 
is a distinctive procedure (Chambers, 2013) where the introduction 
and methods are peer reviewed ahead of data collection. Currently, 
several ecological journals publish registered reports, including 
BMC Ecology and Evolution, Ecology and Evolution, and Conservation 
Biology, and less- specialised journals, such as PLoS ONE, BMC Biology, 
Scientific Reports and Nature Communications.

Registration can have a substantial impact on research quality. 
A recent study has shown that registered reports in biomedical and 
psychological research supported only around 40% of their original 
hypotheses (Allen & Mehler, 2019), relative to 80%–95% in tradi-
tional literature. The lower proportion points to a combination of 
registered reports precluding HARKing and p- hacking (where analy-
ses are changed until a significant result is found), as well as increas-
ing the chances of researchers publishing null results. No one has 
performed an ecological counterpart of this study yet. We anticipate 
registration and registered reports would bring a more reasonable 
ratio between positive and negative findings in ecology.

3  |  PRINCIPLE 2 .  DE VELOP A MODEL 
THAT ACCOUNTS FOR THE DISTRIBUTION 
AND DEPENDENCE OF YOUR DATA

3.1  |  Model dependence

The independence of errors is a critical assumption of almost all sta-
tistical methods. Errors are the unmodelled portion of the data after 
modelling dependence and impacts of covariates. The independence 
assumption can be met by collecting independent data (e.g. using 
a simple random sample) or by appropriately modelling (accounting 
for) any dependence in the data.

Dependence often arises from sampling design. Consider, 
for instance, a hierarchical (or nested) sampling design like in the 
bird study, where multiple hatchlings were sampled per nest. 
Dependence arises because hatchlings in one nest are more simi-
lar to each other than those in different nests. Such subsampling 
(or ‘pseudo- replication’ as it is often called) is a common source of 

dependence (Hurlbert, 1984), as is temporal dependence where, 
for example, the abundance of species in a wetland mesocosm is 
measured repeatedly. Again, these repeated measures (Gurevitch & 
Chester, 1986) result in observations that are more similar to each 
other for each mesocosm than they are between mesocosms. Spatial 
dependence, where sites closer in space are more similar than sites 
further apart, is also common. Dependence can also arise due to the 
complex nature of the system. For example, in multi- species surveys, 
dependence between species abundances may arise from common 
responses to unobserved environmental gradients, phylogeny or in-
teractions between species.

Dependence is not problematic, per se; replicate observations 
can be extremely valuable if understood, but they must be accounted 
for correctly in the analysis (Steel et al., 2013). If dependence is not 
correctly accounted for, it will lead to incorrect inference (often un-
derestimating uncertainty). Modelling common dependence types is 
straightforward in most statistical software (see Warton, 2022 for 
a detailed guide; and the mixed, multilevel and hierarchical models 
in R CRAN Task View; Bolker et al., 2022, for a comprehensive list 
of models). Briefly, generalised linear (mixed) models (McCulloch 
& Neuhaus, 2006), implemented in the lme4 (Bates et al., 2015, p. 
4) package, can model dependence due to clustering by  including 
a random intercept for the clustering variable (~ (1|mesocosm)). 
Random intercepts are also often used for longitudinal data (re-
peated measurements over time), though these data often need 
more structured temporal dependence by for example adding 
random slopes (~ (time|mesocosm)), which allow the change 
over time to vary by mesocosm (Schielzeth & Forstmeier, 2009). 
For multivariate dependence, there are hierarchical models imple-
mented in the gllvm (Niku et al., 2019, 2020) and Hmsc (Tikhonov, 
Opedal, et al., 2020; Tikhonov, Ovaskainen, et al., 2020) packages, 
as well as generalised estimating equations (e.g. mvabund; Wang 
et al., 2012). If the data you are modelling have several types of com-
plex dependence, then it is less straightforward to find software to 
model these. You may need to use special purpose software (see, 
e.g. the Analysis of Ecological and Environmental Data CRAN Task 
View; Simpson, 2023) or adapt flexible software to your problem 
(e.g. RStan: Stan Development Team, 2023; INLA: Rue et al., 2009; 
NIMBLE: De Valpine et al., 2017; greta: Golding, 2019).

The wetland and bird examples have several layers of depen-
dence, as is common in ecological data. In the wetland experiment, 
mesocosms within one swamp are dependent, repeated measure-
ments of each mesocosm are dependent and measurements in-
clude multiple species, which have complex interdependences. The 
wetland researchers fitted hierarchical models using the glmmTMB 
(Brooks et al., 2017) and lme4 packages, where, in addition to the 
effects of interest (vegetation, water and fire treatments), they in-
cluded fixed effects for the swamp, random effects for mesocosm 
and a reduced rank correlation structure between species (see 
Figure 4). Dependence in the bird example is due to clustering (by 
year and nest of origin). In addition, a cross- fostering experiment 
conducted in the study that was unrelated to this research question 
induced correlation due to the nest of rearing (see Supplementary 
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10  |    POPOVIC et al.

materials for details). Researchers used the lme4 package for anal-
ysis, including year, the nest of origin and the nest of rearing as ran-
dom effects.

3.2  |  Check assumptions

We have already discussed the importance of modelling depend-
ence in Section 3.1. In addition, statistical models assume the re-
sponse comes from a particular probability distribution with key 
properties including the response type (continuous, binary, counts) 
and its mean–variance relationship. Examples include: the Gaussian 
(normal) distribution for continuous data like weight, which as-
sumes constant variance of the residuals; binomial distribution for 
presence/absence with a binary response and a quadratic mean–
variance relationship; Poisson or negative binomial distribution for 
counts, like abundance, which assumes the variance is equal to or 
greater than the mean. Rather than fitting the data to the model, 
we should aim to develop a model that accounts for the characteris-
tics of the data. If assumptions are violated (in a consequential way, 
see below), then the model does not account for the characteristics 
of the data, and researchers should endeavour to find a better fit-
ting model. The violation of model assumptions can bias parameter 
estimates, for example, by confounding location and dispersion ef-
fects (Warton et al., 2012); or underestimate uncertainty, result-
ing in overconfidence in results. If a better model cannot be found 
(one may not exist or the correct model may not be implemented in 
code), then sensitivity analyses should be done. Sensitivity analysis 
is simply the process of trying alternative models that make different 
assumptions to assess whether the conclusions of the analysis are 
robust to these changes (i.e. give consistent results).

Every model fitted must be checked and adjustments made be-
fore conclusions can be drawn. Assumptions are usually checked 

visually, by inspecting plots of residuals. A plot of residual versus 
predicted (fitted) values can show departure from linearity or the 
assumed mean–variance relationship. Plots of residuals over time or 
space would show the magnitude of temporal or spatial autocorrela-
tion, respectively. Normal quantile plots can diagnose departures 
from normality (if a normal distribution is used). The effect of violat-
ing assumptions varies from model to model. For example, in a linear 
regression, the lack of normality is not as critical as constant vari-
ance, the violation of which may increase Type I error rates (Glass 
et al., 1972). As most distributions fit by ecologists are discrete (e.g. 
Poisson, negative- binomial, binomial), there are many choices of re-
siduals. Quantile residuals, implemented in the statmod (Dunn & 
Smyth, 1996) and DHARMa (Hartig, 2020) packages, are perhaps the 
most suited for checking assumption violations for ecologists.

Sometimes, models require assumptions that cannot be checked. 
Two common scenarios are missing data, where it is necessary to 
make assumptions about the type of missingness (Nakagawa & 
Freckleton, 2008), and causal inference from observational data. 
Here, sensitivity analysis can help assess how sensitive results are 
to these assumptions.

4  |  PRINCIPLE 3:  EMPHA SISE EFFEC T 
SIZES TO REPL ACE STATISTIC AL 
SIGNIFIC ANCE WITH ECOLOGIC AL 
RELE VANCE

4.1  |  Report ecological relevance by emphasising 
effect sizes

Ecologists seek tools that allow them to say something about the eco-
logical ‘significance’, or to use a better and less confusing term, assess 
the ‘ecological relevance’ of their findings (Martínez- Abraín, 2008). 

F I G U R E  4  Estimated marginal 
means (±95% confidence intervals) for 
species richness over time (days since 
commencement) in treatment mesocosms. 
Treatment levels are high ( ), medium ( ) 
and low ( ) water availability, and unburnt 
( ) and burnt ( ) fire treatment levels.
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    |  11POPOVIC et al.

Since that is hard, ecologists often settle for stating that their re-
sults are ‘statistically significant’. While this is tempting, statistical 
significance is insufficient for the reporting of the results of eco-
logical modelling because it provides no information on effect sizes 
(Nakagawa & Cuthill, 2007).

Given even a miniscule effect size in the population—say as an 
example, a 0.01% difference in the mean biomass between two 
water treatments—statistical significance could still be achieved if 
one could increase the sample size sufficiently. This will not make 
a 0.01% difference any more ecologically relevant. The effect size 
(here, mean difference) is the quantity of interest and must be pri-
oritised in analysis and reporting, along with a discussion on how 
ecologically relevant the measured effect size is, which must be 
based on knowledge of the system (see Kruschke, 2018, for review 
on meaningful effect sizes in different fields).

Focussing on the estimation of effect sizes requires reporting 
and interpreting confidence intervals (or equivalents when using 
other statistical approaches, such as credible intervals for Bayesian 
analysis). The width of these intervals indicates the uncertainty as-
sociated with an estimate. If you focus on estimation rather than 
significance testing, you can better capture the nuances of statistical 
analysis and interpretation.

4.2  |  De- emphasise p- values

The p- value is defined as the probability, under the assumption of no 
effect or no difference in the population (i.e. under the null hypoth-
esis), of obtaining a test- statistic equal to or more extreme than what 
was observed in the sample. This is a mouthful, and it is no wonder it 
is so commonly misinterpreted. Essentially, this means p- values are a 
measure of how incompatible the data are with a specified statistical 
model (Amrhein & Greenland, 2022). A p- value is not the probability 
that the null hypothesis is true, nor is it an indicator of the size of 
the effect, nor the probability that the data were produced by ran-
dom chance alone, among other misinterpretations (Wasserstein & 
Lazar, 2016).

P- values and ‘significance’ cut- offs have dominated scientific 
publishing since the early 20th century, originally because without 
the use of computers, widely used tables of test statistics encour-
aged this paradigm, though the practice was always controversial 
among statisticians (Kennedy- Shaffer, 2019). There have been calls 
for abandoning p- values and hypothesis testing altogether, both due 
to their ubiquitous incorrect interpretation and due to previously 
mentioned problems like cherry picking, and testing hypotheses 
which are known a priori to be false. More commonly, statisticians 
recommend we stop dichotomizing p- values (into significant/non- 
significant; McShane et al., 2019), which not only confuses statistical 
and ecological significance, but is also one of the causes of bad prac-
tices like p- hacking. Statisticians also recommend de- emphasising 
the importance of p- values (cf. Hardwicke et al., 2023). Current best 
practice is to report p- values as an addition to more important quan-
tities like effect size and confidence intervals, which also makes it 

harder to misinterpret the p- values. As Wasserstein et al. (2019, p. 
2) recommend, when interpreting results it is best to ‘accept uncer-
tainty. Be thoughtful, open, and modest’.

When modelling changes in biomass over time in the wetland 
example, the researchers found ‘evidence (p = 0.006) that differ-
ences in biomass between unburnt low-  and high- water mesocosms 
increased over time, with biomass differences between high-  and 
low- water mesocosms more than doubling (change = 2.2; 95% CI: 
1.2–4.0) between Day 587 and Day 1261 of the experiment’. The 
confidence intervals suggest that the biomass difference is conceiv-
ably as small as a 20% increase (1.2) or as large as a quadrupling 
(4.0). The former might be viewed as being of modest ecological 
relevance while a doubling or more might be viewed as a large ef-
fect. The researchers additionally found ‘no evidence of differences 
in biomass changes between high-  and medium- water mesocosms 
(p = 0.945; change = 1.1; 95% CI: 0.6–2.0)’. The wide 95% confidence 
interval (0.6–2.0) suggests that the difference between high-  and 
medium- water mesocosms could conceivably be almost halving (0.6) 
or doubling (2.0) of biomass. The large p- value and wide confidence 
interval may be a result of a too small sample size or a too large vari-
ance, or it could theoretically be that there is no difference between 
high-  and medium- water mesocosms. Since the researchers can-
not tell which of these factors was the cause of the large p- value, 
it would be wrong to conclude that there is no difference between 
high-  and medium-  water levels.

5  |  PRINCIPLE 4:  REPORT YOUR 
METHODS AND FINDINGS IN SUFFICIENT 
DETAIL SO THAT YOUR RESE ARCH IS 
COMPELLING AND REPRODUCIBLE

5.1  |  Make it easy to reproduce your study findings

Replicability and reproducibility are important considerations 
when reporting your research. While definitions vary (Goodman 
et al., 2016), we will use the Turing Way Community (2023) defi-
nition, which says a result is reproducible when the same analytical 
steps performed on the same dataset consistently produce the same 
answer. A result is replicable when the same analysis performed on 
different datasets produces qualitatively similar answers. As noted 
previously, replication studies in ecology are rare (Kelly, 2019) and 
few published studies provide sufficient detail about study design, 
data collection and analysis for replication studies to even be at-
tempted (Culina et al., 2020). Apart from the scientific benefits of 
comprehensive reporting, the successful replication of your study 
will lend a lot more weight to your findings, and this should be your 
goal. The aim is to help anyone who attempts to replicate your work 
by providing all the information they might need. Of relevance, col-
laborative networks are perhaps a good way forward for increasing 
replication studies in ecology, like recent examples of the Nutrient 
Network, US Long- Term Ecological Research network and Zostera 
Experimental Network (Yang et al., 2023). This is because such 
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12  |    POPOVIC et al.

networks allow replications at multiple sites, which, in turn, enable 
us to examine the heterogeneity and generalisability of a phenom-
enon (cf. Ives, 2018).

If you have never included data and code with your publications, 
it can seem overwhelming (Gomes et al., 2022), but it is not all or 
none: each step towards reproducibility is worthwhile. Our advice 
follows that of a colleague (D. Falster, pers. comm.), who recom-
mends you start small and work up to full reproducibility; first, writ-
ing the code so you yourself can reproduce the results after some 
time has passed; second, by making sure a collaborator can repro-
duce them; finally it is only a small extra step to provide completely 
reproducible code in your publications. Some good practices, in ap-
proximate order of difficulty, are the following:

• Always provide your complete data in a ‘non- proprietary machine- 
readable format’ such as .csv (not as hard scanned- in pages or 
PDF files);

• Keeping a research journal, noting any changes to study design or 
analysis, and why these were made, then reporting these in your 
methods and supplementary materials;

• Make sure your code is executable—that is your script file or 
rmarkdown/Quarto document should run from top to bottom 
without interruptions, exceptions and errors;

• Always supplement your papers with complete code to reproduce 
your results (and if using non- code based methods, provide a de-
tailed workflow to trace your analytical steps);

• Where possible, avoid using commercial software and promote 
Open Source and freely available computational tools;

• Avoid using ephemeral and transient hosts to keep your code and 
data (e.g. personal websites, departmental web archives). Use 
free, publicly accessible and well- maintained repositories instead 
(e.g. Figshare, Dryad, Zenodo);

• When presenting code use version- control systems (such as Git) 
and rich documents integrating code with comments (e.g. by using 
Quarto, rmarkdown and R packages such as knitr);

• Declare packages used in the analysis and their versions (e.g. 
with the help of the renv package). If software/packages you 
use may change beyond being re- usable quickly consider packing 
your code and data into a self- contained package (e.g. using Code 
Ocean or Docker).

5.2  |  Visualise model outputs to 
communicate results

As we have discussed in Section 4, results should focus on effect 
sizes and confidence intervals to promote a focus on ecological 
relevance. One of the most effective ways to do this is to plot the 
model outputs. By model outputs, we mean the estimated effects 
and confidence intervals produced by the model. While some pack-
ages have inbuilt functions to do this, the emmeans (Lenth, 2021) 
and sjPlot (Lüdecke, 2021) packages can plot model outputs from 
almost any commonly used R package. An alternative is to use the 

predict() function in most R packages to calculate predictions 
with uncertainty, then plot them manually. It is important to plot 
model outputs with uncertainty (i.e. confidence intervals), which is 
easily accomplished by using CIs = TRUE in emmeans::emmip, or 
se.fit = TRUE in many packages' predict() functions. The wet-
land and bird studies included plots created with emmeans (code 
in Figure 4), then modified with ggplot (Wickham, 2016); model 
estimates and confidence intervals for richness over time are repro-
duced here (Figure 4).

6  |  CONCLUSIONS

This paper has proposed guidelines to enhance statistical method-
ology for ecological studies suitable for use by individual research-
ers and research teams. While outside the scope of this work, 
undoubtedly there is more that can be done at a systemic level to 
encourage the adoption of stronger experimental design and re-
porting practices throughout the discipline. The authors are aware 
of journals that are beginning to embed more robust methodo-
logical requirements into review processes. We acknowledge that 
it can be challenging for researchers to remain engaged with the 
complexities of statistical practice when deeply engaged in their 
specific areas of research, and it is our hope that clear guidance 
and critical engagement with statistical methods will help to build 
statistical competence and fluency to the benefit of the ecological 
research community.
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