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(a)

(b)

(c)

Figure 4.1: (Left panels) Time series and (right panels) Fourier spectra corres-
ponding to (4.1a) a sample raw time series of flavin autofluorescence, (4.1b) the
time series processed by a high-pass Butterworth filter with a critical frequency
2.86 Ö 10= 3 min= 1, and (4.1c) the time series detrended using a moving average
(window size 30 time points). Arrow (↘) indicates artefact.
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4.3 Visualising groups in the dataset

To identify structures in datasets of time series, I implemented UMAP, a dimension-

reduction method, and modularity clustering, a graph-based clustering method.

Such data visualisation methods are important because the structures they show

may identify differences between groups that are biologically relevant — for

example, sub-populations of oscillations with similar properties. Previous efforts

in using computational methods to identify groups in a set of biological time series

include using k-means clustering to identify clusters of transcript cycling patterns

that correspond to phases of the YMC (Tu et al., 2005), development of a method

to cluster featurised multivariate time series based of videos of human motion

(Wang et al., 2007), and using signal entropy to featurise fMRI signals followed

by modularity clustering to partition the signals into brain regions (Shafiei et al.,

2019).

To demonstrate the data visualisation methods, I used time series of flavin auto-

fluorescence oscillations from one experiment with both the wild-type BY4741

strain (n = 206) and the mutant zwf1∆ strain (n = 425). These time series had

time points sampled every 5 min in the experiment, for a total of 163 time points.

I manually labelled the time series to indicate whether they were oscillatory or

not, with 142 of the 206 BY4741 time series classed as oscillatory and 224 of the

425 zwf1∆ classed as oscillatory.
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4.3.1 UMAP

UMAP (McInnes et al., 2020) is an unsupervised dimension reduction method

that can be used to visualise structure in a dataset. Specifically, UMAP aims to

find a manifold structure of the input observations and compute a low-dimensional

embedding that preserves the topological structure of the manifold. This embed-

ding thus serves as coordinates to plot the data onto a low-dimensional space.

To evaluate whether UMAP was able to discover a structure within the BY4741

& zwf1∆ dataset that corresponded to meaningful divisions, I featurised the time

series with catch22, then used UMAP to compute two-dimensional embeddings.

Fig. 4.2a demonstrates that UMAP suggested a small group of non-oscillatory

time series that differed markedly from the rest (∗ in figure), and a larger group

that was more similar to oscillatory time series (∗∗ in figure). However, the

figure also suggested that a third group of non-oscillatory time series occupied

the same region in embedding space as oscillatory time series. In addition, Fig.

4.2b demonstrates that UMAP suggested that the BY4741 time series were more

similar to each other than zwf∆ were to each other. This was evidenced by

how zwf1∆ occupied larger regions of the embedding space than BY4741. These

embeddings agreed with my observation that time series from the zwf1∆ strain

had a larger variety of shapes and oscillation quality than the BY4741 strain.

The overlaps between oscillatory and non-oscillatory time series and between

BY4741 and zwf1∆ time series in embedding space can be explained by two

factors: the characteristics of the time series themselves, or the UMAP algorithm.

To demonstrate that the characteristics of the time series contribute to their

groupings within the embedding space, Fig. 4.3 shows non-oscillatory time series

that correspond to the two regions described by Fig. 4.2a along with those that

occupy the same region of embedding space as oscillatory time series. This figure
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(a) (b)

Figure 4.2: UMAP embedding (n = 5, min dist = 0.5, d = 2, Euclidean distance
as the metric) of a dataset of time series featurised using catch22. Each node
represents a time series, coloured either by (4.2a) whether each is oscillatory or
not, human-labelled (∗ and ∗∗ indicating two groups of non-oscillatory nodes of
interest), or by (4.2b) strain (‘BY4741’ or ‘zwf1∆’).

suggests that the groups of interest were defined by the characteristics of the time

series. Specifically, Region 1 corresponds to non-oscillatory time series with very

high signal-to-noise ratios, Region 2 corresponds to non-oscillatory time series

with high signal-to-noise ratios, and Region 3 corresponds to time series with

inconsistent oscillatory behaviour. Such time series in Region 3 were labelled

non-oscillatory due to their inconsistent behaviour, but likely occupy the same

region in embedding space with oscillatory time series because they share similar

noise characteristics.

To further emphasise the role of the characteristics of the time series, Fig. 4.4

repeats the UMAP analysis, but on the first half of the time series. As the first half

of each time series is likely to have similar time series characteristics as the whole

time series, this figure provides further evidence to suggest that the characteristics

of each time series are the major determinant of each node’s position in the
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Figure 4.3: Sample non-oscillatory time series from regions of interest in UMAP
embedding space shown in Fig. 4.2. (4.3a) Non-oscillatory group (small group, ∗
in Fig. 4.2a). (4.3b) Non-oscillatory group (large group, ∗∗ in Fig. 4.2a). (4.3c)
Non-oscillatory time series that occupy the same region of embedding space as
oscillatory time series.
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(a) (b)

Figure 4.4: UMAP embedding (n = 5, min dist = 0.5, d = 2, Euclidean distance
as the metric) of a dataset of the first half of time series used in Fig. 4.2, featurised
using catch22. Each node represents a time series, coloured either by (4.4a)
whether each is oscillatory or not, human-labelled, or by (4.4b) strain (‘BY4741’
or ‘zwf1∆’).

embedding space. This conclusion is further evidenced by the continued presence

of a small group of non-oscillatory time series that differed substantially from the

rest and a larger group that was more similar to oscillatory time series (Fig. 4.4a),

similar to what is shown in Fig. 4.2a.

To improve the visualisation in Fig. 4.2, I performed a grid search of the n and

min dist UMAP hyperparameters (Appendix A.2) to find the best combination

that separates the groups of time series. Fig. 4.5 suggests that 50 ≤ n ≤ 150

and 0.25 ≤ min dist ≤ 1 resulted in a good separation between the BY4741

and zwf1∆ nodes. However, in this region, the two groups of non-oscillatory time

series marked by ∗ and ∗∗ in 4.2 were merged. Altogether, these non-oscillatory

time series were consistently displayed into groups separate from the rest as the

hyperparameters were varied.
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