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A B S T R A C T 

Ly α nebulae ubiquitously found around z > 2 quasars can supply unique constraints on the properties of the circumgalactic 
medium, such as its density distribution, provided the quasar halo mass is known. We present a new method to constrain quasar 
halo masses based on the line-of-sight velocity dispersion maps of Ly α nebulae. By using MUSE-like mock observations 
obtained from cosmological hydrodynamic simulations under the assumption of maximal quasar fluorescence, we show that the 
velocity dispersion radial profiles of Ly α emitting gas are strongly determined by gravity and that they are thus self-similar with 

respect to halo mass when rescaled by the virial radius. Through simple analytical arguments and by exploiting the kinematics 
of He II 1640 Å emission for a set of observed nebulae, we show that Ly α radiative transfer effects plausibly do not change the 
shape of the velocity dispersion profiles but only their normalization without breaking their self-similarity. Taking advantage of 
these results, we define the variable η140 −200 

40 −100 as the ratio of the median velocity dispersion in two specifically selected annuli 
and derive an analytical relation between η140 −200 

40 −100 and the halo mass which can be directly applied to observations. We apply 

our method to 37 observed quasar Ly α nebulae at 3 < z < 4.7 and find that their associated quasars are typically hosted by 

∼10 

12.16 ± 0.14 M � haloes independent of redshift within the explored range. This measurement, which is completely independent 
of clustering methods, is consistent with the lowest mass estimates based on quasar autocorrelation clustering at z ∼3 and with 

quasar-galaxies cross-correlation results. 

K ey words: galaxies: e volution – galaxies: haloes – galaxies: high-redshift – galaxies: kinematics and dynamics – quasars: 
general. 
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 I N T RO D U C T I O N  

ithin the standard paradigm of structure formation we expect that
he dark matter and gaseous structures in our Universe form due
o gravitational collapse, where the matter contracts into sheets
nd filaments which constitute the cosmic web (Bond, Kofman &
ogosyan 1996 ). Quasi-spherical haloes are expected to form in the
odes of this web, mostly where filaments intersect. These haloes
re continuously fed with primordial and recycled gas through the
laments of the cosmic web, with galaxies forming in the central
egions of the haloes (Rees & Ostriker 1977 ; Silk 1977 ; White &
renk 1991 ). Some fraction of this gas must reach and feed the
alaxies in order to power star formation. Ho we ver, the detailed
hysical processes which shape gas accretion onto galaxies and the
hysical properties of the circumgalactic medium (CGM) are still
ncertain, especially at z > 2, during the peak of galaxy formation.
his is partly due to the diffuse nature of the gas in the CGM, which
as hampered its direct study in emission and thus the possibility to
robe its morphology and detailed physical properties. 
 E-mail: s.debeer@campus.unimib.it 
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Several numerical studies from the last decades have suggested
hat gaseous filaments penetrating high-redshift haloes can remain
elatively cold ( < 10 5 K) and dense compared to the surrounding halo
as which is shock-heated to the virial temperature (Kere ̌s et al. 2005 ;
gertz, Teyssier & Moore 2009 ; Dekel et al. 2009 ; Kere ̌s et al. 2009 ).
ore recent studies have ho we ver argued that the lack of spatial

esolution in these models could have affected these results (Joung,
ryan & Putman 2012 ; Mandelker et al. 2016 , 2018 ; Hummels
t al. 2019 ; Mandelker et al. 2019 ; Peeples et al. 2019 ; Vossberg,
antalupo & Pezzulli 2019 ; Corlies et al. 2020 ; Fielding et al. 2020 ;
i & Tonnesen 2020 ; Gronke et al. 2022 ), artificially prolonging the
laments’ life and their ability to directly feed galaxies with cold gas.
Until recently, with a few exceptions, the only way to probe the

igh-redshift CGM has been via absorption features in the spectra
f background quasars and galaxies (Hennawi et al. 2006 ; Rubin
t al. 2010 ; Steidel et al. 2010 ; Rudie et al. 2012 ; Fumagalli et al.
013 ; Turner et al. 2014 ; Bielby et al. 2017 ; Dutta et al. 2020 , 2021 ;
ofthouse et al. 2023 ). These studies have confirmed the need for
 multiphase CGM but have not been able, given the sparseness
f background sources, to directly probe the detailed morphology
nd physical properties (such as the density and ‘clumpiness’) of
he CGM. This limitation can partly be mitigated by using lensed
© 2023 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 
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ackground quasars which afford multiple sight lines through one 
alo’s CGM (Smette et al. 1992 ; Monier, Turnshek & Lupie 1998 ;
auch et al. 2001 ; Ellison et al. 2004 ; Zahedy et al. 2016 ; Rubin et al.
018 ) or gravitational arc tomography (Lopez et al. 2018 ; Mortensen
t al. 2021 ; Tejos et al. 2021 ; Bordoloi et al. 2022 ; Fernandez-
igueroa et al. 2022 ). The situation has changed in recent years
ue to new, highly sensitive instrumentation, such as the Multi-Unit 
pectroscopic Explorer (MUSE) on the ESO Very Large Telescope 
VLT) (Bacon et al. 2010 ) and the Keck Cosmic Web Imager (KCWI)
Martin et al. 2010 ; Morrissey et al. 2018 ) which can reach sensitivity
evels that are at least one order of magnitude deeper than previously
ossible. For instance, deep MUSE observations (20 h of integration 
ime or longer) have revealed the CGM in Ly α emission around 
ndividual galaxies (Wisotzki et al. 2016 ), the so-called Ly α haloes, 
t surface brightness (SB) levels of about 10 −19 erg s −1 cm 

−2 

rcsec −2 . The faintness of this emission prevented previous detection 
ith the exception of large statistical stacks of narrow-band imaging 
bservations (Steidel et al. 2011 ) and deep, long slit spectroscopic 
bservations of multiple foreground and background quasar pairs 
Hennawi & Prochaska 2013 ). Because such Ly α emission could 
e due to three different emission mechanisms [recombination 
adiation, collisional excitation, and ‘continuum-pumping’, see e.g. 
antalupo ( 2017 ) for a re vie w], and because of the resonant nature
f Ly α radiation, directly translating these observational constraints 
nto a measurement, e.g. of gas density, is extremely challenging. 
ndeed, it would require detailed, high-resolution radiative trans- 
er models combined with high-resolution cosmological simula- 
ions which are not easily achie v able with current computational 
acilities. 

Luckily, there is a phenomenon that both simplifies the inter- 
retation of Ly α emission and increases its brightness by orders 
f magnitudes compared to the CGM of typical galaxies: quasar 
uorescence (Haiman & Rees 2001 ; Bunker et al. 2003 ; Cantalupo
t al. 2005 ). The intense ionizing radiation of a bright quasar is able
o almost fully ionize its CGM, at least within the quasar ionization
ones, and cosmic web filaments on scales of several hundreds of
pc (Cantalupo et al. 2014 ; Umehata et al. 2019 ; Bacon et al. 2021 ).
he resulting recombination emission from the cold ( < 10 5 K) gas

s easily detectable with narrow-band imaging and shallow MUSE 

urv e ys ( < 1 h of integration time) since it can reach SB levels
p to 10 −17 erg s −1 cm 

−2 arcsec −2 at z > 2 (Cantalupo, Lilly &
aehnelt 2012 ; Cantalupo et al. 2014 ; Borisova et al. 2016 ; Farina

t al. 2017 ; Arrigoni Battaia et al. 2019 ; Cai et al. 2019 ; Cantalupo
t al. 2019 ; Drake et al. 2019 ; Farina et al. 2019 ; Umehata et al.
019 ; Fossati et al. 2021 ). In addition, other CGM emission lines
lso become easier to detect, including the non-resonant He–H α

mission (Cantalupo et al. 2019 ) and H–H α (e.g. Leibler et al.
018 ; Langen et al. 2023 ), and metal emission lines such as the
 IV doublet (1548.2 Å, 1550.8 Å) (Guo et al. 2020 ; Travascio et al.
020 ; Fossati et al. 2021 ). The non-resonant emission lines can then
e used to constrain the kinematics, test the recombination-radiation 
ature of Ly α emission, constrain densities, and the ‘clumpiness’ of 
he medium, e ven belo w the spatial resolution scale (e.g. Cantalupo
t al. 2019 ). In the last fe w years observ ations of quasar fields with
nte gral-field-spectroscopy hav e rev ealed the ubiquity of CGM Ly α
mission around quasars at z > 2, including quasars with absolute 
agnitudes within the range of −27.2 < M i < −23.7, some of the

aintest known SDSS quasars (e.g. Mackenzie et al. 2021 ), at all
xplored redshifts up to the red-wavelength cut-off range of MUSE 

t z ∼ 6 (e.g. Farina et al. 2019 ). The availability of quasars and
he ease of detection has produced an impressively large statistical 
ample of more than a few hundred quasar Ly α nebulae in less than
 decade, which can be used to directly probe the CGM’s physical
roperties. The extended and diffuse morphology of these nebulae 
uggest the presence of a perv asi ve and dif fuse cold component of
he CGM, as the recombination process becomes inefficient at higher 
emperatures. 

The Ly α SB due to recombination radiation depends on the 
ntegral of the cold gas density squared along the line of sight.
s such, the emission is v ery sensitiv e to the ‘clumpiness’ of the
edium, or, similarly, to the ‘broadness’ of the density probability 

istribution function along the line of sight and within the spatial
esolution element (e.g. Cantalupo et al. 2019 ). This information 
s encoded in the Ly α SB radial profile for example. Ho we ver, it
s difficult to compare the implied cold gas density profiles with
xpectations from current galaxy formation models without knowing 
he associated dark matter halo mass (e.g. Pezzulli & Cantalupo 2019
nd references therein). This is because more massive haloes have a
igher average density and a larger size along the line of sight at a
xed radial distance with respect to smaller haloes (see Section 2.1
or more details). In addition, different halo masses could result 
n different temperatures of the CGM’s hot ( > 10 5 K) component,
alo baryon fraction and/or cold gas fraction (Crain et al. 2007 ;
ulier et al. 2019 ), all elements which could have an important

ffect on the expected Ly α SB profile. The knowledge of the quasar
ost halo mass is thus fundamental to making precise inferences 
bout other properties of the CGM, such as its density distribution,
rom the Ly α SB. Current methodologies of estimating quasar host 
alo masses rely on measuring quasar autocorrelation functions 
or quasar-galaxy cross-correlation functions) which in principle 
an provide precise estimates of halo masses. Ho we ver, there are
ignificant discrepancies between different works at similar redshifts 
hat are not yet fully understood. In particular, quasar autocorrelation 
tudies suggest halo masses between 10 12 M � and 10 13 M � (Shen et al.
007 ; Eftekharzadeh et al. 2015 ; Timlin et al. 2018 ) between z ∼
 and z ∼ 3.5. In contrast, quasar galaxy cross-correlation studies 
onsistently measure typical quasar halo mass v alues belo w 10 12.5 M �
t redshifts from z ∼ 3 to z ∼ 4 (Trainor & Steidel 2012 ; Font-
ibera et al. 2013 ; Garc ́ıa-Vergara et al. 2017 ; He et al. 2018 ) and
o not indicate a significant evolution with redshift. At z > 3.5,
he constraints provided by these studies start diverging from quasar 
utocorrelation measurements. These discrepancies between quasar 
utocorrelation and quasar galaxy cross-correlation results at higher 
edshifts are not yet well understood but have significant implications 
n the inferred physical properties of the CGM, such as its density
istribution. 
On the other hand, recent high resolution simulations focusing on 

he accreting gas in the CGM have demonstrated that the existence of
urbulent gas with broad density distributions is theoretically possible 
Hummels et al. 2019 ; Vossberg et al. 2019 ; Corlies et al. 2020 ;
ugustin et al. 2021 ). Ho we ver, more work is needed to properly

onfirm the existence and formation mechanism of such gas. Thus 
ur understanding of the CGM physical properties using its emission 
ill greatly benefit from an alternative and independent methodology 

o measure quasar host halo masses. 
The goal of the RePhyNe project (‘Resolving the physics of Quasar 

y α Nebulae’), presented here, is to develop and test, with the
elp of cosmological simulations, a new methodology which uses 
he kinematics derived from the CGM emission itself in order to
ro vide alternativ e and complementary methods to clustering studies 
o constrain the quasar host halo masses (Paper I, this study). With
his information in hand, we can thus provide new constraints on the
ensity distribution of cold gas within the CGM of quasars in the
econd part of the RePhyNe paper series (hereafter Paper II). 
MNRAS 526, 1850–1873 (2023) 
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1 in order to include the clumping factor, we substitute f v in equation (12) 
in Pezzulli & Cantalupo ( 2019 ) with f v / C l following the explanation in 
Section 2.1.2 of that paper. We note that C l here refers to the ‘internal clumping 
factor’ of individual clumps as discussed in detail in Section 2.3.3 . 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/526/2/1850/7261732 by guest on 30 January 2024
This paper is structured as follows: In Section 2 we detail the
ethods used to derive mock MUSE-like observations which are

hen used to obtain the line-of-sight velocity dispersion profiles of
mitting gas. In Section 2.3 , we present our main results, including
he analytical relation based on the self-similarity with respect to

ass of the velocity dispersion profiles rescaled by the virial radius.
n Section 3 , we apply our method to obtain new constraints on the
alo mass associated with observed quasars in the MAGG and MQN
ample (Borisova et al. 2016 ; Lofthouse et al. 2020 ). In Section 4 ,
e discuss the advantages and limitations of our mass estimation
ethod and we compare our results to the literature. Finally, in
ection 5 we summarize our work. For the sake of consistency with

he cosmological simulations used to derive our analytical relation
 EAGLE and ENGINE , see Section 2.2.1 ) we assume the same flat
 CDM cosmology and use the parameters from the 2013 Planck

esults (Planck Collaboration VIII 2014 ). In particular, we use H 0 =
7.7 km s −1 Mpc −1 , �b = 0.04852, and �m = 0.307. Furthermore,
e define the virial radius r vir of a halo as r 200 , the radius at which the

verage density of the spherical halo reaches 200 times the critical
ensity of the universe at the given redshift. 

 D E V E L O P I N G  A  N E W  MASS  ESTIMATION  

E T H O D  

n this section, we develop and test a new quasar halo mass estimation
ethod which uses the CGM emission kinematics. As such, it is

ndependent of and complementary to previous quasar clustering
tudies at z > 2. Because current observations only probe the cold
10 4 < T < 10 5 K) part of the CGM, the proposed halo mass
stimation method will focus on the kinematics of this component
nd, in particular, on its associated Ly α radiation, which is the most
ommonly detected emission. An analytical expression quantifying
he de generac y between halo mass and the CGM’s physical proper-
ies, further moti v ating the need to fix the host halo’s mass, is deri ved
n Section 2.1 . In order to take the possibly complex morphology and
inematics of gas accretion within dark matter haloes into account,
e calibrate our mass estimate method using mock observations of
y α nebulae in hydrodynamic cosmological simulations of cosmic
olumes. The procedure for generating the mock observations is
etailed in Section 2.2 and the subsequent kinematical analysis is
resented in Section 2.3 . Finally, in Section 2.4 we introduce the
ew quasar halo mass estimation method. 

.1 Degeneracy between halo mass and gas clumping factor 

ecause the observed SB is the integral of the emissivity o v er the line
f sight, we expect that to the first order it will depend both on halo
ass (which determines both the gas density at a given projected

istance from the ionizing source and the ‘integration length’) and
he cold gas density distribution along the line of sight. The latter
an be parametrized through the so-called ‘clumping factor’ [see e.g.
antalupo ( 2017 ) for a re vie w]: 

 l ≡< n 2 > / < n > 

2 , (1) 

here n is the gas density and l is the spatial scale (or volume)
 v er which the integral is performed. C l is by definition equal to
ne if the density on scales l is constant and greater than one
therwise. Because our main goal is to constrain the CGM gas density
istribution from the observed CGM emission SB, it is important
o understand its possible de generac y with other variables. We can
erive a simple expectation concerning this degeneracy through
nalytical considerations as developed in Pezzulli & Cantalupo
NRAS 526, 1850–1873 (2023) 
 2019 ) (to which we refer the reader for more details). In particular,
y rewriting equation (12) in Pezzulli & Cantalupo ( 2019 ) to include
he clumping factor, 1 one can obtain the following relation between
lumping factor, halo mass, CGM cold gas fraction f CGM,cold , and the
olume filling factor of cold gas ( f v ) for a fixed SB profile proportional
o R 

−β , with β = 1.5: 

 l ∝ f v f 
−2 
CGM , cold M 

−5 / 6 
h . (2) 

he CGM cold gas fraction used in this relation refers to the total
ass of cold gas in the CGM normalized by the total baryonic mass

ssociated to the halo 

 CGM , cold = 

M cold 

( �b /�m 

) M h 

(3) 

nd the exponent of the halo mass in equation ( 2 ) can be derived
s (1 + β)/3. This relation implies that for a fixed SB profile there
s a de generac y between clumping factor, halo mass, CGM cold
as fraction, and the volume filling factor of the cold gas. Thus
nformation concerning these attributes is required to derive the
GM gas density distribution from observed SB profiles. Ho we ver,

he exact behaviour of both quantities is currently unknown in
bservations and deriving an expectation from simulations is also
on-trivial as both quantities may be sensitive to the simulation’s
eedback recipes and numerical resolution. In Paper II, we will study
hese two quantities in more detail using cosmological simulations
f differing resolutions. Under the plausible assumption that these
uantities vary slowly within the halo range relevant for this study,
quation ( 2 ) implies that current uncertainties in the quasar host halo
asses as derived by clustering measurements (see Introduction for
ore details) result in relatively large uncertainties in our ability to

onstrain the physical properties of the CGM. This highlights the
mportance of finding complementary methods to constrain quasar
ost halo masses at z > 3 as discussed in this work. 

.2 Generating mock obser v ations 

.2.1 Cosmological simulations 

uasar clustering estimates suggest that quasar host halo masses
re in the range of 10 12 M � − 10 13 M � at z > 3 (Shen et al.
007 ; Eftekharzadeh et al. 2015 ; Timlin et al. 2018 ). To follow
he formation and evolution of these large haloes cosmological
imulations with a volume of at least 50 comoving Mpc 3 (cMpc)
t z > 3 are needed. At the same time, these simulations require a
igh enough resolution to resolve the kinematic components of the
GM. For this reason, we use the EAGLE (Crain et al. 2015 ; Schaye
t al. 2015 ; McAlpine et al. 2016 ; EAGLE-Team 2017 ) and ENGINE

PH simulation suites which contain haloes with a mass of up to
0 13.25 M �. Although the CGM is likely not fully resolved in the
AGLE simulations, Rahmati et al. ( 2015 ) have shown that observed
lobal column density distribution function of H I and the observed
adial co v ering fraction profiles of strong H I absorbers around bright
uasars are well reproduced. This suggests that the simulations are at
east able to capture the large scale distribution of the gas in the CGM.
n particular, the ENGINE simulation uses the EAGLE baryonic physics
mplementation applied to a 50 cMpc 3 volume with the same number
f particles as the EAGLE fiducial 100 cMpc 3 simulation, resulting
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Table 1. Resolutions and box sizes of the EAGLE (Ref) and ENGINE (RECAL 

& NoAGN) simulations used in this work. From left to right the columns 
show: simulation name prefix, the comoving box size, the number of dark 
matter particles and the initial equal number of baryonic particles, the initial 
baryonic particle mass, and the dark matter particle mass. The mass resolution 
of the RECAL and NoAGN simulations is eight times higher than that of the 
Ref simulation. 

Prefix L N m g m dm 

(cMpc) (M �) (M �) 

Ref 100 1504 3 1.81 × 10 6 9.70 × 10 6 

RECAL 50 1504 3 2.26 × 10 5 1.21 × 10 6 

NoAGN 50 1504 3 2.26 × 10 5 1.21 × 10 6 
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n a higher mass resolution. The specific EAGLE simulation used is
alled RefL0100N1504 (Ref): a box with a side length of 100 cMpc
ontaining 1504 3 particles with the standard EAGLE stellar and AGN 

eedback implementation where both stellar and AGN-feedback are 
odelled with a stochastic injection of thermal energy (Schaye et al. 

015 ). The two ENGINE simulations used are RECALL0050N1504 
RECAL) and NoAGNL0050N1504 (NoAGN). Both are boxes with 
 side length of 50 cMpc containing 1504 3 particles with the 
ecalibrated EAGLE stellar feedback implementation. The difference 
etween the two simulations is that RECAL also has AGN-feedback 
mplemented, while in the NoAGN simulation the AGN-feedback 
s turned off. The reason for including the NoAGN simulations is
hat it allows us to quantify the effect of the EAGLE AGN-feedback
mplementation on the obtained mass estimates as discussed in 
ection 4.2 . Although the RECAL and NoAGN simulations have the 
ame initial conditions, their simulated haloes and gaseous structures 
re not identical. This coupled with the projection to two dimensions 
see Section 2.2.4 ) ensures that we do not analyse two sets of identical
y α nebulae. A basic o v ervie w of the simulations properties is gi ven

n Table 1 . 
In order to compare our results to current observations, we analyse 

wo snapshots from each of the three simulations corresponding to 
edshifts z = 3.528 and z = 3.017. These two snapshots are chosen
o be compatible with the redshift of previous observations of Ly α
ebulae (Borisova et al. 2016 ; Arrigoni Battaia et al. 2019 ; Marino
t al. 2019 ; Fossati et al. 2021 ) and maximize the halo mass coverage,
s the range of halo masses contained in the simulation box increases
ith decreasing redshift. 
As is common in current cosmological simulations, the multiphase 

nterstellar medium (ISM) is not resolved, so the properties of 
he star-forming gas is defined by an ef fecti ve equation of state:
 eos ∝ ρ4 / 3 

g , where P eos is the gas pressure and ρg is the gas
olume density. This implies that the temperature of these gas 
articles is artificially set by the ef fecti ve pressure imposed on the
nresolved, multiphase ISM (Schaye et al. 2015 ) and not by the
ydrodynamical interaction with the ambient gas. In the EAGLE and 
NGINE simulations gas is defined to be star-forming, and thus placed 
n the ef fecti ve equation of state, if its density lies abo v e the following
etallicity (Z) dependent threshold: 

 ∗( Z) = 

(
0 . 002 

Z 

)0 . 64 

10 −1 cm 

−3 . (4) 

As this threshold separates the CGM from the ISM in the 
osmological simulation, its actual value is of relevance for the 
redicted SB of the CGM emission and it will be further explored
n Paper II. Ho we ver, this threshold has a negligible effect on the
uasar host halo mass estimate as is demonstrated in Appendix A . 
The simulations allow us to separately explore the kinematics of 
he different components of quasar haloes, including dark matter, 
old ( T < 10 5 K) and hot ( T > 10 5 K) gas, of which solely the cold
omponent is currently traceable by CGM emission observations 
t z > 2. The kinematics of the dark matter is directly linked to
he gravitational potential of the halo and thus to its mass. In later
ections, we explore the relation between the cold and the dark matter
inematics in order to test if the former can be used as a proxy for
he latter. 

.2.2 Modelling the CGM emission of quasars 

s discussed in the introduction, one of the advantages of studying
he Ly α CGM emission around quasars is their intense ionizing radi-
tion. This leads to the majority of the hydrogen in their CGM being
ighly ionized, simplifying Ly α modelling with respect to the CGM 

f star-forming galaxies for example. In the ‘highly-ionized’ case 
he contributions due to collisional excitation (Haiman, Spaans & 

uataert 2000 ; Fardal et al. 2001 ; Dijkstra, Haiman & Spaans 2006 ;
antalupo, Porciani & Lilly 2008 ; Rosdahl & Blaizot 2012 ) can be
eglected at temperatures above T = 10 4 K based on the deri v ation in
ezzulli & Cantalupo ( 2019 ). There is not enough neutral hydrogen
or collisional excitation to make a significant contribution to the 
mission, even though the collisional excitation coefficient dominates 
he recombination coefficient at those temperatures (Cantalupo et al. 
008 ). We also neglect scattering (or ‘photon-pumping’) of Ly α and
ontinuum photons of galaxies and quasars (Cantalupo et al. 2014 ),
hich is difficult to model properly with current numerical models. 
ophisticated radiative transfer modelling would be required and 
uch modelling depends on the optical depth and precise kinematics 
f the emitting gas clumps on sub-kiloparsec scales which are 
urrently not resolved by cosmological simulations (Hummels et al. 
019 ; Corlies et al. 2020 ; Zahedy et al. 2021 ). Observations of non-
esonant lines such as He–H α and H–H α confirm that recombination 
s the main emission source at z ∼ 2.3 (Leibler et al. 2018 ;
angen et al. 2023 ). It is, ho we ver, not clear if the same holds
t z > 3, but upcoming JWST observations will help clarify the 
ssue. 

By not modelling any radiative transfer effects we also do not
odel the broadening of the Ly α line caused by its resonant

ature (Cantalupo et al. 2005 ). Ho we ver, our mass estimation
ethod is designed to be independent of the line-broadening as is

xplained in Sections 2.3.3 and 2.4 . Moreover, as discussed below,
he kinematical analysis is predominantly independent of the actual 
alue of the SB, as long as the SB value is high enough to be
etectable. For the reasons stated above and for simplicity sake, 
e thus only include Ly α emission from recombination radiation 

nd we leave further discussion concerning emission mechanisms to 
aper II. 
We calculate the emissivity of the gas due to Ly α recombination

adiation by assuming an ionizing source, such as a bright quasar,
esides in the centre of each halo and assuming maximal fluorescence , 
.e. the central ionizing source is bright enough to ionize the entirety
f the surrounding medium within an opening angle of 100 per cent.
he Ly α emissivity εLy α is calculated using the following relation 

Ly α = 

1 − Y / 2 

1 − Y 

hνLy α

4 π
n 2 H αeff ( T ) , (5) 

here Y is the number fraction of primordial helium, (1 − Y /2)(1 −
 ) is a correction term due to the presence of primordial helium, h is
lanck’s constant, νLy α is the Ly α rest-frame frequency (1215.67 Å), 
 H is the number density of hydrogen, and αeff ( T ) is the case A
MNRAS 526, 1850–1873 (2023) 
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f fecti ve recombination coef ficient. We note that using the case
 ef fecti ve recombination coefficient would produce very similar

esults (e.g. Pezzulli & Cantalupo 2019 ). The case A recombination
oefficient is taken from Hui & Gnedin ( 1997 ) Appendix A and the
weakly temperature dependent) fraction of recombination events
hat result in the emission of a Ly α photons is taken from Cantalupo
t al. ( 2005 ) 

eff ( T ) = 0 . 35 × α( T ) , (6) 

( T ) = 1 . 269 × 10 −13 cm 

3 s −1 τ 1 . 503 

[ 1 . 0 + ( τ/ 0 . 522) 0 . 470 ] 1 . 923 
, (7) 

= 2 × 157807 K 

T 
. (8) 

A central, ionizing source, such as we are assuming, would
lso heat the gas through photo-electric heating. We refer to this
emperature as the photo-heating temperature and its exact value is
argely determined by the shape of the ionizing spectrum (Osterbrock
 Ferland 2006 ). Pezzulli & Cantalupo ( 2019 ) have calculated this

hoto-heating floor for the ionized CGM as a function of density,
etallicity, and the ionizing QSO spectrum for a distance of 50 kpc

way from the ionizing source. Their results can be found in the
forementioned work. We adopt a value of T = 5 × 10 4 K for the
hoto-heating floor which corresponds to a metallicity of 0.1 Z � and
ool phase number density of 1 cm 

−3 assuming a ‘standard’ QSO
pectrum (Lusso et al. 2015 ). While an o v er- or underestimation of
he photo-heating floor does effect the emissivity of the gas, it does
ot influence our ultimate halo mass estimation. We discuss in Paper
I ho w v arying the imposed photo-heating floor changes implications
oncerning the density of the CGM based on our halo mass estimates
nd calculated Ly α emissivity. 

.2.3 SPH particle to grid conversion 

he large majority of Ly α nebulae known to date have been
isco v ered using inte gral-field-spectroscopy, e.g. with the MUSE
r the KCWI instruments (Borisova et al. 2016 ; Wisotzki et al. 2016 ;
eclercq et al. 2017 ; Arrigoni Battaia et al. 2019 ; Fossati et al. 2021 ).
ence the observations are essentially 3D spatial-spatial-velocity
rids. In order to compare the simulation to the data, the SPH-particle
ased simulations are also converted to grids. We use the code P2C 

2 

Particles to Chombo; originally developed by S. Cantalupo) to this
im. A brief description of the code is given below. 

P2C converts particle fields, such as SPH outputs generated by the
AGLE , Sherwood (Bolton et al. 2017 ) or AREPO (Springel 2010 )
odes, into adaptively refined-meshes in the standard ‘Chombo’
ormat (Adams et al. 2021 ), which can be used as an input for state-
f-the-art visualization softwares such as VISIT (Childs et al. 2012 ).
n particular, after a regular base grid is defined and populated with
he particle data as described below, the mesh can be further refined
nto a nested hierarchy of rectangular grids of different sizes and
e vels of refinement, follo wing the implementation called ‘patch-
ased AMR’, originally described in Berger & Oliger ( 1984 ). The
lgorithm, which has been developed for the RADAMESH radiative-
ransfer code (Cantalupo & Porciani 2011 ), is described in detail
n section 3.1 of Cantalupo & Porciani ( 2011 ). Because our goal
s to compare to the uniform 3D grids of MUSE and KCWI, we
o not use the multimesh capabilities of P2C here. Currently, the
as attributes that can be mapped to the grid are their density, x-,
NRAS 526, 1850–1873 (2023) 
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n
T
o

-, and z-velocity, temperature, emissi vity, and emissi vity weighted
elocities. The grid cells emissivity values are calculated from the
uminosity of the particles. A particle’s luminosity is obtained by
ntegrating εLy α , as defined in equation ( 5 ), o v er the particle’s
olume. The particle’s luminosity is then distributed o v er the grid
ccording to a given smoothing kernel. We choose to use the
ame smoothing kernel as is used in the EAGLE simulations: the
 

2 kernel from Wendland ( 1995 ) (EAGLE-Team 2017 ), but note
hat the actual choice of the smoothing kernel has little effect on
cales larger than the smoothing kernel itself, which is usually
he case for the majority of the quantities. The user can also
hoose to exclude gas above a given uniform density threshold or
etallicity-dependent threshold described in equation ( 4 ), as usually

one in cosmological simulation to define star-forming regions. A
inimum temperature floor, e.g. due to photo-heating, can also be

mposed. 

.2.4 Mock integral-field-spectroscopy observations 

ue to the complex, non-spherical morphology of the ‘cold’ com-
onents in the CGM, the same structure observed from different
irections can appear to have completely different morphologies. We
ake advantage of this effect to increase our sample size by generating
hree mock integral-field-spectroscopy observations (mock cubes)
or each halo included in this analysis by using three perpendicular
ines of sight. The mock cubes are designed to be directly comparable
o cubes obtained from the MUSE integral field spectrograph,
eaning that the cubes have a spatial resolution of 0.2 arcsec [ ∼1.5

hysical kpc (pkpc) at both redshifts] and a spectral resolution of
.25 Å. Their side length is 3.084 and 3.478 cMpc at z ∼ 3 and z ∼
.5, respectively. 
The first step in generating the mock cubes is to assign all the

as particles in the box centred on the halo centre to a 3D grid and
alculate the emissivity in each cell using P2C . The velocity of the
ells is with respect to the bulk-velocity of the respective central halo
nd the velocity shift due to the Hubble-flow is accounted for. As
entioned in Section 2.2.2 , we impose a photo-heating temperature
oor of 5 × 10 4 K on all the cells in the grid. When building the
ock cube for a given line of sight, the emissivity field and the

missivity weighted line-of-sight velocity field are used. Each cell
n the emissivity field is assigned to a spectral layer based on the
orresponding line-of-sight velocity cell. The value of the emissivity
rid in that cell is then added to the cell in the mock cube with
he same spatial coordinates projected along the line of sight and
he corresponding spectral coordinate. The spectral coordinates are
alculated by dividing the grid’s line-of-sight velocity range into
pectral layers of 1.25 Å and assigning the cells to spectral layers
ased on their line-of-sight velocity with respect to the central halo.
his corresponds to layers with a width of 75 km s −1 for redshift z
3 and 68 km s −1 for redshift z ∼ 3.5. 
Operating under the assumption of maximal fluorescence , we treat

he whole mock-cube simulation volume as ionized. In order to a v oid
 v er-ionizing the gas at the largest distances we simply impose an
pper fluorescent SB limit. 3 The limit depends on the distance from
he central ionizing source as well as its ionizing luminosity. It is
egligible effect on the generated mock observations. As a reference point: 
he maximum number of voxels affected by this upper limit in one mock 
bservation is roughly 30 out of 512 2 × 22. 

https://gitlab.com/sdebeer/P2C
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Figure 1. A visual representation of the conversion from simulation to 
velocity dispersion maps of a 1.9 × 10 12 M � halo included in the analysis. 
From top to bottom: The intrinsic Ly α SB map, obtained by summing 
the emissivity grid output by P2C o v er a line of sight. The SB map of the 
mock cube generated from said grid. The SB map of the central Ly α nebula 
extracted using CUBEX . Lastly, the intrinsic velocity dispersion map of the 
nebula. In each panel the halo’s virial radius is marked with a red circle 
and the SB values in the top three panels are not corrected for cosmological 
dimming. 
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iven by 

B max = 2 . 25e −17 

(
1 + 2 . 3 

1 + z 

)4 
1 

R 

2 
erg s −1 cm 

−2 arcsec −2 Å
−1 

, (9) 

here R is the distance to the central ionizing source in units of phys
pc assuming an ionizing luminosity comparable to the UM287 

uasar (Cantalupo et al. 2014 , 2019 ). As the i -band magnitude of the
uasar UM287 is comparable to that of bright quasars observed with
USE this relation is also applicable to our mock observations. To
imic typical seeing conditions we apply 2D Gaussian smoothing 

o each spectral layer individually, we additionally mimic the typical 
USE line spread function as reported in Bacon et al. ( 2017 )

y applying Gaussian smoothing along the spectral dimension. 
e then add artificial noise to the mock cubes layer-by-layer 
hich has a Gaussian distribution with a standard deviation of 
= 5 × 10 −20 erg s −1 cm 

−2 arcsec −2 Å
−1 

. We note that this noise 
evel typically corresponds to a time integration of more than 10 h
ith MUSE, i.e. to a deep observ ation. Ho we ver, as we demonstrate

n Appendix B , the results presented here are not particularly affected
y the chosen noise level as long as the nebula is detected with at
east two wavelength layers per spaxel. 

As the gas’s emissivity depends on the square of its density and
hus on the CGM clumping factor (see equation 5 ), there is a link
etween the signal-to-noise ratio (SNR) in an individual mock cube 
oxel and the density of the gas attributed to that voxel. In general,
t a set distance from the halo centre, the average gas density and
hus both the emissivity and SNR are lower for a halo with lower

ass. The nebulae extracted from mock cubes around haloes with 
asses abo v e 10 12 M � are not affected by noise levels which are

n order of magnitude higher than the one used here. Ho we ver,
aloes below 10 12 M � in EAGLE have average densities and clumping
actors which would preclude their detection in shallow MUSE 

bservations (a detailed comparison of mock and observed SB will 
e presented in Paper II). We stress that the SB normalization, driven
y the unknown gas clumping factor, is not important for the results
resented here (see Appendix C ). Therefore, instead of increasing the
B normalization, or the gas clumping factor, by an arbitrary value
e have decided to keep the noise le vel lo w in order to increase the
etectability of nebulae across a large mass range. 

.2.5 Detection and extraction of Ly α nebulae 

n order to make our analysis as similar as possible to the actual
bservations, we detect and extract the Ly α nebulae from the mock
ubes using CUBEX from the CUBEEXTRACTOR package (Cantalupo 
t al. 2019 ) which has been widely used in the literature (Borisova
t al. 2016 ; Marino et al. 2018 ; Arrigoni Battaia et al. 2019 ; Marino
t al. 2019 ; Langen et al. 2023 ). In particular, we use the following
arameters, which are very similar to the ones used in actual
bservations. For an object to be extracted we require that all voxels
ttributed to that object have an SNR value above 2.0 and that the
bject consists of at least 1000 voxels. If multiple objects extracted
rom the mock cube fulfill these criteria we choose the object with
he largest number of voxels. We find that the object with the largest
umber of voxels al w ays spatially coincides with the massive halo
elected as the centre of the mock cube. If no object is extracted from
he mock cube, that cube is discarded from our sample. Table 2 lists
ow many haloes are analysed at each redshift, how many nebulae
re extracted, and the Ly α nebulae detection rates. The number of
ebulae is higher than the number of haloes as for each halo we
enerate three mock cubes using three perpendicular lines of sight. 
MNRAS 526, 1850–1873 (2023) 
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Table 2. The number of haloes and Ly α nebulae analysed. From left to right the columns show: the redshift of the simulation snapshots, the number of haloes 
within the halo mass range 10 11.75 M �–10 13.25 M � in each simulation snapshot, the number of Ly α nebulae extracted from those haloes using three perpendicular 
lines of sight and the detection rate of Ly α nebulae in the mock observations. 

z Number of haloes Number of Ly α nebulae Detection rate 

3.528 73 (NoAGN), 74 (RECAL), 639 (Ref) 219 (NoAGN), 222 (RECAL), 1917 (Ref) 100 per cent (NoAGN), 100 per cent (RECAL), 
100 per cent (Ref) 

3.017 107 (NoAGN), 109 (RECAL), 941 (Ref) 321 (NoAGN), 327 (RECAL), 2769 (Ref) 100 per cent (NoAGN), 100 per cent (RECAL), 
98 per cent (Ref) 
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s done in observations, we calculate the velocity dispersion as the
econd moment of the flux distribution using the segmentation mask
enerated by CUBEX through the CUBE2IM software, also part of the
UBEEXTRACTOR package. We require that the detected emission
ccupies at least two spectral layers at a given spatial coordinate
or the velocity dispersion to be calculated in that spaxel. We also
pply a 3 × 3 spatial boxcar smoothing filter before generating the
elocity dispersion maps. As we do not model any radiative transfer
ffects, the velocity dispersion calculated in this way directly traces
he kinematics of the emitting gas. We therefore refer to it as the
ntrinsic velocity dispersion, in order to differentiate this quantity
rom the observed velocity dispersion, which is subject to radiative
ransfer effects. 

In Fig. 1 , we give an example of the process of converting the
imulated haloes to velocity dispersion maps. Each panel depicts
ne stage of this conversion for a 1.9 × 10 12 M � halo included in
his analysis. In each panel the halo centre is located in the middle
nd its virial radius is marked with a red circle. The top panel shows
he Ly α emissivity as calculated by P2C , summed up o v er a given
ine-of-sight axis, resulting in an intrinsic Ly α SB map of the halo.
he main halo and subhaloes are visible as well as the two major
osmic web filaments penetrating it. There are also numerous, more
elicate filaments evident in emission. The second panel shows an
B map generated from the mock cube containing the halo, using

he same line of sight. The main halo, some subhaloes, and the main
laments are still visible, ho we ver, the more tenuous filaments have
ow become undetectable under the noise. The third panel from
he top contains the SB map solely of the region attributed to the

ain Ly α nebula as extracted by CUBEX using SNR = 2.0. Both
ajor filaments are included in the detected emission. The bottom

anel shows the intrinsic velocity dispersion map of the main nebula
enerated using CUBE2IM . There is clearly a maximum in the region
f the halo centre with the intrinsic velocity dispersion decreasing at
arger distances. 

It is worth stressing that the mock Ly α nebulae obtained through
ur method exhibit morphologies which resemble comparable ob-
erved nebulae (Borisova et al. 2016 ; Arrigoni Battaia et al. 2019 ;
ossati et al. 2021 ), although they tend to be systematically dimmer.
his may be due to the small scale clumpiness which is unresolved

n the EAGLE / ENGINE simulations, as we will discuss in greater detail
n Paper II. 

.3 Kinematical analysis of the cold CGM 

n order to quantify the link between the kinematics of the cold
 < 10 5 K) CGM and the mass of the host halo in the simulations,
e compare the spherically averaged radial velocity profiles of the
ark matter, the cold, Ly α emitting gas and the hot ( > 10 5 K) gas.
uilding on the link revealed in the spherically averaged radial
elocity profiles (Section 2.3.1 ), we investigate the evolution of
he circularly averaged intrinsic velocity dispersion profiles with
NRAS 526, 1850–1873 (2023) 
ost halo mass, showing they are actually self-similar. We switch
rom the radial velocity to the intrinsic Ly α velocity dispersion,
s the radial velocity is not an observable. With the link between
he intrinsic velocity dispersion and the host halo mass established in
ection 2.3.2 , we discuss how we correct for the resonant broadening
f the Ly α line in Section 2.3.3 . Finally, in Section 2.4 we derive an
nalytical relation based on the self-similarity of the Ly α velocity
ispersion profiles which can be used to constrain the host halo mass.

.3.1 Radial velocity profiles 

e analyse the radial velocity of the gas and dark matter surrounding
he haloes in the Ref and RECAL simulations at redshifts z ∼ 3.5
nd z ∼ 3. To do this, we calculate the spherically averaged radial
elocity profiles of the dark matter, the hot gas ( T > 10 5 K), and
he Ly α emitting gas within five virial radii of each halo. For each
imulation and redshift, we divide the haloes into four mass bins and
tack the radial profiles of each mass bin by calculating the median of
ll spherically averaged radial profiles in that mass bin. For the dark
atter, we calculate the radial velocity of each dark matter particle
ith respect to the halo’s centre of gravity. For the Ly α emitting gas

nd the hot gas we calculate the radial velocity of the gas in each
ell obtained with P2C . To calculate the profiles of the Ly α emitting
as we calculate the average radial velocity of the gas in all cells
ontained within a given spherical shell and use the Ly α emissivity
f the cells as weights. Fig. 2 shows the radial velocity profiles at z

3.5 and z ∼ 3 for the four mass bins considered. 
At a distance of roughly three virial radii and further away from the

alo centre the radial velocity of the Ly α emitting gas is consistent
ith that of the hot gas and the dark matter for all halo masses,

edshifts, and simulations. The ne gativ e radial velocities of the gas
nd dark matter imply that all three are flo wing to wards the halo
entre. The fact that the radial velocity values of both the hot and
y α emitting gas are consistent with those of the dark matter suggests

hat, at these large distances, the gas is kinematically tracing the dark
atter. In all four mass bins, at roughly three virial radii from the halo

entre the average radial velocity of the hot gas begins to increase,
iverging from that of the dark matter and Ly α emitting gas. This
ivergence is likely caused by hot outflows which result in a positive
outflowing) radial velocity for the hot gas out to roughly two virial
adii. The outflows are driven by stellar and AGN-feedback that
imultaneously heat and expel the gas from the central galaxy and
he halo in the EAGLE and ENGINE simulations. Ho we ver, not all the
as is heated and expelled as indicated by the fact the Ly α emitting
as, which ef fecti vely corresponds to the cold gas ( T < 10 5 K),
ontinues to fall towards the halo centre, kinematically tracing the
ark matter. 
Both the dark matter and Ly α emitting gas are accelerated towards

he halo centre until their radial inflow velocity abruptly starts to
ecrease. This decrease occurs between one and two virial radii with
he decrease in the dark matter’s radial inflow velocity occurring up
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Figure 2. Spherically averaged radial velocity profiles of the dark matter (grey), the Ly α emitting gas (blue), and the hot ( > 10 5 K) gas (orange) at redshifts z 
= 3.528 (dashed lines) and z = 3.017 (dash-dotted lines). Before stacking, distances from the centre of the haloes for each individual profile are rescaled by 
the host halo’s virial radius. The mass bins are centred on 10 12 M �, 10 12.3 M �, 10 12.6 M �, and 10 13 M � as indicated in the labels within the panels. The three 
lower mass bins are 0.3 dex wide and the highest mass bin has an extent of 0.5 dex in order to increase statistics. The shaded areas indicate the range spanned by 
the 25th and 75th percentile for each radial profile. The radial velocity of the hot gas diverges from that of the Ly α emitting gas and the dark matter at ∼3 r vir . 
Remarkably, the radial velocities of the Ly α emitting gas and dark matter follow each other up until ∼1.5 r vir . We will use this result to derive a relation between 
the line-of-sight velocity dispersion of the Ly α emitting gas and halo mass as explained in Section 2.4 . 
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o 0.5 virial radii before that of the Ly α emitting gas. The apparent
adial deceleration of the dark matter is likely due to the co-existence
f particles with positive and negative radial velocities associated 
ith virialization. The radial deceleration of the Ly α emitting gas 

ould be explained by weak virial shocks that, despite decreasing the 
adial inflow velocity, do not heat it to virial temperature or other
ydrodynamical interactions. We note that the dark matter’s point of 
aximum infall velocity coincides with the halo’s splashback radius 

Fillmore & Goldreich 1984 ; Bertschinger 1985 ; Diemer & Kravtsov 
014 ; More, Diemer & Kravtsov 2015 ). For both the dark matter and
y α emitting gas the maximum radial infall velocity increases with 

ncreasing halo mass. 
These results clearly indicate that the kinematics of the Ly α
mitting gas are dominated by gravity up to 1.5–3 virial radii from
he halo centre, at least within the assumptions made in the EAGLE

nd ENGINE models. Moreo v er, the fact that the radial velocity of the
y α emitting gas is almost e xclusiv ely ne gativ e implies that Ly α
mission traces the gas accreting into the halo. 

As mentioned in Section 2.2.1 , the incorporation of both the RE-
AL and NoAGN ENGINE simulations allows us to quantify the effect
f the EAGLE AGN-feedback implementation on the kinematics of the 
as. We find that the AGN-feedback has no effect on the radial veloc-
ty of the Ly α emitting gas and that stellar feedback is the main driver
f the hot outflows as can be seen in Appendix D in Figs D1 and D2 .
MNRAS 526, 1850–1873 (2023) 
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Figure 3. Circularly averaged intrinsic velocity dispersion profiles of the extracted Ly α nebulae hosted by haloes with masses of 10 12 ± 0.15 M � (yellow), 
10 12.3 ± 0.15 M � (green), 10 12.6 ± 0.15 M � (blue) and 10 13 ± 0.25 M � (red). The left panel shows the velocity dispersion profiles for Ly α nebulae at redshift z = 

3.017 and the right panel shows the profiles for z = 3.528. The region between the 25th and 75th percentile of the velocity dispersion for each mass bin is 
delimited by the shaded areas. The mass bin 10 13 ± 0.25 M � is not included for z = 3.528 as there are only two haloes contained in that mass bin at that redshift. 
The maximum velocity dispersion value increases with halo mass analogously to the maximum radial inflow velocity . Additionally , the shape of the intrinsic 
velocity dispersion profiles becomes flatter/less concave with increasing halo mass. 
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Our findings with regard to the radial velocity profiles are broadly
onsistent with similar analyses performed on different sets of
osmological simulations. For instance, the distance at which the
adial velocity of the Ly α emitting gas begins increasing is consistent
ith the distance of 0.75 −1.25 r vir that Nelson et al. ( 2016 ) find. The
i-modal behaviour of the hot and cold (Ly α emitting) gas has also
een observed by Huscher et al. ( 2021 ) for an EAGLE zoom simulation
f galaxy haloes at redshift z ∼ 2 −3 with masses of ≈10 12 M �. 
The profiles shown in Fig. 2 clearly reveal a correlation between the
aximum infall velocity and halo mass. Similarly, there is evidence

or a correlation between the point of deceleration of the accreting gas
nd the halo’s virial radius. These results suggest that the maximum
nfall velocity and point of deceleration of the Ly α emitting gas could
e used to determine the halo’s mass, if they could be observed. 

.3.2 Velocity dispersion profiles 

s the radial velocity of the Ly α emitting gas is not a direct
bservable, we investigate whether there is any correlation present
etween the observable line-of-sight velocity dispersion and halo
ass. Analogously to the radial velocity profiles, we calculate the

ircularly averaged velocity dispersion profile for each halo and each
f its lines of sight in all three simulations at both redshifts. Then
e divide the haloes into the same mass bins and stack the circularly

v eraged v elocity dispersion profiles for each mass bin by calculating
he median velocity dispersion profile. The stacked velocity disper-
ion profiles are shown in Fig. 3 . As explained in Section 2.2.5 , we
NRAS 526, 1850–1873 (2023) 
emind the reader that the plots show the intrinsic velocity dispersion
ithout taking radiative transfer effects into account. 
Pre vious observ ations of Ly α nebulae have found av erage v elocity

ispersion values of σ ≈ 250 km s −1 and higher (Arrigoni Battaia
t al. 2015 ; Borisova et al. 2016 ; Cantalupo et al. 2019 ; Marino
t al. 2019 ; Drake et al. 2022 ). Our stacked profiles do not reach
uch high values and are more compatible with velocity dispersion
alues σ ≈ 100 km s −1 of He II -1640 Å nebulae that are co-spatial
ith Ly α nebulae around AGNs (Marino et al. 2019 ; Travascio et al.,

n preparation). The lower velocity dispersion values measured in the
o-spatial He II nebulae are due to the absence of resonant broadening
ffects. This implies that the intrinsic kinematics of the emitting gas
n the CGM is traced by the emission from the He II -1640 Å transition
n observations, just as the intrinsic kinematics of the emitting gas in
he simulations is traced by the mock Ly α emission. The agreement
etween our simulated intrinsic velocity dispersion values and the
bserved ones indicates that although the CGM is likely unresolved
n the simulations, its large scale kinematics are well reproduced. 

Similarly to the maximum infall velocity, the maximum intrinsic
elocity dispersion increases with halo mass at both redshifts for all
hree simulations. The shape of the profiles also becomes flatter/less
oncave with increasing halo mass. Both of these findings can be
xplained with the behaviour of the radial velocity profiles discussed
n Section 2.3.1 . In particular, due to the projection effects, higher
nfall velocities translate to a larger spread of velocities along the line
f sight. The flattening is connected to the fact that the point where
he radial inflow velocity of the gas starts to decrease is at the same
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Figure 4. Circularly averaged profiles of the rescaled intrinsic velocity dispersion as a function of virial radius of the halo hosting the extracted Ly α nebulae. 
The average profiles of the mass bin 10 12 ± 0.15 M � (yellow), 10 12.3 ± 0.15 M � (green), 10 12.6 ± 0.15 M � (blue), and 10 13 ± 0.35 M � (red) are shown with the shaded 
regions indicating the respective standard deviations. The left panel shows the profiles for redshift z = 3.017 and the right shows them for z = 3.528. The 
joint rescaling of the distance to the halo centre and the intrinsic velocity dispersion leads to all profiles of the different mass bins lying on top of each other, 
demonstrating the dependence on halo mass of both the intrinsic velocity dispersion values and the profiles shapes. The third degree polynomial fitted to all 
individual profiles is plotted in black in both panels. Its excellent agreement with each average profile further confirms the self-similarity of the rescaled velocity 
dispersion profiles. 
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istance in virial radii units from the halo centre. Due to r vir ∝ M 

(1 / 3) 
halo ,

his point is farther away from the halo centre for higher mass haloes.
n particular, this point of deceleration corresponds to the region 
here the velocity dispersion profile transitions from constant to 
onotonically increasing. Thus, the farther away this point is from 

he halo centre, the flatter the profile. 
In order to quantify in which way the flattening depends on the

alo mass, we plot the intrinsic velocity dispersion as a function of
 / r vir and rescale the profiles by their value in the inner most radial bin
n Fig. 4 . At both redshifts the rescaling leads to the profiles coming
o lie on top of each other, independently of redshift and halo mass.
his self-similarity with respect to halo mass of the rescaled velocity 
ispersion profiles is consistent with expectations from dark matter 
imulations, observational results pointing to the self-similarity of the 
old CGM with respect to the virial radius (Churchill et al. 2013a ,
 ) and with the fact that the Ly α kinematics closely trace the dark
atter kinematics in the EAGLE simulations (see Fig. 2 ). This result

ives us the opportunity to constrain the virial radius, and thus the
alo mass, from the shape of the Ly α velocity dispersion profile, 
hich is an observable quantity. In order to facilitate this task, we
btain an analytical relation between the rescaled velocity dispersion 
nd the halo’s virial radius by fitting a third degree polynomial to the
escaled velocity dispersion profiles of each individual nebula. The 
oefficients of the fitted polynomial 

rescaled ( x) = ax 3 + bx 2 + cx + d (10) 

re a = 0.168 ± 0.016, b = 0.174 ± 0.03, c = −0.96 ± 0.016,
nd d = 1.018 ± 0.001, where x is the projected distance to the
entre of the nebula rescaled by the halo’s virial radius: r / r vir . While
erforming the fit, only values at radial distances less than 1.25
 / r vir are considered in order to a v oid including the plateau region
f the profiles which could be affected by signal-to-noise ratio and
pectral resolution limitations. The analytical relation is plotted with 
 black, dashed line in both panels in Fig. 4 . The mean rescaled
elocity dispersion profiles for each mass bin are also plotted in red,
lue, green, and orange with the standard deviation for each mass
in indicated by the shaded regions. The fact that the fitted analytical
unction is in good agreement with the mean profile of each halo mass
in indicates that this relation holds equally well for the whole mass
ange considered in this work. We stress that fitting the polynomial
o the median rescaled profiles would result in a very similar shape
nd thus would not significantly affect our results as presented in
ection 2.4 . 
In principle, applying this relation to observations could directly 

onstrain the virial radius and thus halo mass. A direct comparison
etween the self-similar rescaled velocity dispersion profiles and 
bservations is however impractical for the majority of observed 
ebulae given their limited signal-to-noise ratios. Moreo v er, the 
entral bin used for the rescaling is typically dominated by the
right quasar point spread function (PSF). For these reasons we 
ntroduce a new parametrization in Section 2.4 which is based 
n the analytical relation presented in Fig. 5 and mitigates these
bserv ational limitations. Ho we ver , before proceeding further , the
esonant broadening of the Ly α velocity profile must be taken into
ccount, as discussed in the next section. 
MNRAS 526, 1850–1873 (2023) 



1860 S. de Beer et al. 

M

2

I  

fi  

p  

p  

i  

t  

d
o

a  

m  

L  

P  

c  

a  

(  

a  

t

u  

1  

i  

&
1  

fi  

i

N

U  

r  

t  

r  

w

n

w  

a
 

t

l

4

f
d
α

i
i

w  

b  

s  

t  

m
 

o

N

o
r

τ

w  

c  

t  

o  

p  

l  

A  

c  

l  

τ  

p  

c  

t  

p  

a  

r  

k
r

f  

m  

t  

i  

e  

l  

U
>  

a  

i  

f  

o  

t  

o  

a  

s
 

a  

e  

p  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/526/2/1850/7261732 by guest on 30 January 2024
.3.3 Ly α spectral broadening 

n the previous sections we generate Ly α velocity dispersion pro-
les under the assumption of maximal fluorescence and ignoring
ossible radiative transfer effects (‘intrinsic’ velocity dispersion
rofiles). In this section, we first verify that the gas in the CGM
s not highly self-shielded and then derive the effect of radiative
ransfer on the shape and normalization of the observable velocity
ispersion. We then compare our analytical expectations with 
bservations. 
The large Ly α absorption cross section ( σ 0 � 5.9 × 10 −14 cm 

2 

t line centre for T = 10 4 K) implies that even a highly ionized
edium such as the CGM of quasars could have a high opacity to
y α photons generated by recombinations. Let us assume, following
ezzulli & Cantalupo ( 2019 ), that the CGM is composed of a hot
omponent (at about the virial temperature) and a cold component at
 temperature fixed by quasar photoionization in the form of clouds
of arbitrary shape) with a typical size l and average density n . The
verage neutral density ( < n H I > ) of these clouds at a distance r from
he quasar will be given by 

< n HI > � 

< n H > 

2 α( T ) C l 

� i 

= 4 . 8 × 10 −6 C l T 
−0 . 75 

4 

[ < n H > 

cm 

−3 

] 2 [ r 

30 kpc 

]2 

cm 

−3 

(11) 

nder the plausible assumption that � i 	 n · α( T ), where � i �
0 −7 ( r /30 kpc) −2 s −1 is the photoionization rate of bright quasars
n MUSE surv e ys such as Boriso va et al. ( 2016 ) [see Pezzulli
 Cantalupo ( 2019 ) for details], T 4 ≡ T /(10 4 K), α( T ) = 4 . 8 ×

0 −13 T −0 . 75 
4 cm 

3 s −1 is the hydrogen case A recombination coef-
cient, 4 and C l is the clumping factor o v er scales l previously

ntroduced in Section 2.1 . 
The neutral hydrogen column density ( N H I ) of such clouds is thus 

 HI = < n HI > l � 

� 1 . 5 × 10 15 C l T 
−0 . 75 

4 

[ n 

cm 

−3 

] 2 [ r 

30 kpc 

]2 [
l 

100 pc 

]
cm 

−2 . 

(12) 

nder the assumption that the observed Ly α SB is produced by
ecombination radiation, Pezzulli & Cantalupo ( 2019 ) have derived
he following radial average density profiles for clouds at a distance
 from quasars in the Borisova et al. ( 2016 ) sample at z ∼ 3.2 (which
e assume in the following as a reference redshift) 

 ( r) = 1 . 2 C 

−1 / 2 
l T 0 . 48 

4 

[
f v 

10 −3 

]−0 . 5 [
r 

30 kpc 

]−1 . 25 

cm 

−3 , (13) 

here f v is the volume filling factor occupied by cold clouds with
verage a density n on scales of l . 

The cloud size is connected to the volume filling factor through
his relation 

 = r vir · f v · f −1 
c � 74 

[
f v 

10 −3 

]
f −1 

c M 

1 / 3 
12 pc , (14) 
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 The case A recombination coefficient α( T ) quoted in this section is taken 
rom Pezzulli & Cantalupo ( 2019 ) for the sake of consistency with their 
eri v ation. Ho we ver, although this approximation differs slightly from the 
( T ) defined in Section 2.2.2 , both calculations of the Ly α emissivity εLy α

n Section 2.2.2 and of the average neutral fraction x H I this Section are 
nsensitive to the exact approximation of α( T ) used. 

s

w  

r  

s  

(  
here r vir is the halo’s virial radius, f c is the co v ering factor as seen
y the quasar , or , equi v alently, the average number of clouds with
ize l between the quasar and the virial radius (assumed here to be
he far ‘edge’ of the CGM for simplicity), and M 12 is the total halo

ass in units of 10 12 M �. 
Inserting equations ( 13 ) and ( 14 ) into equation (12), we finally

btain 

 HI � 1 . 6 × 10 15 

[
r 

30 kpc 

]−0 . 5 

T 0 . 21 
4 f −1 

c M 

1 / 3 
12 cm 

−2 , (15) 

r, equi v alently, in terms of line centre optical depth to the Ly α
adiation ( τ 0 ) 

0 � 94 . 4 

[
r 

30 kpc 

]−0 . 5 

T 0 . 21 
4 f −1 

c M 

1 / 3 
12 , (16) 

here we have used the relation σ0 � 5 . 9 × 10 −14 T 
−1 / 2 

4 for the line
entre cross-section and assumed the internal velocity dispersion of
he clouds, or equi v alently, the gas velocity dispersion on scales
f l , to be dominated by the thermal broadening due to quasar
hoto-heating. Equation ( 12 ) implies that both N H I and τ 0 depend
inearly on the size of the clouds l , which is currently unknown.
s demonstrated in equations ( 14 )–( 16 ) the unknown cloud size l

an be recast in terms of the co v ering factor f c along the quasar
ine-of-sight. Doing this, one can characterize the local N H I and
0 as inversely proportional to a global value of f c and mildly
roportional to the other parameters (distance from the quasar,
loud temperature, and halo mass). In principle, the co v ering fac-
or can be measured by looking at quasar absorption spectra. In
ractice, ho we ver, it could be challenging to identify and count
bsorption lines in a very narrow velocity window, which from the
esults presented abo v e should be of the order of a few hundred
m s −1 without a very precise measurement of the quasar systemic 
edshift. 

Ho we ver, we can provide some useful limits on the value of f c 
rom the following considerations. The smoothness of observed SB
aps indicates that the individual clouds must have sizes smaller

han the spatial resolution element of the MUSE observations, which
s typically 5 kpc. Additionally, observations in both absorption and
mission have placed upper limits on the individual cloud sizes of
 � 20–500 pc (Arrigoni Battaia et al. 2015 ; Crighton et al. 2015 ).
sing equation ( 14 ) and assuming f v = 10 −3 , this would imply f c 
 0.15 and thus N H I < 10 16 cm 

−2 . Such column densities and their
ssociated optical depths are below the H I self-shielding limit to the
onizing radiation, implying that these clouds produce Ly α photons
rom recombination efficiently, as initially assumed. We discuss how
ur results would be effected by the presence of neutral gas, due
o a smaller ionization cone for instance, in Section 4.1 . On the
ther hand, as long as f c < 100 (and thus τ 0 > 1), the associated
bsorption lines to these clouds in the spectra of observed quasars
hould be easily measurable. 

Let us consider, as an e xample, the observ ed d N /d z of observed
bsorption line systems in the presence of the quasar ‘proximity
ffect’ and o v erdensity of matter in their associated haloes. In
articular, we can define the expected number of absorption line
ystems at a distance r from the quasar as 

d N 

d z 
= N 0 (1 + z) γ [1 + 

� i ( r) 

� UVB 
] −( β−1) δ ( β−1) × � ( r) , (17) 

here N 0 ( = 6.1) and γ ( = 2.47) are observationally derived pa-
ameters which describe the number density of absorption line
ystems away from quasars in a given column density range
13.64 � log N H I � 17, corresponding to the f c limits discussed abo v e).
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of bright sky lines at the expected He II wavelengths combined with the 
intrinsic faintness of the line. 
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he parameter β( = 1.6) is also observationally constrained and 
escribes the column density distribution function which is consistent 
ith a power law with index −β (see e.g. Meiksin 2009 , and

eferences therein) and � UVB is the photoionization rate in absence 
f radiation from the quasar (i.e. only due to the cosmic UV
ackground). � ( r ) is a factor which accounts for the increase in
umber density of systems of a given column density (in absence of
uasar radiation) at a distance r from the quasar. The factor δ ( β−1) 

uantifies the fact that the internal density of these clouds could 
ncrease due to compression from the hot component of the CGM,
hich in turn would lead to an increase of the recombination rate, thus

ounteracting the aforementioned ‘proximity effect’. Substituting the 
umerical values, assuming � UVB = 10 −12 s −1 , z = 3.5, δ = 1 and
sing r = r vir , we obtain 

 c � 0 . 5 �z × � ( r vir ) � 0 . 75 
� v( �z) 

100 km s −1 

� ( r vir ) 

1000 
. (18) 

s the value of δ is unknown, we set it to the lower limit of 1, but
ote that δ could contribute to a higher co v ering factor. We also stress
hat the actual value of � ( r vir ) is unknown and likely larger than the
anonical value of 200 given by gravity alone since the physics that
etermines the properties of clouds in the CGM of a massive halo
ould be different to the physics for the generic cloud population in
he IGM. Ho we ver, it is interesting to consider that unless � ( r vir ) is
xtremely large, we obtain f c values which are of the order of unity
hich would imply τ 0 > > 1, in addition to τ 0 < 10 4 , as derived

bo v e. 
Once produced within the clouds, the Ly α photons thus cannot 

irectly escape from the interior regions of the cloud and will be
bsorbed and re-emitted by atoms within the cloud (thus experiencing 
egligible spatial diffusion compared to CGM scales) until their 
requency is sufficiently far away from the line centre. Unfortunately, 
here are no analytical solutions to predict the emerging spectral 
hape of the Ly α photons at such values of τ 0 . However, we
o expect that the emerging spectrum would have a significant 
epletion of Ly α photons at the line centre with respect to the
intrinsic’ spectrum. As a reference, a pure absorbing screen with 
 H I � 10 16 cm 

−2 (which is on the flat or ‘logarithmic’ part of
he Ly α equi v alent width curve of gro wth) would produce an
bsorption line with a full width at half-maximum (FWHM) of 
bout four times the value of the Doppler parameter (e.g. Meiksin
009 ). 
The emerging spectrum from an individual cloud would then be 

ignificantly broader than the ‘intrinsic one’. Ho we ver, the amount 
f broadening for each individual cloud would be rather insensitive 
o the actual value of τ 0 as long as it is within the range 10 � τ 0 � 10 4 ,
hich is the case for the clouds discussed abo v e. In particular, giv en

he very weak dependence on distance from the quasar of equation 
 16 ), τ 0 variations would be of the order of a few. This would result
n very similar broadening independent on cloud distance from the 
uasar. 
The resulting integrated spectrum would ho we ver depend on 

he number of clouds encountered by the Ly α photons before 
scaping the CGM and thus on f c . If f c < 1, broadening would
nly happen within the individual clouds. The emerging spectrum 

ould therefore be a convolution of the clouds’ velocity dispersion 
ue to their bulk motion and the individual (constant) broadening 
ithin individual clouds. The expected effect is thus a flattening 
f the Ly α observed velocity dispersion profile with respect to 
he ‘intrinsic’ one. As discussed below, this would imply that the 
alo masses derived from Ly α velocity dispersion profiles should 
e considered as upper limits. On the other hand, if f c > 1, the
roadening of the emerging spectrum would also depend on the bulk
elocity dispersion between different clouds providing a possible 
echanism to produce a constant relative broadening. A detailed 

alculation of the magnitude of the spectral broadening would 
equire detailed radiative transfer simulations. Howev er, radiativ e 
ransfer effects do not change our results as long as the shape of the
elocity dispersion profile is not significantly affected by resonant 
roadening. 
In order to empirically understand whether solely the normaliza- 

ion and not the shape of the velocity dispersion profile is changed,
bservations of a non-resonant line, such He II -1640 Å (i.e. He II H α)
re needed. This line is particularly useful for at least three reasons:
i) it is a primordial element like hydrogen, thus we expect that both
re distributed in the CGM in a similar fashion, (ii) its transition
avelength places it in an observable range from the ground with
USE, (iii) for fully doubly ionized Helium, its flux is expected 

o be relatively bright, i.e. about one third of the Ly α flux for
ecombination radiation. Unfortunately, as discussed in Cantalupo 
t al. ( 2019 ), He II emission is typically much fainter than expected
or fully, doubly ionized Helium in quasar nebulae suggesting the 
resence of very dense gas in the CGM. We will return to this point
n Paper II. From an observational point of view, this makes He II
ebulae more challenging to detect and indeed they are rarely found
n the literature. 

To o v ercome this limitation we hav e re-e xamined sev eral MUSE
edium-deep ( ∼4 h) observations of quasars and optimized the 

nalysis to specifically search for He II emission. Our optimized 
ethodology, applied to 26 of the 28 quasar nebulae in the MAGG

ample (Fossati et al. 2021 ), where two nebulae are excluded due
o being gravitationally lensed and associated with multiple quasars 
especti vely, allo wed us to discover 14 individually detected He II
ebulae. 5 The data analysis and results will be presented in detail in
ravascio et al., (in preparation). These He II nebulae have SB values
hich are typically about 10–20 times fainter than the Ly α SB at

he same spatial location, consistent with previous results at lower 
edshifts (e.g. Cantalupo et al. 2019 ). The faintness of the emission
nly allows us to probe CGM kinematics, when He II is detected, up
o about 200 ckpc from the quasars. The dispersion typically reaches
alues between 100 and 150 km s −1 and in three cases values abo v e
00 km s −1 . Interestingly, these values are very consistent with the
ntrinsic velocity dispersion values shown in Fig. 3 . In order to reduce
he noise associated with the fainter He II emission, we compare the
edian velocity dispersion profiles of both He II and Ly α emission

using the same subset of sources) instead of the individual profiles.
he ratio of these median velocity dispersion profiles is found to be
onsistent with a constant value of 5.66 ± 0.68 (where the errors
ndicate the 25th and 75th percentiles) at every radius at which He II
s detected, i.e. up to 200 ckpc. 

In light of the discussion abo v e, this result suggests, in the case of
 c < 1, that the Ly α velocity dispersion profile is not significantly
attened with respect to the intrinsic one, or, in the case of f c > 1, that

he radiative transfer effects due to multiple clouds along the line of
ight do not change the shape of the Ly α velocity dispersion profiles.
n both cases, this would imply that the Ly α velocity dispersion
rofiles can be used as direct tracers of the halo kinematics. In the
MNRAS 526, 1850–1873 (2023) 
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Figure 5. The ratio of the median velocity dispersion values in the outer 
(140–200 ckpc) and inner (40–100 ckpc) annuli from all three simulations 
and both redshifts as a function of halo mass. The blue dots refer to η140 −200 

40 −100 
at z ∼ 3, the red dots to z ∼ 3.5, and the purple shaded region indicates the 
standard deviation of the individual η140 −200 

40 −100 values as a function of halo mass. 
The analytical relation based on the self-similarity of the rescaled velocity 
dispersion profiles given in equation ( 22 ) is plotted in green. The values of 
η140 −200 

40 −100 do not vary with resolution, redshift, or feedback implementation, 
which is why we combine all six simulation snapshots. Despite the significant 
scatter there is a clear correlation with halo mass as expected from our 
analytical relation. 
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emainder of this work, we will assume for simplicity that this result
olds at all radii and for all nebulae. 
Finally, we stress that, ev en in the case of f c < 1, the v elocity

ispersion measured in emission as discussed here, would still be a
ood representation of the o v erall kinematics of the system, instead
f the velocity dispersion within individual clouds. This is the case
s long as multiple clouds at different radial distances are present
ithin the spatial resolution element. Indeed, assuming f v � 10 −3 

ould imply l � 370 pc for a M 12 = 1 halo. 6 The spatial resolution
lement used in the observations and in the production of mock cubes
s of the order of 5 kpc (determined by the seeing). Assuming for the
ake of simplicity that the typical line of sight length through the halo
s about the same size of the virial radius, we obtain that at least ∼18
louds should be contributing to each individual spatial resolution
lement if f c > 0.1. Although this number is sensitive to the actual
unkno wn) v alue of f v , our order of magnitude estimate is useful in
onv e ying that ev en a co v ering below unity plausibly results in a
ignificant number of clouds along the line of sight within the spatial
esolution element. 

.4 Constraining quasar halo masses 

n the previous sections, we have seen that the shape of the
ormalized Ly α ‘intrinsic’ velocity dispersion profiles is self-similar
f represented in units of r / r vir (see Fig. 4 ) and can be described by an
nalytical function (see equation 10 ). Moreo v er, through analytical
onsiderations and by comparing to He II emission observations (for
 subsample of nebulae), we have shown that this result should also
pply to the observed Ly α velocity profiles, which differ from the
intrinsic’ ones by a renormalization factor which is independent of
adius. 

Taking advantage of these results, we present an analytical relation
ased on the self-similarity of the rescaled velocity dispersion
rofiles, which can be used to constrain the quasar halo masses using
he observed Ly α velocity profile shape as a function of comoving
adial distance from the quasar. To this end, we introduce a new
ariable representing the ratio of the median velocity dispersion in
wo concentric annuli 

140 −200 
40 −100 ≡ σ140 −200 

σ40 −100 
, (19) 

here σ 40 −100 is the median velocity dispersion of spaxels within
he annulus at 40 to 100 ckpc from the quasar, and σ 140 −200 is the
edian velocity dispersion within the annulus 140 to 200 ckpc. These

nnuli have been carefully chosen in order to avoid the central regions
affected by quasar PSF subtraction in observations) and to maximize
he velocity dispersion variations across the rele v ant spatial scales as
hown in Fig. 3 . Note that a ‘flatter’ velocity dispersion profile as a
unction of comoving distance (corresponding to larger halo masses)
ould have a higher η140 −200 

40 −100 than a steeper profile (corresponding
o lower halo masses). At the same time, η140 −200 

40 −100 is independent of
n y radiativ e transfer broadening effects, as long as these effects are
ostly independent of radius (as argued in the previous sections). 
As the function for σ rescaled given in equation ( 10 ) is monotonic,

he median σ rescaled within an annulus is simply the value of σ rescaled 
NRAS 526, 1850–1873 (2023) 

 In reference to the work of Pezzulli & Cantalupo ( 2019 ), we note that this 
alue for f v would be compatible with a cosmological baryon fraction within 
aloes, quasar photo-heating and Ly α emission produced by recombination 
adiation, as long as C l > 10. A value of C l different than 1 would imply that 
ome regions of the emitting clouds should be out of pressure-equilibrium 

ith the ambient medium. We will return to this point e xtensiv ely in P aper II. 

a  

o

7

1
z

q

t the radius where half the surface of the annulus is reached. Hence,
140 −200 
40 −100 can be written as 

140 −200 
40 −100 = 

σ ( r out /r vir ) 

σ ( r in /r vir ) 
. (20) 

e have dropped the subscript rescaled from σ for the sake of
eadability, r out ∼ 172 ckpc and r in ∼ 76 ckpc refer to the radii at
hich the median σ is reached in the two annuli and all radii are in

omoving units. With the relation 

 vir = 

(
M h G 

100 H 

2 
0 �m 

)1 / 3 

, (21) 

hich is redshift independent for comoving units within our redshift
ange of interest, 7 the velocity dispersion ratio η140 −200 

40 −100 can be
ewritten as 

140 −200 
40 −100 = 

a P r 3 out μ
3 + b P 

2 / 3 r 2 out μ
2 + c P 

1 / 3 r out μ + d 

a P r 3 in μ
3 + b P 

2 / 3 r 2 in μ
2 + c P 

1 / 3 r in μ + d 
, (22) 

here μ ≡ M 

−1 / 3 
h , P = (100 H 

2 
0 �m 

) /G = 3 . 197 × 10 4 M �
kpc −3 , G is the gravitational constant, the coefficients a , b , c , and d
re those of the fitted polynomial in equation ( 10 ) and M h is in units
f M �. 
 In comoving units the mass of a halo can be written as M h = 

00 r 3 vir H 

2 
0 G 

−1 ( �m + �� 

(1 + z) −3 ). As �m dominates �� 

(1 + z) −3 at 
 > 2 one can neglect the second term in the brackets, resulting in the relation 
uoted in equation (21). 
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8 It is worth noting that although Fig. 7 in Borisova et al. ( 2016 ) shows the 
FWHM, they calculate the FWHM by using the relation 2.35 × σ . Therefore 
these values could be directly used as our method requires sigma modulo any 
constant multiplicative factor. 
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In Fig. 5 we plot the analytically derived η140 −200 
40 −100 given in equation 

 22 ) as a function of halo mass (through its relation with the virial
adius) in green. We plot the η140 −200 

40 −100 of the individual mock Ly α
ebulae to confirm that their η140 −200 

40 −100 scales with halo mass as 
redicted by equation ( 22 ). Additionally, we indicate the region 
ithin the standard deviation of the simulated nebulae’s η140 −200 

40 −100 as a 
unction of halo mass with the purple shaded region. We emphasize 
hat the analytical relation is based on the self-similarity of the shape
f the velocity dispersion profiles which are independent of mass and 
edshift if represented in units of the virial radius. The large scatter of
he individual η140 −200 

40 −100 values in Fig. 5 is consistent with the scatter 
n the individual velocity dispersion profiles presented in Fig. 4 and 
eflects the systematic effects related to morphological and physical 
roperties of the haloes as discussed in detail in Section 4.1 . As
uch, we remind the reader that the analytical η140 −200 

40 −100 versus halo 
ass function presented here should be seen as a relation valid for
 population of haloes rather than for single quasars. The blue dots
efer to redshift z ∼ 3 and the red dots to redshift z ∼ 3.5. As expected,
he values of η140 −200 

40 −100 appear to be largely independent of redshift 
ithin the range explored here. Moreover, we have also verified that 

hey are independent of simulation resolution and AGN-feedback 
mplementation. 

By varying the Ly α emissivity of each particle (by a constant 
actor, for simplicity), we have also verified that the analytical 
elation presented abo v e is independent of the SB normalization as
ong as emission is detectable. We refer to Fig. C1 in Appendix C for

ore details. Moreo v er, we hav e also found that η140 −200 
40 −100 is largely

ndependent of the spectral resolution of the mock cubes as long as it
s high enough to resolve the typical width of the ‘intrinsic’ velocity
ispersion value (which is typically the case for MUSE within the 
onsidered spatial annuli). Because the velocity dispersion should 
ecrease with increasing distance from the halo centre, the values 
f η140 −200 

40 −100 are expected to be lower than 1, as is the case for the
nalytical η140 −200 

40 −100 plotted in Fig. 5 . Ho we ver, as is e vident from Fig.
 there are some individual instances of η140 −200 

40 −100 that have values 
arger than 1, implying a larger velocity dispersion at larger distances 
rom the quasar. This can be attributed, e.g. to the superposition along
he line of sight of multiple haloes separated by hundreds of kpc or
 few Mpc which are, ho we ver, spectrally blended with the quasar
y α nebula. These projection effects are expected to happen, in a 
tatistical sense, both in our mock observations and in real data [see
antalupo et al. ( 2019 ) for a discussion of one of these possible cases
ssociated with the Slug Nebula]. 

We propose using the function given in equation ( 22 ) to constrain
he mass of haloes hosting observed Ly α nebulae powered by bright 
uasars based on their measured η140 −200 

40 −100 . Theoretically, the η140 −200 
40 −100 

alue of a sample with a given mass distribution can be expressed as 

140 −200 
40 −100 = 

∫ ∞ 

0 η( M h ) P ( M h ) n ( M h ) d M h ∫ ∞ 

0 P ( M h ) n ( M h ) d M h 

, (23) 

here P ( M h ) is the mass-dependent probability of a halo hosting
 bright quasar and is n ( M h ) is the halo mass function. Follow-
ng the standard procedure used in quasar clustering studies, e.g. 
ftekharzadeh et al. ( 2015 ), we use two possible functional shapes

or P ( M h ): (i) a delta function (which thus defines a ‘characteristic’
alo mass) and, (ii) a step function (which defines a ‘minimum’ 
alo mass) as described in detail below. We stress, however, that 
ny shape of P ( M h ) can in principle be used in combination with
ur method. Thus, we define the characteristic halo mass M h of a
ample of Ly α nebulae as the halo mass for which the analytical
140 −200 
40 −100 in equation ( 22 ) corresponds to the measured η140 −200 

40 −100 of the 
ample. Additionally, a minimum halo mass M min can be derived by
ssuming that P ( M h ) is a step function for which P ( M h ) = 1 for M h >

 min and zero otherwise. In the latter case, we interpret the measured
140 −200 
40 −100 as the mean η140 −200 

40 −100 of all haloes with masses abo v e M min ,
eighted by the halo mass function (see equation 9, Eftekharzadeh 

t al. 2015 ). 
In the following sections, we apply our method to a subset of

bserved MUSE Ly α nebulae around bright quasars at 3 < z <

 and provide constraints on the characteristic and minimum halo 
asses of the samples based on the CGM kinematics. 

 APPLI CATI ON  O F  MASS  ESTIMATION  

E T H O D  

s a first application of the method presented abo v e, we use the an-
lytical relation given in equation ( 22 ) to constrain the characteristic
ass of haloes hosting bright quasars and surrounding Ly α nebulae 

resented in the first MUSE GTO surv e y around bright quasars
MUSE Quasar Nebulae snapshot surv e y, or MQN) (Boriso va et al.
016 ) and those included in the MAGG sample (Lofthouse et al.
020 ; Fossati et al. 2021 ). These nebulae are extended enough and
ave sufficiently high SNR to be excellent candidates for our mass
stimation method. 

.1 The obser v ed Ly α nebula samples 

he Ly α nebulae sample presented in Borisova et al. ( 2016 ) is
omprised of two subsamples, observed during the two different 
USE GTO programmes: 094.A-0396, 095.A-0708, 096.A-0345 

I: S. Lilly & 094.A- 0131, 095.A-0200, 096.A-0222 PI: J. Schaye.
e solely consider the first subsample (094.A-0396, 095.A-0708, 

96.A-0345), which consists of 12 of radio-quiet quasars within the 
edshift range z ≈ 3.0–3.3. For the sake of brevity we refer to this
ubsample as the MQN z ∼ 3.1 sample. We note that a handful of the
ebulae in the higher redshift subsample (094.A- 0131, 095.A-0200, 
96.A-0222) are included in the MAGG sample. Rele v ant for this
nalysis is that the observed quasars are some of the brightest known
adio-quiet quasars within the redshift range considered. 

We calculate the velocity dispersion ratio η140 −200 
40 −100 for 10 of the 

2 Ly α nebulae using the velocity dispersion maps obtained as 
iscussed in Borisova et al. ( 2016 ) and presented in Fig. 7 of that
ork. 8 When calculating the velocity dispersion ratio η140 −200 

40 −100 for the 
xtracted nebulae, we require that at least 20 per cent of spaxels in the
uter annulus have a velocity dispersion measurement. Due to this 
equirement, one nebula (MQN17) is excluded from our analysis. 

e further exclude another nebula (MQN07) as its SB peak does not
patially coincide with the quasar, possibly suggesting that the quasar 
ould be hosted by a companion or satellite galaxy not located at the
alo centre. This is different than our mock observations for which,
y construction, the quasar is placed at the centre of mass of the
ost halo. As a consequence, all distances rele v ant for our empirical
elations are calculated with respect to the centre of the halo, making
ur mass estimation method likely unsuitable for observed nebulae 
ith clear displacements between quasar position and the SB spatial 
eak. This issue could be solved by changing the definition of halo
entre in observed nebulae to the SB spatial peak. For simplicity
MNRAS 526, 1850–1873 (2023) 
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Figure 6. Starting from the top, the panels refer to the MAGG z ∼ 4.1, z 
∼ 3.5, MQN z ∼ 3.5, and to all three samples combined. In each panel the 
vertical ticks indicate the η140 −200 

40 −100 of the individual Ly α nebulae included 
in the analysis and the shaded region refers to the distribution of medians 
of the randomly redrawn samples normalized such that the integral of the 
area equals one. The samples respective median η140 −200 

40 −100 are marked with a 
vertical, solid line. The characteristic halo mass for each sample as obtained 
using our analytical relation (equation 22 ) is quoted in each panel. 
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o we ver, in this first analysis, we have excluded the peculiar nebula
QN07. 
The MAGG sample is introduced and described in detail in

ofthouse et al. ( 2020 ) & Fossati et al. ( 2021 ), here we briefly
ummarize the aspects rele v ant to this work. The sample consists
f 28 quasars for which archi v al high-resolution ( R � 30 000)
pectroscopy is available, with m r < 19 AB mag co v ering a redshift
ange of z ≈ 3.2–4.5. The selection criteria for the quasars require that
hese are observable from the VLT with low airmass, and have at least
ne intervening strong hydrogen absorption line system at z > 3.05
ith N H I > 10 17 cm 

−2 . The original extraction and detection of Ly α
ebulae in Fossati et al. ( 2021 ) is performed with CubEx imposing
 SNR threshold of 2.0 and a minimum number of connected voxels
f 1000. We note that one of the Ly α nebulae is excluded from the
nalysis in Fossati et al. ( 2021 ), due to it being strongly lensed and
hus exhibiting an irregular morphology. The sample can be split
nto a high and low redshift subsamples with median redshifts of
 ∼ 4.1 and z ∼ 3.5, respectively. We apply our mass estimation
ethod to each redshift subsample separately and to the whole

ample combined with the MQN sample in order to investigate any
otential redshift evolution of the typical mass of halo hosting a
uasar. 

.2 Characteristic quasar halo masses as a function of redshift 

e calculate the median η140 −200 
40 −100 of the three samples described

n Section 3.1 . This results in the following values: 0.755, 0.744,
nd 0.736 for the MAGG z ∼ 4.1, z ∼ 3.5, and MQN z ∼ 3.1
amples, respectively. In Fig. 6 we indicate the individual η140 −200 

40 −100 

alues of each Ly α nebula with vertical ticks. The top three panels
efer to the three samples separately and the bottom panel refers
o the combination of all three samples. In each panel the median
f the samples is marked with a solid vertical grey line. We use
he median of each η140 −200 

40 −100 distribution and equation ( 22 ) to obtain
 characteristic quasar halo mass for each sample as outlined in
ection 2.4 . We estimate the uncertainties of the characteristic
alo mass by means of a bootstrap estimate. We randomly re-
raw a population of η140 −200 

40 −100 values from each observed sample
0 000 times and calculate the median of each random population.
he shaded region in each panel of Fig. 6 indicates the distribution
f these medians, normalized so that the integral of the distributions
s one. We calculate the standard deviation of these 10 000 median
140 −200 
40 −100 values and quote this standard deviation as the uncertainty
f our mass estimates. The decadic logarithms of the obtained quasar
alo mass estimates in units of M � are thus 12 . 22 + 0 . 28 

−0 . 25 , 12 . 16 + 0 . 18 
−0 . 17 ,

nd 12 . 11 + 0 . 47 
−0 . 42 for the MAGG z ∼ 4.1, z ∼ 3.5, and MQN z ∼ 3.1

amples, respectively. We use the median η140 −200 
40 −100 of the samples

nstead of the mean to limit our sensitivity to outliers. We stress,
o we ver, that using the mean instead of the median would result in
alo mass estimates that are consistent to the abo v e values within
heir errorbars. In particular, calculating the characteristic masses
rom the mean would result in halo mass estimates with decadic
ogarithms of 12 . 15 + 0 . 28 

−0 . 25 , 12 . 28 + 0 . 19 
−0 . 18 , and 12 . 40 + 0 . 59 

−0 . 44 for the three
amples (in order of decreasing redshift). We compare the measured
140 −200 
40 −100 values of the individual Ly α nebulae in the MAGG z ∼ 3.5
ample to the number of Ly α emitters (LAEs) in each MUSE field
s reported by Fossati et al. ( 2021 ) and find evidence for a weak
orrelation (see Appendix E), which strengthens our results. 

Despite the relative broadness of the observed η140 −200 
40 −100 distribu-

ions, the median values of η140 −200 
40 −100 are very much consistent with

ach other, independent of redshift. Combining all three redshift
anges results in an almost symmetrical distribution of η140 −200 

40 −100 
NRAS 526, 1850–1873 (2023) 
round a median of 0.744. We therefore obtain a characteristic halo
ass with a decadic logarithm of 12 . 16 + 0 . 14 

−0 . 13 (12 . 26 + 0 . 15 
−0 . 14 if we use

he mean η140 −200 
40 −100 of the combined samples instead). In addition to

alculating the characteristic halo masses of the observed samples,
e also calculate the minimum halo mass following the procedure
escribed in Section 2.4 and Eftekharzadeh et al. ( 2015 ). The decadic
ogarithms of the minimum halo masses obtained in this way are:
2.04, 11.94, 11.87, and 11.94, respectively for the MAGG z ∼ 4.1,
 ∼ 3.5, MQN z ∼ 3.1 samples and for all samples combined. 

Characteristic halo masses as large as 10 13 M � are thus clearly
utside our 1 σ confidence interval at 3.1 < z < 4.5. This result,
ombined with the other literature measurements presented in
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ig. 7 , has important implications for the deri v ation of the CGM
hysical properties, such as emitting gas densities and clumpiness as 
ill be discussed in detail in Paper II [see also discussion in Pezzulli
 Cantalupo ( 2019 )]. Moreo v er, this result has important implica-

ions when compared to other quasar host halo mass measurements, 
.g. from clustering as discussed in Section 4.3 . 

 DISCUSSION  

ith the help of cosmological simulations and Ly α nebulae ob- 
ervations at z > 3, we have shown that it is possible to derive
ew constraints on quasar halo masses from the CGM kinematics 
hat are complementary to quasar clustering measurements. Despite 
he model uncertainties and statistical limitations due to the size of
he observed samples used in this work, these constraints have the 
otential to provide a new view of the host haloes of quasars, their
nvironment, and thus of CGM properties. In Section 4.1 we give 
n o v erview of the limitations of the halo mass estimation method
resented here. In particular, among the possible model uncertainties, 
e discuss the effect of the AGN feedback implementation in EAGLE 

n our results in Section 4.2 . Finally, in Section 4.3 we put our method
nto a broader context by comparing it and the derived mass estimates
o other estimates and methods. 

.1 Limitations of our method 

s is evident from Figs 4 and 5 , there is a relatively large scatter
f the simulated velocity dispersion profiles and ratios η140 −200 

40 −100 . 
uch a large scatter stems both from systematic effects related to 
orphological and physical properties of the haloes and, partly, 

rom the noise associated with the (mock) measurements themselves. 
ndeed, realistic halo shapes are far from simple spheres and radial 
nflows may occur along a few filaments coming from various 
irections (Bond et al. 1996 ; Kere ̌s et al. 2005 ). As such, the
ame halo as seen from different directions could have different 
adial profiles of the line-of-sight velocity dispersion as measured 
n emission. In addition, realistic haloes do not live in isolation: 
rojection effects due to multiple haloes along the line of sight
as discussed in Section 2.4 ) can artificially increase the velocity 
ispersion. Because these effects are aleatory and, in principle, 
ndependent of the quasar host halo mass, the error on the median
alo mass of a sample of quasars could be decreased by increasing
he sample size. As a first application, we have used a relatively
imited sample of MUSE Ly α nebulae around quasars for which we 
ad access to the velocity dispersion maps. A much larger data set
s already available and in principle our analysis could be repeated 
sing a larger sample. Moreo v er, the ubiquity of Ly α nebulae around
uasars at all redshift explored so far ( z > 2) provide the opportunity
o extend the redshift range and plan for dedicated surv e ys targeting
 much larger number of quasars. 

Observational limitations are related to the necessary SNR re- 
uired to measure the line-of-sight velocity dispersion at a given 
istance from the quasar. Because the method presented here is based 
n the value of η140 −200 

40 −100 , observable emission should extend to at least
00 ckpc from the quasar. While this is the case for the majority of
right quasar nebulae disco v ered so f ar, f ainter quasars and quasars at
igher redshifts more often have smaller detectable nebulae (Farina 
t al. 2019 ; Mackenzie et al. 2021 ) at a given SB sensitivity level. As
ong as these quasars are ‘illuminating’ gas on large scales, this issue
an be solved by increasing the exposure time of the observations. 

We have proposed the use of the Ly α emission as a tracer of
he shape of the velocity dispersion profile given the brightness of
his line which makes it easily detectable on large scales even in
hort exposure times. Ho we ver, as discussed in detail in Section
.3.3 , this is a resonant line which may suffer from radiative transfer
roadening. We have argued, based on analytical considerations and 
n complementary He II -H α observations for a subsample of quasar
ebulae, that the Ly α broadening with respect to the ‘intrinsic’ 
elocity dispersion should be independent of distance, making our 
ethod based on η140 −200 

40 −100 independent of Ly α broadening. In the 
odel presented in Section 2.3.3 , a series of simplified assumptions

ave been made, for instance, that the quasar ionizing radiation is
sotropic and that the whole CGM is thus ionized. Ho we ver, some
bservations suggest that this is not the case, at least for quasars which
re around 2–3 mag fainter than the sample studied here (Prochaska
t al. 2013 ), and that part of the transverse direction is not ionized by
he quasar. While we have verified that this does not affect our result
ased on the ‘intrinsic’ velocity dispersion (for an opening angle at
east as large as 60 ◦), this could have an effect on the broadening of
he Ly α emission produced on the far side of the quasar halo. For
onizing cones as expected from the AGN unification model (e.g. den
rok et al. 2020 ), this would possibly imply a larger broadening at

arger distances from the quasar. In this case, our estimate should be
onsidered an upper limit on the quasar halo mass. 

Lastly, it is worth stressing that our results are based on the fact
hat the kinematics of the cold emitting gas is on avera g e determined
y gravity only and thus by the host halo mass to a high degree, as
erived and demonstrated using the EAGLE and ENGINE simulations. 
o we ver, dif ferent assumptions, e.g. concerning galaxy feedback, 
r missing physics in these simulations could lead to a different
esult, i.e. to different cold gas kinematic patterns and radial velocity
ispersion profiles. For instance, if galactic feedback is preferentially 
ncreasing the velocity dispersion of the emitting gas closer to the
entre of the haloes, then the actual values of η140 −200 

40 −100 would be lower
han predicted from pure gravitational effects. This would imply that 
he actual halo mass could be higher than predicted by our model.
his scenario can, ho we v er, be e xcluded by looking at the absolute
alue of the velocity dispersion in the inner annulus used in our
nalysis as measured through a non-resonant line, such as He II –H α

mission. In particular, the values measured in the MAGG sample by
ravascio et al., (in preparation) and discussed in Section 2.3.2 are
f the order of 100 km s −1 which is very much consistent (or slightly
elow) the intrinsic velocity dispersion in the mock observations 
resented here (see Fig. 2.3.2 ). Future H α observations, e.g. with
WST , will test this hypothesis. With the data available up until now
e then find it very implausible that the actual masses of the quasar
ost haloes are significantly larger than what is found in this work. 

.2 The impact of AGN feedback on CGM kinematics 

hough not the main focus of this work, we take advantage of the
ifferent implementation of feedback in the EAGLE simulations to 
erify the possible effect of AGN feedback on the o v erall CGM
inematics (and thus also on our halo mass estimate). In particular,
n this section, we compare the radial velocity profiles obtained 
rom the NoAGN and RECAL simulations (see Table 1 ). For haloes
n the three highest mass bins contained in these two simulations
he inclusion of AGN-feedback leads to higher maximum outflow 

elocities of the hot gas in the radial velocity profiles. The radial
elocity profiles of the Ly α emitting gas, ho we ver, are not af fected by
he inclusion of AGN-feedback and there is no significant difference 
etween the radial profiles obtained from the NoAGN and the 
ECAL simulations at either redshift as can be seen in Figs D1 and
2 in Appendix D . This is likely due to the fact that, as mentioned in
MNRAS 526, 1850–1873 (2023) 
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ection 2.3.1 , the Ly α emitting gas roughly corresponds to the cool
as ( � 10 5 K). The low temperature of the gas implies that it has not
een significantly heated by feedback processes. Indeed, the hot gas
jected from the galaxy due to the AGN-feedback (as implemented
n EAGLE ) is expected to take the path of least resistance and therefore
ows out of the galaxy via the regions with lower densities, without

nteracting with the cold and dense accreting filaments [see also van
e Voort et al. ( 2011 )]. As such, the presence of AGN feedback, at
east as implemented in EAGLE , has little effect on our halo mass
stimates based on η140 −200 

40 −100 . 
We stress ho we ver that AGN feedback implementation is still

ighly debated in the literature. While works based on EAGLE -like
imulations, e.g. Rahmati et al. ( 2015 ), or other simulations such as
IMBA (Dav ́e et al. 2019 ) typically found that the H I distribution in
he CGM, traced via mean Ly α flux fluctuation profiles at high
edshift, is not affected by the presence of AGN-feedback (e.g.
orini, Dav ́e & Angl ́es-Alc ́azar 2020 ), other works, such as Costa
t al. ( 2022 ), suggest that AGN feedback can also have an effect
n the cold CGM component, at least at very high redshift ( z >
). From an observational view-point, the situation is also not clear.
hile extended emission around radiogalaxies and radio-loud quasar

ave often been associated with outflows (Villar-Mart ́ın, Binette &
osbury 1999 ; Silva et al. 2018 ) given the large velocity dispersion
alues ( > 600 km s −1 ) found in non-resonant emission lines, the large
ajority of radio-quiet nebulae disco v ered around quasars at z >
 present relatively quiet kinematics consistent with gravitational
otion only, e.g. in He II –H α as we have discussed in Section 2.3.2

see also Cantalupo ( 2017 ) for a re vie w]. The discriminating factor
ould be the presence of a radio-jet on CGM scales which certainly
as the potential to inject energy and momentum, possibly also
ffecting the cold CGM component. It could thus be interesting
o apply our methodology to a sample of radio-loud quasars and
alaxies in the future and compare the intrinsic velocity dispersion
rofiles to search for AGN feedback effects, assuming, e.g. that radio-
oud quasars live in similar haloes with respect to their radio-quiet
ounterparts. Unfortunately, radio-loud AGNs are much rarer and
hus a specific sample should be built for this purpose. We note that,
specially for radio-galaxies, a non-resonant line (e.g. hydrogen or
elium H α) is necessary for this analysis since Ly α broadening
ould be different for these systems. This would be the case, for
nstance, if the ionization cone of these AGN is oriented along the
lane of the sky rather than along our line-of-sight as for quasars. 

.3 Comparison to other halo mass estimation methods 

ypical methods currently used to estimate the mass of the haloes
osting quasars are based on clustering and include, in particular,
uasar autocorrelation (QSO-clustering studies) (Shen et al. 2007 ; da

ˆ ngela et al. 2008 ; Shen et al. 2009 ; Eftekharzadeh et al. 2015 ; Timlin
t al. 2018 ) or quasar-galaxy cross-correlation studies (Trainor &
teidel 2012 ; Font-Ribera et al. 2013 ; He et al. 2018 ). In some recent
orks, kinematics of galaxies and some simplified treatment of Ly α

mission kinematics have also been used to put some constraints for
uasars at z > 2 (Lau, Prochaska & Hennawi 2018 ; Arrigoni Battaia
t al. 2019 ; Fossati et al. 2021 ). In this section, we compare these
esults to those obtained by applying the method developed here to
he MAGG and MQN samples as detailed in Section 3.2 . 

We stress that, due to the differences in sample sizes and redshifts it
s not trivial to compare our mass estimates with those obtained mea-
uring the quasar autocorrelation or quasar-galaxy cross-correlation
unctions. Furthermore, these differences and additional caveats,
uch as the modelling of non-linear scales and the inclusion of
NRAS 526, 1850–1873 (2023) 
oisson shot-noise, also make it non-trivial to compare the results
btained using correlation functions with each other. Despite this,
e give a qualitative comparison of the quasar halo mass estimates
btained in this study and those from QSO-clustering studies and
uasar-galaxy cross-correlation studies in Fig. 7 . Our results and
heir uncertainties for the redshifts z ∼ 3.1 (MQN sample), z ∼ 3.5,
nd z ∼ 4.1 (MAGG sample) are indicated with yellow stars and
ed error bars. The characteristic mass and associated uncertainties
or the three samples combined is plotted with a yellow star and
rey error bars. Mass estimates and their uncertainties obtained with
SO-clustering are plotted with circles and green error bars, the

esults from quasar-galaxy cross-correlation studies are indicated
ith squares and blue error bars. The colours of the individual
arkers refer to each individual piece of work. 
Our inferred halo mass is lower than the mass estimate of quasar

osting haloes obtained from QSO clustering studies performed at
omparable redshifts by Shen et al. ( 2007 ) ( z ∼ 3 and z ∼ 4.3,
lue circle and green error bars) and Timlin et al. ( 2018 ) ( z ∼ 3.5,
range circle and green error bars). Eftekharzadeh et al. ( 2015 ) (pink
ircles and green error bars) use a far larger sample, which they
ivide into three redshift subsamples, with the two higher redshift
ins being most compatible with the quasars used in our analysis.
heir mass estimate for the z ∼ 3 bin is lower than our mass estimate,
hile their mass estimate for the z ∼ 2.5 redshift bin is consistent
ith our results. The fact that clustering studies do not include
oisson shot-noise and only use a linear bias relation while fitting

he correlation function also on (mildly) non-linear scales could lead
o an o v erestimation of the bias and hence of the haloes masses.
he first effect is mitigated with increasing sample size and could
xplain why Shen et al. ( 2007 ) & Timlin et al. ( 2018 ) find higher
alo masses. 
Our mass estimates are in very good agreement with those

btained from quasar-galaxy cross-correlation reported in Fig. 7 .
hese include the work of Trainor & Steidel ( 2012 ) (dark orange
quare and blue error bars), in which they calculate the quasar-
alaxy cross-correlation function for a sample of 15 hyperluminous
uasars and the surrounding galaxies that lie within 4.2 h −1 cMpc at
edshifts 2.5 < z < 2.9, as a part of the Keck Baryonic Structure
urv e y (KBSS) (Steidel et al. 2014 ). Comparing the observed cross-
orrelation function to the galaxy-quasar cross-correlation function
f simulated halo populations while varying masses of both the
imulated quasar haloes and surrounding galaxy haloes they find
hat the hyperluminous quasars are hosted by haloes with a median

ass of 10 12.3 ± 0.5 M �. Font-Ribera et al. ( 2013 ) ( z ∼ 2.38, dark blue
quares and blue error bars) measure the cross-correlation function of
uasars from the Baryon Oscillation Spectroscopic Surv e y (Da wson
t al. 2013 ) and the Ly α forest absorption in redshift space. They
easure bias factors consistent with autocorrelation measurements

t comparable redshifts. He et al. ( 2018 ) ( z ∼ 3.8, purple square and
lue error bars) use a combination of two quasar samples totalling
243 quasars and 25 790 bright z ∼ 4 Lyman break galaxies to
alculate a quasar-galaxy cross-correlation function and derive the
ias by comparing the measured clustering strength to that of the
nderlying dark matter based on linear structure formation theory.
rom this bias they derive a halo mass range of 10 12.15 M �– 10 12.46 M �.
Our estimate is also consistent with that obtained by Fossati et al.

 2021 ) for the same MAGG sample used in this work. In particular,
hese authors calculate the quasar-galaxy cross-correlation function
or the MAGG sample’s 28 quasars and 113 LAEs. Ho we ver, this
easurement is not used to constrain the quasar halo masses as the

mall field of view of the MUSE instrument prevents the inclusion of
arger scales, thus hampering the conversion of the cross-correlation
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Figure 7. Comparison of our quasar host halo median mass estimates for the MQN z ∼ 3.1, z ∼ 3.5, z ∼ 4.1 MAGG samples (yellow stars with red error bars) 
and those three samples combined (yellow stars with grey error bars) with quasar halo mass estimates obtained from QSO-clustering studies (circles with green 
error bars) and galaxy-quasar clustering studies (squares with blue error bars), as reported in the legend (see Section 3.2 ). All horizontal errorbars denote the 
redshift range of the quasars included in the different studies. The vertical errorbars denote the halo mass range for each sample. For some studies [He et al. 
( 2017 ), Timlin et al. ( 2018 ), and Fossati et al. ( 2021 )], only a halo mass range and not a characteristic mass are given. In this case, we centre the errorbars 
on the averaged halo mass within the quoted mass range for visualization purposes. The characteristic quasar halo mass and mass range of the quasar sample 
presented in Shen et al. ( 2007 ) and Font-Ribera et al. ( 2013 ) are taken from Eftekharzadeh et al. ( 2015 ). At z ∼ 3 our measurements are consistent with the 
quasar autocorrelation constraints presented in Eftekharzadeh et al. ( 2015 ), which conflict with those presented in Shen et al. ( 2007 ). Our method, which is 
independent of clustering studies, thus suggest that (bright) quasar are typically hosted by 10 12.16 M � haloes, independent of redshift in the range 3 < z < 4. 
See Section 4.1 for a detailed discussion of the strength and limitation of our methods and the possible implication of this results. 
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unction into a bias and quasar halo mass. Instead, they constrain 
he quasar halo masses in the MAGG sample by calculating the 
 v erdensity of LAEs around the MAGG quasars and comparing 
his o v erdensity to that of g alaxies around the 15 h yperluminous
uasars from the KBSS calculated in Trainor & Steidel ( 2012 ). As
he two galaxy o v erdensity values are consistent with one another,
ossati et al. ( 2021 ) deduce that the quasar halo masses in the
AGG sample are likely also consistent with those calculated in 

rainor & Steidel ( 2012 ) using the quasar-galaxy cross-correlation 
unction. Fossati et al. ( 2021 ) further e v aluate the velocity offset
f the LAEs with respect to the nebulae’s redshift. They compare 
he kinematic dispersion of these galaxies with that of galaxies in 
he same line-of-sight velocity window centred on haloes with a 

ass of M h ∼ 10 12.4 −10 12.6 M � from the millennium simulation 
Springel et al. 2005 ), finding that the observed kinematic dispersion
s consistent with a typical halo mass of 10 12.5 M �. Based on these two
omparisons, Fossati et al. ( 2021 ) derive a quasar halo mass estimate
f 10 12 M �–10 12.5 M �. Although this estimate is not strictly based on
he quasar-galaxy cross-correlation function, we still include it in our 
omparison in Fig. 7 for the sake of completeness. It is plotted with
 green square and blue error bars. 

We note that combining the halo mass estimates of the MQN 

ample at z ∼ 3.1 and the MAGG sample with that of the KBSS would
mply a negligible evolution of bright quasar hosting halo masses 
rom z ∼ 2.7 to z ∼ 3.7. This is consistent with a negligible halo mass
volution within the MAGG sample from z ∼ 3.5 to z ∼ 4.1 already
entioned in Section 3.2 and could have significant implications 

or our understanding of quasar formation and e volution. Ho we ver,
his interpretation needs additional confirmation as additional effects, 
uch as selection biases affecting both samples, could be responsible 
or the apparent non-evolution of the mass of haloes hosting bright
uasars. 
Finally, it is interesting to compare our method to the analysis

erformed by Arrigoni Battaia et al. ( 2019 ) on their sample of 61
uasar Ly α nebulae as a part of the MUSEUM surv e y. In particular,
hey calculate the spatial average of the Ly α velocity dispersion over
he whole area in which the emission is detected ( <σ Ly α > ) quoting
 value of σ Ly α < 400 km s −1 (and typical values around 250 km
 

−1 according to their fig. 11). Assuming a NFW profile (Navarro,
renk & White 1997 ) and a concentration of c ∼ 3.7 at z ∼ 3, they
stimate that a halo with a mass of 10 12.5 M � should have a maximum
ircular velocity of v max 

circ = 360 km s −1 . Further assuming that the
 elocity dispersion obe ys 

√ 

2 σ1D rms = v max 
circ (Tormen, Bouchet & 

hite 1997 ), they infer σ1D rms � 250 km s −1 , which they note is
imilar to their <σ Ly α > , implying a similar halo mass to the one
btained using our method. We note that, given that the MUSEUM
urv e y is shallower in exposure time with respect to MAGG (40 min
ersus a typical exposure time of 4 h) and the MQN sample (1 h
xposure time), nebulae in this surv e y are typically detected up to
maller distances from the quasars with respect to these other surv e ys.
he median maximum extent of the nebulae in the MUSEUM surv e y

s indeed around 170 ckpc, thus the <σ Ly α > typically represent only
he inner regions of the nebulae. Ho we ver, because the area changes
or each nebula and because of the large spatial averaging it is not
asy to translate their <σ Ly α > in any of the quantities used in
his work, such as the median velocity dispersion in our inner and
uter annuli (which are defined at fixed comoving distances from 

he quasars). Given the large differences between our method and 
MNRAS 526, 1850–1873 (2023) 
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he approach used by Arrigoni Battaia et al. ( 2019 ), it therefore
ossible that this agreement is partially coincidental. We have seen
hat Ly α broadening significantly increases the observed line widths
ompared to non-resonant emission, such as He II -H α, making it
on-trivial to directly convert the absolute Ly α velocity dispersion
alues to a measurement of the gas’s intrinsic kinematics. Farina
t al. ( 2019 ) also apply this analysis to the 12 Ly α nebulae at z
 5.7 detected by them and measure an average 1D rms velocity

ispersion of σ1D rms � 340 ± 125 km s −1 , which is consistent with
he gravitational motions in a 10 12.5 M � halo at z = 6. Although the
aveats mentioned above also apply to the comparison of our results
ith those obtained by Farina et al. ( 2019 ), taken together these

esults support a link between the Ly α kinematics and dark matter
alo mass even at higher redshifts. 

 SUMMARY  A N D  C O N C L U S I O N S  

he disco v ery of ubiquitous Ly α emission from the CGM and IGM
round quasars at z > 2 give us the unique opportunity to constrain the
hysical properties of gas around galaxies directly through emission,
rovided that the quasar host halo mass is known (e.g. Pezzulli &
antalupo 2019 ). Unfortunately, current constraints on quasar host
alo masses given by clustering studies (e.g. using SDSS Shen et al.
007 ; Eftekharzadeh et al. 2015 ) exhibit significant discrepancies at
 � 3 (see Fig. 7 ), the redshift at which most Ly α nebulae have been
isco v ered so far. 
We develop a new method to constrain quasar halo masses based

n the kinematics of the cold ( T < 10 5 K), Ly α emitting CGM. By
sing the cosmological simulations EAGLE and EAGLE (Schaye et al.
015 ), we first show in Section 2.3.1 that the kinematics of cold
y α emitting gas in the CGM of massive haloes ( M h > 10 11.75 M �)
hould directly depend on the total halo mass, rather than galactic
eedback o v er the scales of interests for Ly α nebulae observations. In
articular, we find that the radial velocity profiles of cold emitting gas
Ly α-emissivity-weighted) closely follow the radial velocity profiles
f the dark matter, at least in the EAGLE and ENGINE simulations
Fig. 2 ) at distances between roughly 1.5 and 5 virial radii from
he ionization of haloes in the mass range 10 11.75 M �–10 13.25 M �. At
istances below 1.5 virial radii from the halo centre the Ly α emitting
as is predominantly inflowing. 

With the aim of exploiting this result, we generate mock MUSE-
ike observations of Ly α emission from massive haloes in EAGLE and
NGINE under the assumption of maximally fluorescent emission due
o bright quasar ionization (see Sections 2.2.2 and 2.2.4 ), including
ky background noise, atmospheric smoothing and the finite MUSE
pectral resolution. The mock observations are then analysed with
he same software as is used for MUSE observations, producing first
nd second moment maps of the flux distribution (Section 2.2.5 ).
hese maps are then used to generate the intrinsic velocity dispersion
rofiles of the Ly α emission (i.e. without considering the effect of
esonant broadening) as a function of projected distance from the
uasar, a quantity which can be directly compared to observations.
e find that, once rescaled by the virial radius and normalized to

he value of the central velocity dispersion, these profiles become
elf-similar (Fig. 4 ), demonstrating that they could be used to derive
 constraint on the virial radius of the associated halo and thus on its
otal mass. 

Taking advantage of this self-similarity, we define a new variable
hich can be directly measured in observations and used to derive

he halo mass: the velocity dispersion ratio η140 −200 
40 −100 . This variable

epresents the ratio of the median velocity dispersion values in two
oncentric annuli (40–100 and 140–200 ckpc). These annuli have
NRAS 526, 1850–1873 (2023) 
een carefully selected to maximize the η140 −200 
40 −100 variation across

he expected halo mass range associated with quasars (10 12 M � and
0 13 M �; Shen et al. 2007 ; Eftekharzadeh et al. 2015 ; Timlin et al.
018 ), while at the same time excluding the inner regions typically
ffected by the quasar PSF in observations. More importantly, in
ection 2.3.3 , we show that the value of η140 −200 

40 −100 is unaffected by
he radiative transfer spectral broadening associated to resonant Ly α
mission. This result is obtained by comparing the observed He II –
 α velocity dispersion values to the Ly α velocity dispersion values

or a subset of quasars for which both measurements are available
see Section 2.3.3 ). 

As a first application of our new methodology, we apply our ana-
ytical relation based on the self-similarity of the velocity dispersion
rofiles to 37 Ly α nebulae observed at 3 < z < 4.5 as part of
he MAGG (Fossati et al. 2021 ) and MQN (Borisova et al. 2016 )
urv e ys. As is typically done in clustering analysis studies, we derive
 characteristic halo mass and a minimum halo mass for each of
ur quasar samples, obtaining the following characteristic masses
n units of solar masses with decadic logarithms of: 12 . 11 + 0 . 47 

−0 . 42 ,
2 . 16 + 0 . 18 

−0 . 17 , 12 . 22 + 0 . 28 
−0 . 25 and the following minimum halo masses:

1.87, 11.94, 12.04 at z ∼ 3.1, z ∼ 3.5, and, z ∼ 4.1, respectively
Section 3.2 ). Given the fact that these mass estimates are consistent
hich each other at different redshifts, we also obtain a combined

onstraint by combining all quasars in our samples, resulting in
 characteristic halo mass with a decadic logarithm of 12 . 16 + 0 . 14 

−0 . 13 

n units of solar masses and a minimum halo mass of 11.94. We
hen compare our results to other estimates of quasar host halo

asses obtained through clustering studies at similar redshifts (see
ig. 7 ) finding good agreement with quasar-galaxy cross-correlation
tudies and intermediate values between the two discrepant quasar
utocorrelation clustering measurements of Eftekharzadeh et al.
 2015 ) and Shen et al. ( 2007 ) at z ∼3. We stress that our method
s based on the kinematics of cold emitting gas in the CGM of
uasars, thereby providing an independent estimate with respect
o these studies. Despite the relatively large errorbars due to the
imited number of nebulae used in this study, our results suggest
o significant redshift evolution of the (bright) quasar host halo
asses across the explored redshift range. Combining our studies
ith cross-correlation clustering results and with the autocorrelation

lustering measurements of Eftekharzadeh et al. ( 2015 ) at z ∼ 2.5
ould consistently give a characteristic halo mass of ∼10 12.2 M � and

hus disfa v our masses around ∼10 13 M �, such as those suggested by
hen et al. ( 2007 ), with a high level of confidence. 
The uncertainties associated with our measurement can be sig-

ificantly impro v ed in the future by taking advantage of the large
ample of quasar Ly α nebulae disco v ered so far (Cai et al. 2019 ;
arina et al. 2019 ; Mackenzie et al. 2021 ), which have not been

ncluded in this study for the sake of brevity. Moreo v er, ongoing
nd future observations of H α emission from quasar nebulae at
 > 2, e.g. with JWST or from the ground at some particular redshift
e.g. Langen et al. 2023 ) will further reduce possible uncertainties
ssociated with the Ly α line radiative transfer, allowing, for instance,
o use the absolute value of the velocity dispersion as an additional
onstraint together with the shape of the velocity dispersion profile.
dditionally, our method could be applied to different subsamples of
uasars, e.g. as a function of their UV luminosity or radio-loudness,
n order to disentangle possible environmental effects associated with
ifferent quasar subsamples. 
In the context of the RePhyNe project, whose main goal is to

onstrain and resolve the physics of the cold component of the
GM, the results presented here provide a possible resolution to the
iscrepancy previously found in the literature concerning the host
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alo masses of quasars at z ∼ 3. This allows us to break several
egeneracies between, e.g. implied cold gas densities and CGM 

lumpiness from the Ly α emission and halo masses. In particular, 
ased on the analytical model presented in Pezzulli & Cantalupo 
 2019 ), a host halo mass of ∼10 12.2 M � (or lower) for quasar Ly α
ebulae would imply high densities in the CGM which cannot be 
asily confined by the thermal pressure of the hot virialized gas. This
ould imply, e.g. the presence of broad gas density distributions in 

he CGM of quasars, as suggested by Cantalupo et al. ( 2019 ), or,
lternatively, a significant contribution to the Ly α emission from 

echanisms differing from recombination radiation (a hypothesis 
hat will be directly tested by JWST H α emission observations and 
as so far been excluded by current observations from the ground 
e.g. Leibler et al. 2018 ; Langen et al. 2023 ). In the second paper of
his series, we will take advantage of the results presented here to put
trong constraints on the physical properties of cold emitting gas in 
he CGM of high redshift galaxies (hosting an AGN) by comparing 
nalytical and numerical models to the observed Ly α SB profiles. 
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PPENDI X  A :  EFFECT  O F  STAR-FORMAT IO N  

ENSITY  T H R E S H O L D  O N  η

s explained in Section 2.2.1 , the gas in the multiphase ISM is
ot resolved in cosmological simulations. The EAGLE and ENGINE

imulations deal with this by allowing the gas abo v e a metallicity-
ependent density threshold (see equation 4 ) to be star-forming and
eriving its properties from an effective equation of state and not
rom its hydrodynamics. To check whether our empirical relation
epends on the star-formation density threshold chosen, we re-
enerate the mock cubes for a random subset of haloes at z ∼ 3.5 in
he mass bin 10 12 M �–10 12.4 M � using various star-formation density
hresholds. We find that the median η140 −200 

40 −100 of the Ly α nebulae
enerated using the star-formation density thresholds 0.1, 1, 10, and
0 3 cm 

−3 are all within 5 per cent of the median η140 −200 
40 −100 of the Ly α

ebulae generated using the metallicity-dependent star-formation
ensity threshold, as demonstrated in Fig. A1 . Our results are thus
ndependent of this particular choice, which would be, ho we ver,
ery rele v ant for the SB v alues as will be discussed in detail in
aper II. 
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Figure A1. The median ratios between η140 −200 
40 −100 calculated for Ly α nebulae 

with a fixed star-formation density threshold and η140 −200 
40 −100 using a metallicity- 

dependent star-formation density threshold. The dotted line marks the ratio 
1.0 and the red shaded area marks the region between 0.95 and 1.05. The 
points mark the median ratios for n ∗ = 0.1 cm 

−3 (green), n ∗ = 1 cm 

−3 

(orange), n ∗ = 10 cm 

−3 (purple), and n ∗ = 10 3 cm 

−3 (blue), with the error 
bars marking the extent of the 25th and 75th percentiles. 
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Figure B1. The median intrinsic velocity dispersion in the inner an- 
nulus, σ 40 −100 , as a function of halo mass for all three simulations 
and both redshifts ( z ∼ 3.5 and z ∼ 3) included in this analysis. 
We calculate σ 40 −100 for Ly α nebulae extracted from mock cubes with 

σnoise = 5 × 10 −19 erg s −1 cm 

−2 arcsec −2 Å
−1 

(orange line) and σnoise = 

5 × 10 −20 erg s −1 cm 

−2 arcsec −2 Å
−1 

(green line). The shaded regions in- 
dicate the 25th and 75th percentiles. Despite σ noise varying by an order of 
magnitude the two median σ 40 −100 are consistent with each other. 
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PPENDIX  B:  EFFECT  O F  OBSERVATIONA L  

OISE  O N  T H E  INTRINSIC  VELOCITY  

ISPERSION  

e quantify the effect of varying the amount of noise added 
o the mock cubes, as described in Section 2.2.4 , by com-
aring the median intrinsic velocity dispersion in the in- 
er annulus, σ 40 −100 , of Ly α nebulae extracted from mock 
ubes generated using Gaussian noise with a standard deviation 

f σnoise = 5 × 10 −19 erg s −1 cm 

−2 arcsec −2 Å
−1 

and σnoise = 5 ×
0 −20 erg s −1 cm 

−2 arcsec −2 Å
−1 

. The inner annulus extends from 

40 to ∼100 ckpc. In Fig. B1 we plot the median σ 40 −100 of
ll three simulations and both redshifts ( z ∼ 3.5 and z ∼ 3)
ncluded in this analysis as a function of halo mass. The or-
nge solid line denotes the median σ 40 −100 calculated from mock 

ubes with σnoise = 5 × 10 −19 erg s −1 cm 

−2 arcsec −2 Å
−1 

and the 
reen solid line corresponds to the σ noise used in this analysis: 

 × 10 −20 erg s −1 cm 

−2 arcsec −2 Å
−1 

. The shaded area denotes the 
5th and 75th percentiles. Despite a slight decrease in σ 40 −100 with 
he higher σ noise , the behaviour of σ 40 −100 as a function of halo mass
s independent of the noise level chosen and the two median σ 40 −100 

re consistent with each other, indicating that the behaviour of the 
ntrinsic velocity dispersion is not dominated by the Gaussian noise 
dded to the mock cubes. 
PPENDI X  C :  EFFECT  O F  SB  

O R M A L I Z AT I O N  O N  T H E  I NTRI NSI C  

ELOCI TY  DI SPERSI ON  

s discussed in the Introduction and Section 2.2.4 , the actual value
f the Ly α SB depends on several factors, including the sub-
rid clumpiness of the medium which is in turn dependent on the
imulation’s spatial resolution and physics included in the model. On 
he other hand, some of the observations used here have noise values
hich w ould mak e part of the CGM undetectable with respect to the
ock observations presented in this work. Similarly, the He II –H α

mission is a factor of a few fainter than Ly α emission. How do
hese SB v ariations af fects the velocity dispersion maps used in this
ork? 
In order to address this question, we re-generate a subset of the
ock observations with a lower SB normalization. In particular, 
e produce ‘He II -like’ nebulae in the mock observations by re-
ormalizing the calculated emissivity values by a factor of 0.2 before
dding Gaussian noise and applying Gaussian smoothing as detailed 
n Section 2.2.4 . We then compare the median intrinsic velocity
ispersion in the inner annulus, σ 40 −100 , of the simulated Ly α nebulae
ith the σ 40 −100 of the ‘He II -like’ nebulae. This comparison is

hown in Fig. C1 , where the median σ 40 −100 of the Ly α nebulae
s a function of halo mass is plotted with a solid purple line and
MNRAS 526, 1850–1873 (2023) 
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M

Figure C1. The median intrinsic velocity dispersion in the inner annulus, 
σ 40 −100 , with (orange line) and without (purple line) a re-normalization of 
the SB values in the mock observations by a factor of 0.2. The shaded areas 
indicate the extent of the 25th and 75th percentiles. The re-normalization leads 
to f ainter,‘He II -lik e’ nebulae. The good agreement of the tw o median σ 40 −100 

as a function of halo mass demonstrates that the intrinsic velocity dispersion 
is not qualitatively affected by any normalization of the SB, provided the 
nebula is still detected with two spectral layers. 
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Figure D1. Spherically averaged radial velocity profiles of the dark matter 
(grey), Ly α emitting gas (blue) and hot ( > 10 5 K) gas (orange) with (dash- 
dotted line) and without (solid line) AGN-feedback at redshift z ∼ 3.5. 
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he median σ 40 −100 of the ‘He II -like’ nebulae as a function of halo
ass is plotted with a solid orange line. The respective 25th and 75th

ercentiles are indicated by the shaded areas. The close agreement of
he two medians indicates that the behaviour of the intrinsic velocity
ispersion is not affected by a re-normalization of the SB values,
rovided the nebula is still detected with two spectral layers. 

PPENDIX  D :  EFFECT  O F  A  GN-FEEDBA  C K  O N  

H E  G A S  KINEMATICS  

o quantify the effect of the AGN-feedback on the kinematics of
he gas in the ENGINE simulations, we directly compare the radial
elocity profiles of the gas and dark matter in the NoAGN and
ECAL simulations at redshifts z ∼ 3.5 (Fig. D1 ) and z ∼ 3 (Fig. D2 ).
nalogously to Fig. 2 , the median radial velocity profiles for different
alo mass bins of the hot gas ( > 10 5 K) are shown in orange, those of
he Ly α emitting gas in blue and those of the dark matter in grey. The
5th and 75th percentiles are indicated by the shaded regions. The
rofiles with the dash-dotted lines are extracted from the RECAL
imulation (where AGN-feedback is implemented) and those with
olid lines from the NoAGN simulation. Unsurprisingly, the radial
rofiles of the dark matter are completely unaffected by the change in
aryonic physics implementation. Although stellar feedback is main
NRAS 526, 1850–1873 (2023) 
ause for the hot outflows at these redshifts and at these halo masses,
he AGN-feedback leads to higher outflow velocities for the hot gas
nd this effect increases with increasing halo mass. In contrast, the
adial velocity profiles of the Ly α emitting gas are not significantly
ltered by the inclusion of AGN-feedback, implying that the AGN-
eedback, as implemented in the ENGINE (and EAGLE ) simulations
as little to no effect on the kinematics of the Ly α emitting gas.
s we are only looking at the ENGINE simulations here (NoAGN

nd RECAL), the highest halo mass bins are only 10 12.3 and 10 12.6 

 � at redshifts z ∼ 3.5 and z ∼ 3 due to the smaller box sizes of
he NoAGN and RECAL simulations compared to the EAGLE Ref
imulation box. 
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Figure D2. Spherically averaged radial velocity profiles of the dark matter 
(grey), Ly α emitting gas (blue) and hot ( > 10 5 K) gas (orange) with (dash- 
dotted line) and without (solid line) AGN-feedback at redshift z ∼ 3. 

A
C

H  

i  

W  

v  

c  

m  

i  

o  

(  

E  

m

F  

L  

m
a
n

T

© 2023 The Author(s) 
Published by Oxford University Press on behalf of Royal Astronomical Society 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/526/2/1850/7261732 by guest on 30 January 2024
PPENDI X  E:  N U M B E R  O F  DETECTED  LAES  

O M PA R E D  TO  η

ere we compare the η140 −200 
40 −100 ’s with the number of detected LAEs

n each field of the MAGG z ∼ 3.5 sample, where η140 −200 
40 −100 < 1.

e exclude Ly α nebulae with η140 −200 
40 −100 > 1 as this implies that the

elocity dispersion of that nebulae increases with the distance to the
entre of the halo, indicating superposition effects and not high halo
asses, as already mentioned in Sections 2.4 and 3.2 . We do not

nclude the MAGG z ∼ 4.1 sample in this analysis, as the number
f LAEs detected decreases strongly with redshift, see Fossati et al.
 2021 ) for a discussion on the causes for this. As can be seen in Fig.
1 , the number of detected LAEs does increase slightly with the
easured η140 −200 

40 −100 value of the individual Ly α nebulae. 

igure E1. The number of LAEs detected in the MUSE field of view for each
y α nebulae in the MAGG z ∼ 3.5 sample as a function of the nebulae’s
easured η140 −200 

40 −100 . The dark blue points represent the individual nebulae 
nd solid line with errorbars shows the median number of LAEs if the Ly α
ebulae are binned in η140 −200 

40 −100 . 
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