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Supplementary Note 1. Time lapse movie showing evaporation of the aluminum foil mask during 100 
shots 

  

 

Supplementary Figure 1: Frames from a time lapse movie showing evaporation of the aluminum foil 
mask during 100 shots.  Frames from a movie (posted online) compiled from video camera images taken 
during a series of 100 shots at the BELLA PW laser where laser-accelerated protons and ions irradiated a 
silicon sample that was covered with aluminum foil (Figure 1, setup in main text).  The real time 
repetition rate was 0.2 Hz.  The film shows the gradual evaporation of the aluminum foil around the 
central aperture with an initial diameter of 5 mm.  Link to the movie: 
https://www.youtube.com/watch?app=desktop&v=1Lxy5yUgQQY&feature=youtu.be  
 

Supplementary Note 2. Photoluminescence spectra of photon emitting defects and SIMS depth 
profiles at the same locations 

 In Supplementary Figure 2, we complement the PL results from Figure 8 in the main text with 
SIMS depth profiles of carbon, oxygen and hydrogen of a sample that had received two laser-ion pulses.  
The SIMS depth profiles were taken in the same areas on the sample where PL spectra had been taken 
earlier.  We observe G-centers from proton irradiation in areas just outside the central beam spot area 
that had been covered with aluminum foil, a).  In areas with increased carbon concentrations we see W-
centers with a narrow linewidth distribution and G-centers with a broadened distribution, b).  Areas 
with the highest thermal budget and ion flux show W-center ensembles with a slightly broadened 
linewidth, c).  The shape of the SIMS profile from the high flux area (c) is indicative of surface roughness 
increases due to the onset of exfoliation.   

https://www.youtube.com/watch?app=desktop&v=1Lxy5yUgQQY&feature=youtu.be
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Supplementary Figure 2: Photoluminescence (PL) and Secondary Ion Mass Spectrometry (SIMS) results 
from a silicon (111) sample after two laser ion pulses.  The PL spectra were taken first and SIMS depth 
profiles were then taken afterwards in the same locations.  a) Narrow G-centers in areas with proton 
irradiation only (covered with Al foil), b) narrow W and broadened G-center from areas with increase 
carbon drive in diffusion and MeV carbon and proton flux, c) slightly broadened W-centers in areas with 
the highest energy deposition from laser ion pulses.  SIMS depth profiles: carbon (red), oxygen (blue), 
hydrogen (black).   

 

Supplementary Note 3. Details on energy deposition and heat calculations 

In order to produce the temperature profiles shown in Figure 4 (main text), we time evolved a 
rectangular 2D region on the silicon sample using the heat diffusion equation.  The initial temperature 
versus depth profiles for this region were derived from the measured SIMS ion concentrations versus 
depths.  The ion concentrations were converted to temperature via the following scaling                       

𝑇𝑇0���⃗ = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑐𝑐𝑚𝑚3 ⋅

1
𝐶𝐶𝑝𝑝𝜌𝜌

⋅ 𝐸𝐸�⃗    

where 𝐸𝐸�⃗  is an array of ion energies (interpolated from the SIMS depth via a SRIM table for carbon ions in 
silicon) and 𝑇𝑇0���⃗  is a vector of initial temperatures over the spot depth.  As reported above, this 
conversion produced an unrealistically high local temperature, which — when extrapolated over the 
entirety of the sample irradiated by the ion pulse — would approach or exceed the total energy of the 
laser pulse that was focused into the foil targets at the given transmission of the laser focusing optics 
(~22 J of 39 J at a transmission of the laser optics of ~0.56).  We consider two possible explanations for 
the enhanced carbon concentration at shallow depth: 1) The measured temperature enhancement 
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results from low energy carbon ions and particles from plasma expansion that reach a pre-heated 
surface and then rapidly diffusing into the sample in a manner similar to the diffusion of oxygen from 
the laser annealing of silicon with ∼150–200 ns laser pulses 1.  2) Since each SIMS spot only covers 100 
𝜇𝜇m2, we may only be observing some small regions where the sample becomes exceedingly hot while 
others are much colder.  This effect would be attributed to the fact that the beam is filamented and 
comprised of multiple high-intensity jets of ions.  Hence, extrapolating locally very high energy 
deposition values from our SIMS measurement to the entire sample would be an overestimation.  
Considering that the values for energy deposition vary across the sample and can be very high in 
selected areas, the overall energy in the ion pulse is consistent with the TNSA mechanism for laser to ion 
energy conversion in the few % range 2. 

Based on the many SIMS profiles at different locations within the footprint of the beam with 
high concentrations at shallow depth and the resemblance of our enhancement to the diffusion of 
oxygen and carbon during laser annealing, we take the diffusion hypothesis to be plausible and have 
allowed for this in the analysis of the SIMS depth profiles.  Based on the diffusivity of carbon and other 
elements in solid silicon, we assume the silicon must be at least above the melting temperature for 
substantial diffusion to occur on the relevant timescale.  We calculated the duration the sample must 
remain above either the boiling or melting point in order to create the diffusion of at least 1 𝜇𝜇m into the 
surface (Figure 3 (top)). 

𝛥𝛥𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (1𝜇𝜇𝜇𝜇) ≃  
𝐿𝐿2

𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
 =  

(1 ⋅ 10−4 𝑐𝑐𝑚𝑚2)2

3.5 ⋅ 10−5  𝑐𝑐𝑚𝑚
2

𝑠𝑠

= 3 ⋅ 10−4 𝑠𝑠  

𝛥𝛥𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(1𝜇𝜇𝜇𝜇)  ≃  
𝐿𝐿2

𝐷𝐷𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
 =  

(1 ⋅ 10−4 𝑐𝑐𝑚𝑚2)2

2 ⋅ 10−4  𝑐𝑐𝑚𝑚
2

𝑠𝑠

= 5 ⋅ 10−5 𝑠𝑠  

where 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 and 𝐷𝐷𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 are diffusion coefficients extrapolated from measurements in Scharmann et al. 
and Narayan et al., respectively 3, 4.  Constrained by these published values for the diffusivity of carbon in 
silicon, both 𝛥𝛥𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 and 𝛥𝛥𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 are significantly longer than the 0.1 𝜇𝜇s for which the sample is above the 
boiling points and the 1 𝜇𝜇s for which the sample is above the melting point according to the finite-
element heat diffusion simulation (Supplementary Figure 3, and Figure 4 in the main text), suggesting 
that there would not be enough time for surface carbons to diffuse 1 𝜇𝜇m into the sample before it cools 
to below the melting point.  Caveats to this suggestion include that the temperatures in Figure 3 are 
lower-limit estimates and that the diffusion coefficients might be extrapolated beyond their range of 
validity in order to calculate these estimates.  

Notwithstanding the caveats and timescale issue above, we have calculated temperature 
profiles from the SIMS data by attributing the shallow-depth enhancement to diffusion of carbon from 
the surface.  We therefore ignore the peaked diffusion component of the SIMS spectrum and make an 
exponential extrapolation to shallower depths based on the distribution for depths greater than ∼2 𝜇𝜇m 
(Figure 3, main text).  The combination of the SIMS distribution at >2 𝜇𝜇m and the extrapolation to 
shallow depth is taken to be the initial ion concentration profile in our 2D sample-heating model.  The 
ion concentration profile is used to calculate an initial temperature profile. 

 

https://paperpile.com/c/3tLI5q/qTRk
https://paperpile.com/c/3tLI5q/sG6F
https://paperpile.com/c/3tLI5q/fsQ5
https://paperpile.com/c/3tLI5q/OoZI
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Supplementary Figure 3: Frames of temperature evolution starting after a 10 ns ion pulse to 10 μs.  The 
sample cools to below the melting point after about 1 μs.  The depth in this window is 70 μm and the 
beam spot is 1 mm wide in this example.  Animation online: 
https://www.youtube.com/watch?v=Su1zf5hLi8c 

 

Our simulation covers a region of 70 𝜇𝜇m depth and 6 mm transverse width on our silicon 
sample.  An initial gaussian transverse profile is assumed for the ion beam pulse (σ = 1.7 mm based on 
our NRA measurement) and the temperature vs depth at the center of the ion pulse is normalized to the 
SIMS-derived temperature profile.  The gaussian is truncated at r = 0.5 mm to account for the ~1 mm 
beam diameter corresponding to the ~1 mm wide area where we observe surface exfoliation.  Outside 
the 1 mm spot the temperature is set initially to 293 K.  In order to simulate heat diffusion in the region 
over time, we solve the heat diffusion equation in the manner of Incropera et al. 5 (5.72):  

1
𝛼𝛼
𝜕𝜕𝑇𝑇
𝜕𝜕𝑡𝑡

=
𝜕𝜕2𝑇𝑇
𝜕𝜕𝑥𝑥2

+
𝜕𝜕2𝑇𝑇
𝜕𝜕𝑦𝑦2

  

https://www.youtube.com/watch?v=Su1zf5hLi8c
https://paperpile.com/c/3tLI5q/G7lh


6 

where 𝛼𝛼 = 𝜅𝜅
𝐶𝐶𝑝𝑝𝜌𝜌

 is the thermal diffusivity.  Similar to Table 5.3 in Incropera et al., we produce the 

following three finite-difference equations for interior, side, and corner nodes, respectively, in our 
region of interest under adiabatic conditions 

𝑇𝑇𝑚𝑚,𝑛𝑛
𝑝𝑝+1 =

𝛼𝛼𝛼𝛼𝛼𝛼
𝛥𝛥𝑥𝑥2

[𝑇𝑇𝑚𝑚+1,𝑛𝑛
𝑝𝑝 + 𝑇𝑇𝑚𝑚−1,𝑛𝑛

𝑝𝑝 ] +
𝛼𝛼𝛼𝛼𝛼𝛼
𝛥𝛥𝑦𝑦2

[𝑇𝑇𝑚𝑚,𝑛𝑛+1
𝑝𝑝 + 𝑇𝑇𝑚𝑚,𝑛𝑛−1

𝑝𝑝 ] + [1 −
2𝛼𝛼𝛼𝛼𝑡𝑡
𝛥𝛥𝑥𝑥2

−
2𝛼𝛼𝛼𝛼𝛼𝛼
𝛥𝛥𝑦𝑦2

]𝑇𝑇𝑚𝑚,𝑛𝑛
𝑝𝑝  

𝑇𝑇𝑚𝑚,𝑛𝑛
𝑝𝑝+1 =

2𝛼𝛼𝛼𝛼𝛼𝛼
𝛥𝛥𝑥𝑥2

𝑇𝑇𝑚𝑚−1,𝑛𝑛
𝑝𝑝 +

𝛼𝛼𝛼𝛼𝛼𝛼
𝛥𝛥𝑦𝑦2

[𝑇𝑇𝑚𝑚,𝑛𝑛+1
𝑝𝑝 + 𝑇𝑇𝑚𝑚,𝑛𝑛−1

𝑝𝑝 ] + [1 −
2𝛼𝛼𝛼𝛼𝛼𝛼
𝛥𝛥𝑥𝑥2

−
2𝛼𝛼𝛼𝛼𝛼𝛼
𝛥𝛥𝑦𝑦2

]𝑇𝑇𝑚𝑚,𝑛𝑛
𝑝𝑝  

𝑇𝑇𝑚𝑚,𝑛𝑛
𝑝𝑝+1 =

2𝛼𝛼𝛼𝛼𝛼𝛼
𝛥𝛥𝑥𝑥2

𝑇𝑇𝑚𝑚−1,𝑛𝑛
𝑝𝑝 +

2𝛼𝛼𝛼𝛼𝛼𝛼
𝛥𝛥𝑦𝑦2

𝑇𝑇𝑚𝑚,𝑛𝑛−1
𝑝𝑝 + [1 −

2𝛼𝛼𝛼𝛼𝛼𝛼
𝛥𝛥𝑥𝑥2

−
2𝛼𝛼𝛼𝛼𝛼𝛼
𝛥𝛥𝑦𝑦2

]𝑇𝑇𝑚𝑚,𝑛𝑛
𝑝𝑝  

where 𝑇𝑇𝑚𝑚,𝑛𝑛
𝑝𝑝  is the temperature of the node at the grid location (m, n) at the pth time step, 𝛥𝛥𝛥𝛥 is the size 

of the time step, and 𝛥𝛥𝛥𝛥 and 𝛥𝛥𝛥𝛥 are the grid step sizes in x and y, respectively.  Using a Python script, we 
recursively solve these equations to construct temperature profiles at times as early as 1 ns and as late 
as 1 ms after the initial heating of the sample.  The depth profiles in Figure 4 (main text) were 
constructed by extracting the temperatures at the center of the beam pulse at the times of interest.  
The Python code was benchmarked against the commercial heat-transfer finite difference program FEHT 
and was found to be in good agreement 6. 

In summary, our observed shallow-depth (top few μm) enhanced carbon concentration 
qualitatively resembles that of a diffusion process driven by sudden heating of silicon samples via laser 
annealing with short-pulse lasers 1.  We modeled the heat diffusion of the ion energy deposition and 
calculated the characteristic time that the sample remains in the molten phase where the diffusivity of 
carbon in silicon is higher.  The difficulty with this interpretation is that the estimated time for the 
carbon to diffuse to a depth of ∼1 𝜇𝜇m is longer than the cooling time.  Yet, this depends greatly on the 
diffusion coefficients — for which there is considerable range in the literature — and the thermal 
conductivity of the samples 7. 

  

Supplementary Note 4. Details on NRA 

 Silicon samples that had been exposed to 10 and 100 ion pulses were analyzed using NRA for 
the detection and depth profiling of 12C, 14N and 16O isotopes through the 12C(d,p0)13C, 14N(d,α1)12C and 
16O(d,p1)17O nuclear reactions 8,9, respectively.  The measurements were carried out with a 1.4 MeV 
deuteron beam, a beam diameter of 1 mm and a Passivated Implanted Planar Silicon (PIPS) Detector 
with an area of 300 mm2 placed at the scattering angle θ=150°.  A 13 μm thickness filter of aluminized 
Mylar was placed in front of the PIPS to avoid that elastically scattered deuterons reach the detector, 
which could saturate the electronic chain and produce pile-up.  Reference samples consisting of thin 
layers of Si3N4/Si and Ta2O5/Ta with a known amount (±3%) of N and O were used to calibrate the NRA 
spectra, which were analyzed using the SIMNRA 6.0 code 8. 

Supplementary Figure 4 shows an image of the surface of two samples after 10 and 100 shots, 
respectively, where it is apparent that the irradiated area was very inhomogeneous.  A scan of 6 (10x 

https://paperpile.com/c/3tLI5q/Vqsf
https://paperpile.com/c/3tLI5q/qTRk
https://paperpile.com/c/3tLI5q/hfYK
https://paperpile.com/c/3tLI5q/pGnN+UALI
https://paperpile.com/c/3tLI5q/pGnN
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sample) and 8 (100x sample) NRA measurements along the horizontal direction was performed with 1 
mm steps/point.  An ion beam dose of 5 μC was accumulated for every point of analysis. 

  

Supplementary Figure 4: Optical images of samples after a series of laser-ion pulses.  (a) 10 ion pules 
and (b) 100 ion pulses with the corresponding impact points indicated where the NRA measurements 
have been performed. The measurement beam spot diameter was 1 mm at each measurement position.    

 

Supplementary Figure 5 shows the NRA spectra obtained in an irradiated point (black spectrum) in 
comparison with the spectrum from an as received silicon sample (red spectrum).  Except for the most 
intense signal, corresponding to the 12C(d,p0)13C reaction, it is evident that there is strong overlap of the 
peaks coming from the 12C, 14N and 16O isotopes with the signals produced with the 28Si from the 
substrate that populate various excited states of 29Si nuclei.  Due to the unavailability of several cross 
sections data for the 28Si(d,px)29Si nuclear reactions, it was not possible to make a global fit of the 
spectra with the SIMNRA program.  To overcome this difficulty and to be able to carry out the 
simulations, the spectrum from a pristine silicon target was subtracted from all measured spectra. 
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Supplementary Figure 5: Examples of Nuclear reaction Analysis (NRA) spectra.  NRA spectrum 
measured in an irradiated spot (black signal) compared to spectrum from a pristine silicon sample (red 
signal). 

 

Representative spectra obtained at different positions of the sample irradiated with 10 ion pulses, after 
subtraction of the background signal, are shown in Supplementary Figure 6.  For all measured points we 
observe signals from carbon and oxygen atoms in the top 200 nm near the surface with respective 
fluences ranging between 75–250×1015 C cm-2 and 75–125×1015 O cm-2.  Only point 2 shows a depth 
profile for carbon, adding a fluence of 30×1015 C cm-2, which extends to a depth of ~ 3.2 μm.  For oxygen, 
it is not possible to know if the few counts that appear at energies lower than 1600 keV are due to a real 
oxygen profile or to an imperfect subtraction process of the Si signal.  The nitrogen peaks (not shown) 
are very small and correspond to fluences between 9-27×1015 N cm-2. 
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Supplementary Figure 6: Nuclear reaction Analysis (NRA) spectra after subtraction of the silicon 
substrate signal.   NRA spectra for a series of positions across the 10x pulse sample corresponding to the 
areas in the image in Supplementary Figure 4 (a). 

 

The NRA spectra acquired across a series of positions of the 100x pulse sample (Supplementary Figure 4 
b), together with the SIMNRA simulation of the spectrum obtained at point 5, are displayed in 
Supplementary Figure 7.  As expected from the optical image, the impurity content is very 
inhomogeneous, with values in the top 200 nm ranging between 245–1100×1015 C cm-2, 75–260×1015 O 
cm-2 and 15–89×1015 N cm-2, respectively. 
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a) 

 

b) 

 

Supplementary Figure 7: Nuclear reaction Analysis (NRA) spectra after 100 laser-ion pulses.  a): NRA 
spectra after subtraction of the silicon signal for a series of positions across the 100x pulse sample 
corresponding to the areas in the image in Supplementary Figure 4 b).  b): Experimental and SIMNRA 
simulated spectra of the 12C(d,p0)13C signal from spot 5. 
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For this sample, the deepest carbon atoms are highly localized (at point 5) where they reach a depth of 
~7.5 +/- 1.5 μm.  As discussed in the main text, a high fluence of low energy carbon ions, ~1016 cm-2 per 
pulse is implanted near the surface of the samples.  Carbon at depths > 1 μm is from in-diffusion of 
carbon with a contribution of high energy ions from TNSA. 
 

Supplementary Note 5. Details on Channeling RBS 

In order to quantify the structure of silicon (111) crystals after a series of laser ion pulses, we 
conducted Rutherford Backscattering analysis in channeling direction (ch-RBS)9, 10.  We used 2 MeV 
helium ions with a probe beam spot of 1 mm diameter.  The energy resolution of the detector was 18 
keV.  The analysis geometry is shown in Supplementary Figure 8 together with typical spectra for silicon 
(111) samples that had been exposed to 1, 2, 10 and 100x laser ion pulses.  Ch-RBS probes the top ~2 
μm of the samples. 

Ch-RBS is sensitive to the accumulation of radiation damage, such as point defects and 
dislocation loops, as well as surface structure changes from the impact of energetic ions on silicon 
crystals.  We observe increasing backscattering yields in the channeling direction, increasing from the 
familiar very low yields in the pristine material for samples that received increasing numbers of pulses 
(Supplementary Figure 8).  But the total accumulated disorder is much lower than expected for carbon 
ion irradiation with an energy deposition in the ~2 J/cm2 range and carbon ion energies ranging from 0.1 
to 8 MeV with fluences as shown in Figure 3 in the main text 10–12.  This is consistent with the high 
thermal budget from exposure to intense laser-ion pulses leading to point defect annealing and 
dislocation loop formation.  

 

 

 

 

 

 

a) 

https://paperpile.com/c/3tLI5q/UALI
https://paperpile.com/c/3tLI5q/TETS
https://paperpile.com/c/3tLI5q/TETS+pbER+3ek0
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Supplementary Figure 8:  Setup and results from channeling-Rutherford Backscattering Spectrometry 
(ch-RBS).  a): Schematic of the ch-RBS setup.  b) Ch-RBS spectra for silicon (111) samples that had been 
exposed to 1, 2, 10 and 100x ion pulses, compared to a spectrum taken with random alignment (R, red), 
and from a pristine Si (111) sample.   c) Concentration of displaced silicon atoms as a function of the 
number of laser ion pulses a silicon (111) had received.   

 

 

c) 

b) 
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Supplementary Note 6. Simulations of gaps between defect levels for the G-center and W-center 

To understand the effect of excess carbon in proximity to a photon emitting defect, we 
performed calculations on the structures of G and W-centers embedded within a 3×3×3 silicon unit cell, 
with an additional interstitial carbon placed at one of the 106 possible tetrahedral sites within the 
supercell.  The structures are fully relaxed and the energy splitting between the two defect levels within 
the silicon band gap are plotted vs the distance between the defect and an interstitial carbon atom 
(Supplementary Figure 9).  When the carbon interstitial is close to the defect (< 5 Å), there is a dramatic 
effect on the defect levels.  Greater separations (> 10 Å) correspond more closely to the expected 
separation between defects and stray interstitials at the typical observed concentrations below a few 
atomic % carbon in silicon.  For these configurations, the G-center still has some spread in the gap 
energies of different configurations, but for the W-center the gaps are nearly identical, in line with the 
notion that the G-center is much more sensitive to local disorder than the W-center. 

 

a)                                                                                                 b)    

 

 

Supplementary Figure 9: Simulations of gaps between defect levels for the G-center and W-center. 
Zero-phonon line gap, calculated as the difference between lower and upper defect levels for G-centers 
(a) and W-centers (b) modulated by nearby interstitial carbon sites, plotted versus distance between the 
defect and interstitial carbon. 
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