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Abstract—This paper conducts a comprehensive literature
review concerning hybrid techniques that combine optimization
and machine learning approaches for clustering and classifica-
tion problems. The aim is to identify the potential benefits of
integrating these methods to address challenges in both fields.
The paper outlines optimization and machine learning methods
and provides a quantitative overview of publications since 1970.
Additionally, it offers a detailed review of recent advancements
in the last three years. The study includes a SWOT analysis of
the top ten most cited algorithms from the collected database,
examining their strengths and weaknesses as well as uncovering
opportunities and threats explored through hybrid approaches.
Through this research, the study highlights significant findings
in the realm of hybrid methods for clustering and classification,
showcasing how such integrations can enhance the shortcomings
of individual techniques.

Index Terms—machine learning, optimization, hybrid methods,
literature review, clustering, classification.

I. INTRODUCTION

In addressing the growing complexity of real-world chal-
lenges and the need for efficient solutions for large datasets,
the demand for advanced models and algorithms has risen,
both in optimization and machine learning. A hybrid algorithm
can combine optimization and machine learning techniques
is an effective strategy that uses the advantages of both
methodologies to provide a powerful framework for tackling
complex problems. This fusion improves decision-making by
blending optimization into machine learning and vice versa.
Thereby, a hybrid algorithm can leverage optimization capa-
bilities to guide the learning process and enhance the accuracy
and efficiency of decision-making. This integration empowers
the algorithm to use mathematical optimization and learning,
resulting in better decision-making [2]–[4].
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This paper describes and explores the main characteristics
of numerical optimization and machine learning methods.
Furthermore, a deep and systematic literature review looks
at how these methods have evolved and analyze how they
can be combined to overcome challenges. The goal is to find
ways to make them work better together, like using ideas
from one method to improve the other. Although the work
presents the different types of machine learning in detail, the
literature review will be restricted to algorithms that perform
the classification or clustering task.

In this way, this paper makes a significant contribution by
systematically identifying and analyzing the existing knowl-
edge on hybrid algorithms that combine optimization and
machine learning. It finds gaps in research and suggests future
directions. Additionally, the paper presents a comprehensive
SWOT analysis of the top ten most cited algorithms in the
collected database. Consequently, the paper offers a thorough
understanding of the characteristics of these algorithms, serv-
ing as a valuable source of inspiration for future research
endeavors.

II. METHODOLOGY AND DATA BASE

The methodology consists of an extensive overview and
bibliometric analysis of the literature on hybrid approaches
involving optimization and machine learning algorithms. Thus,
a theoretical foundation on optimization and machine learning
techniques were presented. Initially, a historical survey of
works published since 1970 was carried out, involving the
main themes contemplated in this work: Optimization, Ma-
chine Learning, Swarm, and Evolutionary algorithms, in order
to analyze the evolution of the theme throughout the years. To
generate the information need it, a logic search was defined
and applied to three databases (Scopus, IEEE, and WoS)
together with some constraints of year, language, and publisher
type. So, through an explanatory analysis, the following logic
search was defined: “(Machine learning) AND (Optimization)

20
23

 IE
EE

 1
0t

h 
In

te
rn

at
io

na
l C

on
fe

re
nc

e 
on

 D
at

a 
Sc

ie
nc

e 
an

d 
A

dv
an

ce
d 

A
na

ly
tic

s (
D

SA
A

) |
 9

79
-8

-3
50

3-
45

03
-2

/2
3/

$3
1.

00
 ©

20
23

 IE
EE

 | 
D

O
I: 

10
.1

10
9/

D
SA

A
60

98
7.

20
23

.1
03

02
49

4

Authorized licensed use limited to: b-on: Instituto Politecnico de Braganca. Downloaded on January 30,2024 at 11:06:03 UTC from IEEE Xplore.  Restrictions apply. 



AND (Swarm OR Evolutionary) AND (Classification OR
Clustering) AND NOT (Reinforcement OR Neural Networks
OR Ensemble methods OR Regression OR Game theory OR
Robotics OR Deep learning)”. Thereby, 1007 papers published
between 2019 and 2021, provided by three databases (479
from Scopus, 200 from IEEE, and 450 WoS). They were
analyzed in a systematic and bibliometric way, which resulted
in an extensive range of works. Finally, a SWOT analysis of
the most frequent algorithms in the data set was performed to
identify the strengths, weaknesses, opportunities, and threats of
each one and point out some works that explore such aspects.

III. SUMMARY

The systematic review has made valuable contributions
to several hybrid approaches encompassing optimization and
machine learning techniques. Each algorithm presented in this
context demonstrates its own set of advantages and draw-
backs, demanding careful evaluation to select the most suitable
strategies for addressing specific problems. Among the many
aspects explored within these algorithms, two key elements
are particularly noteworthy: parameter estimation and search
technique enhancement [3]–[5], both crucial for avoiding local
optima. Relying on empirically determined initial parameters
is considered a drawback due to its subjectivity and potential
bias, which can compromise algorithm performance. Similarly,
becoming trapped in local optima is highly unfavorable for
global optimization algorithms, leading to erroneous solutions.
Conversely, the prospects and challenges in this field are
closely linked to the identified strengths and weaknesses. Ex-
ploring these aspects facilitates the mitigation of weaknesses
by harnessing the potential of other methods, such as hybrid
approaches. Moreover, the challenges posed by one algorithm
can be effectively tackled by the strengths of alternative
algorithms, as highlighted in the No-Free-Lunch theorem [1].

The performance of an algorithm depends on several factors,
as the solution quality and consumed budget are the most
significant measures in the algorithm performance assessment.
There is no universal and perfect method and/or algorithm to
solve all optimization problems. Based on this, it is a hard task
to define the best strategy (or algorithm) without considering
the problem and the data information, leaving the option of
analyzing the characteristics of all and finding ways to choose
the most appropriate one.

Throughout this work, several research were explored in
order to explore the methods or techniques already developed
that combine optimization and machine learning in order to
improve algorithms performance. Among these works, the
strong presence of strategies that used the PSO algorithm
stands out, due to its speed and robustness, and exploration
capabilities, to strengthen both optimization and machine
learning algorithms; thus, it is the most mentioned algorithm
in the performed search. Due to the large number of works
found and their peculiarities, it is a hard task to list all com-
binations of algorithms found. However, the SWOT analysis
could provide more details about the Strengths, Weaknesses,
Opportunities, and Threats of the most cited algorithms.

In general, using hybrid tools allows some of the difficulties
encountered by the methods to be mitigated or eliminated.
Therefore, the results that have been obtained with hybridiza-
tion are very promising. Most of the time, hybrid algorithms
outperform pure algorithms in several aspects, such as speed,
exploration and/or exploitation abilities, accuracy, among other
aspects, without requiring more computational resources than
pure methods. Furthermore, the estimation of parameters, one
of the most mentioned obstacles, which is done empirically in
pure methods, is now based on knowledge of the data, which
provides a result that is often superior and more appropriate
for the learning task, free from any possible bias.

Given the significance of hybrid methods in addressing
practical challenges, numerous unexplored opportunities exist
to leverage the synergy between optimization and machine
learning. Looking ahead to future advancements and literature
exploration, it would be compelling to explore variations of
established hybrid approaches. This comparative assessment
of hybrid technique performance and adaptability across di-
verse problem domains could unveil insightful findings for
further advancement. To conclude, due to the stringent search
criteria applied in our review, it’s possible that some crucial
contributions may have been overlooked within the extensive
literature. Therefore, in forthcoming research, it is advisable to
expand the scope of the literature search to individually study
some method categories, such as supervised, unsupervised,
reinforcement, evolutionary algorithms, and swarm algorithms.
Adopting this approach could explore more deeply the liter-
ature review, leading to a more comprehensive discussion of
the merits and limitations of cutting-edge techniques.
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