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ABSTRACT
Background  The regional emergency medical service 
(EMS) in Lombardy (Italy) developed clinical algorithms 
based on operator-based interviews to detect patients 
with COVID-19 and refer them to the most appropriate 
hospitals. Machine learning (ML)-based models using 
additional clinical and geospatial epidemiological data 
may improve the identification of infected patients 
and guide EMS in detecting COVID-19 cases before 
confirmation with SARS-CoV-2 reverse transcriptase PCR 
(rtPCR).
Methods  This was an observational, retrospective 
cohort study using data from October 2020 to July 
2021 (training set) and October 2021 to December 
2021 (validation set) from patients who underwent a 
SARS-CoV-2 rtPCR test within 7 days of an EMS call. The 
performance of an operator-based interview using close 
contact history and signs/symptoms of COVID-19 was 
assessed in the training set for its ability to determine 
which patients had an rtPCR in the 7 days before or after 
the call. The interview accuracy was compared with four 
supervised ML models to predict positivity for SARS-
CoV-2 within 7 days using readily available prehospital 
data retrieved from both training and validation sets.
Results  The training set includes 264 976 patients, 
median age 74 (IQR 55–84). Test characteristics for 
the detection of COVID-19-positive patients of the 
operator-based interview were: sensitivity 85.5%, 
specificity 58.7%, positive predictive value (PPV) 
37.5% and negative predictive value (NPV) 93.3%. 
Contact history, fever and cough showed the highest 
association with SARS-CoV-2 infection. In the validation 
set (103 336 patients, median age 73 (IQR 50–84)), 
the best-performing ML model had an AUC of 0.85 
(95% CI 0.84 to 0.86), sensitivity 91.4% (95 CI% 0.91 
to 0.92), specificity 44.2% (95% CI 0.44 to 0.45) and 
accuracy 85% (95% CI 0.84 to 0.85). PPV and NPV 
were 13.3% (95% CI 0.13 to 0.14) and 98.2% (95% 
CI 0.98 to 0.98), respectively. Contact history, fever, 
call geographical distribution and cough were the most 
important variables in determining the outcome.
Conclusion  ML-based models might help EMS identify 
patients with SARS-CoV-2 infection, and in guiding EMS 
allocation of hospital resources based on prespecified 
criteria.

INTRODUCTION
The SARS-CoV-2 pandemic has been spreading 
worldwide over the last 4 years and the continued 
emergence of new viral variants has put a strain 
on public health systems.1 As with other prehos-
pital providers, the emergency medical service 
(EMS) in the Lombardy region (Italy) was chal-
lenged by a remarkable increase in calls directed to 
its public safety answering points (PSAP) since the 
first COVID-19 outbreak.2 Detecting COVID-19 
cases has been crucial to directing these patients to 

WHAT IS ALREADY KNOWN ON THIS TOPIC
	⇒ There have been several risk tools created to 
determine either the presence of SARS-CoV-2 
or its likely course; however, there is little 
information about the identification of these 
patients in the prehospital phase of care.

	⇒ The use of machine learning (ML) algorithms 
in the prehospital context has been limited to 
specific conditions, such as the recognition of 
out-of-hospital cardiac arrest and predicting the 
need for critical care resources.

WHAT THIS STUDY ADDS
	⇒ Using retrospective data from operator-based 
telephone interviews by emergency medicine 
services, several variables were sensitive for 
identifying patients who later tested positive for 
SARS-CoV-2.

	⇒ However, an ML model based on contact 
history, clinical parameters, geographical data 
and local epidemiology had greater sensitivity 
in detecting SARS-CoV-2 infection.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

	⇒ ML models may guide emergency medical 
service in detecting COVID-19 cases before 
confirmation with SARS-CoV-2 rtPCR results 
and could be useful in other pandemic 
outbreaks to allow appropriate isolation and 
referral to dedicated hospital resources.
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dedicated hospital resources while guaranteeing other routine 
EMS activity.

A strategic plan based on multiple clinical algorithms was 
implemented by the Agenzia Regionale Emergenza Urgenza 
(AREU) to manage the escalating volume of calls, control ambu-
lance allocations and ultimately avoid EMS collapse.3

Both operators and healthcare professionals working in PSAP 
use these algorithms to identify these individuals based on signs 
and symptoms severity as well as identifying early indicators of 
new local viral outbreaks in the Lombardy region.4 5

However, it is still uncertain which signs and symptoms 
obtained at the prehospital level are most predictive of SARS-
CoV-2 infection and no large-scale analysis has been done to 
assess the accuracy of EMS-collected clinical data in the deter-
mination of SARS-CoV-2 as confirmed by reverse transcriptase 
PCR (rtPCR). Furthermore, machine learning (ML) models 
have shown promise in predictive tasks during the COVID-19 
outbreak. However, this has been limited to ED cohorts rather 
than in the prehospital setting.6 7

In this study, we assessed the performance of the clinical algo-
rithms currently used in our PSAP (ie, operator-based interview) 
to identify patients that will test positive on SARS-CoV-2 rtPCR. 
We also aimed to develop an ML model to predict SARS-CoV-2 
rtPCR positivity, based on clinical and geospatial data obtained 
during the PSAP call and provided by the ambulance report on 
the scene. We evaluated such models: (1) as a screening test to 
detect positive patients and (2) as a support decision tool to 
guide patient’ allocation in a real-world scenario. We hypoth-
esised that an ML model could achieve a better performance 
than clinical interviews in detecting cases of COVID-19 in the 
prehospital setting.

METHODS
Study design and participants
This observational, retrospective cohort study included all 
patients managed by the AREU EMS in Lombardy, Italy from 
October 2020 to July 2021 (training set) and from October 
2021 to December 2021 (validation set). Patients who received 
assistance by the regional EMS were included if a result of the 
SARS-CoV-2 rtPCR was available in the timeframe of 7 days 
before or after ED admission, regardless of whether their index 
EMS call was for COVID-19-related symptoms or not.

Setting
The AREU is responsible for the EMS in the Lombardy region 
(Italy), covering a population of almost 10 million people in an 
area of about 24 000 km2. A primary-level PSAP is the first recip-
ient of 1-1-2 phone calls from citizens asking for police, fire or 
medical assistance (ie, the equivalent of 9-1-1 or 9-9-9 systems 
used in other countries). When medical assistance is required, 
callers are redirected to a secondary-level PSAP (PSAP-2), which 
manages all regional EMS resources.3

During pandemic surges, hospitals were designated by the 
regional public health authorities for COVID-19 treatment 
through a hub-and-spoke model based on severity.8 Patients 
screened as non-COVID-19 were allocated elsewhere (such 
as trauma or stroke centres), however, each hospital had a 
COVID-19 and non-COVID-19 pathway in its ED, based on 
SARS-CoV-2 testing results.

Data sources
The following variables were retrieved and analysed:

	► General: unique identifiers for ambulance mission and for 
individual patients, date, administrative area where the 
event occurred, caller’s Global Positioning System coordi-
nates, classification of the cause of the event requiring inter-
vention, gender and age of the patient, admitting ED.

	► Operator-based interview: binary answers to questions asked 
by operators at the PSAP-2: close contact with a person who 
tested positive for SARS-CoV-2, complaining of or audible 
shortness of breath, presence of fever, vomiting, diarrhoea, 
cough and/or other cold-like symptoms, ageusia/anosmia, 
asthenia and/or diffuse pain. The caller was considered 
a suspected case for COVID-19 if she/he reported one or 
more of these signs and symptoms.

	► Clinical parameters, retrieved by nurses or physicians from 
on-scene ambulance reports: mental status ("Alert, Verbal, 
Pain, Unresponsive (AVPU) score), RR, oxygen saturation 
in room air (SpO2), respiratory quality (normal or distress), 
HR, systolic and diastolic BP and temperature.

	► Daily report of SARS-CoV-2 positivity rate in the Lombardy 
region, computed as an average over the previous 5 days 
(data source: Protezione Civile repository, https://github.​
com/pcm-dpc/COVID-19).

	► SARS-CoV-2 rtPCR testing: positive or negative result ±7 
days from the EMS call.9

Machine learning model development
The initial dataset was preprocessed by removing records with 
missing and outlier values (detected by the z-index method with 
a threshold set to five), and deleting the variable ‘RR’, as it was 
reported in only half of the records. Categorical variables were 
converted into dummy numerical values, and all variables were 
scaled in the 0–1 range.7

We implemented four supervised learning models to predict 
the positivity for SARS-CoV-2 on the rtPCR test (ie, the gold 
standard), the target variable for all models (figure 1). Results 
were evaluated with a 10-fold cross-validation protocol: the 
entire available dataset was divided into 10 subsets, and each 
of them was used once to validate a model trained on the other 
9 subsets, with a final evaluation based on the distribution of 
the metrics across the different iterations.7 For each model, we 
tested four different algorithms (ie, logistic regression, random 
forest classifier, support vector machine and Gaussian Naïve 
Bayes). The different explanatory variables were included in the 
models as follows:

	► Model 1: age, gender and variables retrieved by the operator-
based interview.

	► Model 2: as for model 1, plus clinical parameters retrieved 
by healthcare professionals from the on-scene ambulance.

	► Model 3: variables in model 1, plus the current SARS-CoV-2 
epidemiology in the Lombardy region, and the geograph-
ical distribution of EMS calls for respiratory and infectious 
diseases in the previous 7 days.4

	► Model 4: all variables used in models 1–3.
Additional information regarding each model development 

is reported in online supplemental methods and online supple-
mental figure 1.

A further ML model was developed to simulate a real-world 
application. Specifically, the model was implemented to support 
the EMS decision-making capability to allocate patients to 
the appropriate hospital, based on specific criteria such as the 
patient’s clinical condition and her/his SARS-CoV-2 positivity. 
Here, an iterative procedure was implemented using historical 
data, repeating the whole process on every week of records for 
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Figure 1  Model description. The performance of the operator-based interview in detecting patients with COVID-19 is evaluated by matching the 
results of the available SARS-CoV-2 rtPCR (box A). The machine learning models are implemented considering different combinations of the variables 
of the operator-based interview, the clinical parameters provided by on-scene ambulances, the local epidemiology and the distribution of EMS calls 
in the previous 7 days. The ultimate goal of the models is to detect cases of COVID-19. An additional model is also tested in two scenarios that could 
be used to guide the decision to refer patients to the proper hospital destination, based on prespecified criteria (box B). The explanatory variables 
included in each model are reported in the table (box C). rtPCR, reverse transcriptase PCR; AREU, Agenzia Regionale Emergenza Urgenza; EMS, 
emergency medical service; PSAP-2, secondary-level public safety answering point; SpO2, pulse oximeter oxygen saturation.
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a total of 38 cycles. Additional information regarding this model 
development is provided in online supplemental methods and 
online supplemental figure 2.

The first analysis included all patients in the low prevalence 
period (online supplemental table 1). Here, we assumed that 
positive patients should be allocated to hub hospitals and nega-
tive patients to non-hub hospitals. A second analysis included 
only patients presenting with severe features (ie, SpO2<94% 
or RR >30) at EMS calls in the high prevalence period (online 
supplemental table 1). Therefore, in the latter, positive patients 
would be addressed to hub hospitals, whereas negative patients 
would be addressed to non-hub hospitals. Therefore, the two 
analyses assessed the model’s capability to address patients to 
the appropriate hospital, which was the ultimate outcome of the 
model.

Statistical analysis
Continuous variables were expressed as median (IQR) and cate-
gorical variables as count (n) and percentage (%). Sensitivity, 
specificity, positive predictive value (PPV) and negative predicted 
value (NPV) were calculated to quantify the performance of 
the variables collected through the operator-based interview as 
compared with the rtPCR gold standard. In order to study the 
variability of the operator-based interview performance among 
the different phases of the pandemic, the dataset was divided 
into quartiles. The official daily number of positive patients in 
the Lombardy region was retrieved for the entire period and 
filtered with a 7-day window moving average, with each day 
assigned to one of the four quartiles accordingly. Four different 
datasets were thus obtained, each one reporting the records that 
occurred on all days belonging to the same quartile of SARS-
CoV-2 prevalence in the territory (online supplemental table 1 
and online supplemental figure 3).

To assess the importance of clinical variables, univariate 
and multivariate logistic regression models were implemented 
including predictor variables retrieved by the operator-based 
interview (alone) and with the on-scene ambulance report (ie, 
clinical parameters). The OR, 95% CI and C-statistics were 
calculated. A two-sided p value of <0.05 was considered statis-
tically significant.

To assess the performance of the ML model in the training 
set, receiver operating characteristic curves were plotted and 
the area under the curve (AUC) was calculated. Sensitivity, 
specificity, PPV, NPV and accuracy were also calculated for 
the ML-based model at a fixed cut-off with a sensitivity target 
threshold of 90% (95% CIs were estimated with the Clopper-
Pearson method, considering the median values across five cycles 
of 10-fold cross-validation).10 In order to assess the contribution 
of each variable to our models, Shapley additive explanations 
(SHAP) were applied.11 This method builds on the game-theory 
approach to explain the results of ML models.

The performance of each ML model was additionally tested on 
a validation dataset, independent of the training set. A detailed 
assessment of the real-world simulation model is described in 
online supplemental methods and online supplemental figure 2.

Data were first collected in regionally developed software 
for computer-aided dispatch (Emma, V.6.8.5, Beta80 Group, 
Milan, Italy) and exported using SAS Web Report Studio V.4.4 
M4 (SAS Institute, Cary, North Carolina, USA). Data anal-
ysis and model implementation were performed with Python 
(V.3.9); the libraries used are provided in the online supple-
mental methods. Quartiles distribution was performed with 
MatLab (V.2018b). Call distribution in the Lombardy region was 

performed with QGIS (V.3.4.6). All model scripts used in the 
analysis are publicly available on GitHub (https://github.com/
LGpolimi/Detection-​of-patients-with-COVID-19/tree/master/
env/COVID_DIAGNOSIS_MODEL).

RESULTS
Baseline characteristics
The AREU managed 684 481 ambulance dispatches from 
October 2020 to July 2021 (training set), of which 549 755 were 
transported to a regional hospital. Of these, 264 976 (48.2%) 
patients had SARS-CoV-2 rtPCR tests performed within 7 days 
prior to (n=40 731, 15.4%) or after (n=224 245, 84.6%) their 
EMS call and were included in the training set. Median age was 
74 (IQR 55–84) years, 127 215 (48%) were female and 59 526 
(22.5%) tested positive.

The validation set included 238 387 ambulance dispatches 
from October 2021 to December 2021, of whom 191 838 were 
transported to a regional hospital. A SARS-CoV-2 rtPCR test 
result was available in 103 336 patients, and 8253 (8%) were 
positive.

The population characteristics of training and validation sets 
are reported in table 1. The distribution of positive cases in the 
Lombardy region during the study periods is reported in online 
supplemental figure 4. Overall, the prevalence in the study 
period ranged from 73 cases/100 000 to 2528 cases/100 000 
population.

Operator-based interview
The operator-based interview is based on binary answers to 
questions asked by receiver technicians at the PSAP-2, investi-
gating signs and symptoms related to SARS-CoV-2 infection. 
The caller was considered a suspected case of COVID-19 by the 
PSAP-2 operator if they reported one or more of the signs and 
symptoms detailed in the ‘Methods’ section. The sensitivity and 
specificity of the interview in the whole training set were 85.5% 
and 58.7%, respectively. The PPV and NPV were 37.5% and 
93.3% and accuracy 0.65 (table 2).

Importance of clinical variables retrieved by operators and 
EMS
To assess the importance of clinical variables, univariate and 
multivariate logistic regression models were implemented 
including predictor variables retrieved by the operator-based 
interview alone or variables provided by the on-scene ambulance 
report (ie, clinical parameters) combined with variables retrieved 
by the operator-based interview. Complete results are reported 
in table 3. When variables retrieved at the operator-based inter-
view and clinical parameters obtained in the field by EMS were 
both included in the analysis, close contact, fever, cough and 
SpO2<94% showed the highest association with SARS-CoV-2 
infection. The C-index of the model based on the operator-based 
interview alone was 0.79. The logistic regression model that 
included all variables (ie, operator-based interview plus clinical 
parameters) had a C-index of 0.83.

Machine learning models
The best performing algorithm for all models was the random 
forest (table 4) in both training and validation sets. Complete 
metrics of the different ML algorithms that were tested in the 
training set are reported in the online supplemental table 2.

The performance of ML models was lower in the validation 
set, especially model 1. Model 4 had the highest AUC in training 
(0.94, 95% CI 0.93 to 0.95) and validation (0.85, 95% CI 
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0.84 to 0.86) sets, respectively (figure 2 left, and table 4). The 
importance of each explanatory variable in the model output is 
reported as SHAP value and graphically represented in figure 2 
(right). Briefly, close contact and fever were the most relevant 
variables in determining the outcome in all four models. Other 
important variables were cough and age in model 1, and SpO2 
and cough in model 2. Caller geographical distribution was the 
third most important variable in both models 3 and 4.

A further ML model was developed to test the ability to refer 
patients to the hub hospitals based on arbitrary criteria.

In the first simulation (panel A, figure 3), in the low preva-
lence period (n=96 984), positive patients would be addressed 
to hub hospitals, and negative patients to non-hub hospitals. 
Based on actual data, the goal was achieved in 61.6% (n=59 
724) patients, while it would be achieved in 81.8% (n=79 386) 
in an ML-based scenario.

In the second simulation (panel B, figure  3), in patients 
presenting with severe features in the high prevalence period 
(n=37 230), positive patients would be addressed to hub hospi-
tals, while negative patients would be addressed to non-hub 

Table 1  Population characteristics

Training set
(n=264 976)

Validation set
(n=103 336)

Missing, n (%) Missing, n (%)

Age, years 74 (55–84) 0 (0) 73 (50–84) 0 (0)

Male, n (%) 133 209 (50.3) 4552 (1.7) 49 955 (48.3) 1662 (1.6)

EMS call

 � Accidents, n (%) 46 336 (17.5) 23 587 (22.8)

 � Heart disease, n (%) 50 489 (19.0) 20 762 (20.1)

 � Respiratory disease, n (%) 54 630 (20.6) 15 611 (15.1)

 � Neurological disease, n (%) 23 816 (9.0) 10 033 (9.7)

 � Other medical disease, n (%) 83 387 (31.5) 30 565 (29.6)

 � Other/Unknown, n (%) 6318 (2.4) 2778 (2.7)

Operator-based interview

 � Close contact, n (%) 28 343 (10.7) 3528 (3.4)

 � Shortness of breath, n (%) 87 944 (33.2) 1037 (1)

 � Fever, n (%) 51 549 (19.4) 11 393 (11)

 � Vomit, n (%) 16 704 (6.3) 7793 (7.5)

 � Diarrhoea, n (%) 7896 (3.0) 1976 (1.9)

 � Asthenia/Diffuse pain, n (%) 31 573 (11.9) 8034 (7.8)

 � Ageusia/Anosmia, n (%) 2424 (0.9) 239 (0.2)

 � Cough, n (%) 27 515 (10.4) 6570 (6.4)

Clinical parameters

AVPU score

 � Alert, n (%) 233 228 (88.1) 91 512 (93.7)

 � Verbal, n (%) 8736 (3.2) 3059 (3.1)

 � Pain, n (%) 3418 (1.3) 1180 (1.2)

 � Unresponsive, n (%) 2730 (1.0) 1029 (1.1)

 � Unknown, n (%) 16 864 (6.4) 897 (0.9)

RR, bpm 20 (17–22) 114 996 (43.4) 18 (16–20) 45 032 (43.6)

Room air SpO2 97 (94–98) 35 273 (13.3) 97 (96–99) 13 144 (12.7)

Respiratory quality

 � Normal, n (%) 191 327 (72.2) 79 419 (81.3)

 � Altered, n (%) 51 173 (19.3) 15 225 (15.6)

 � Absent, n (%) 961 (0.4) 406 (0.4)

 � Non-specified 21 515 (8.1) 2627 (2.7)

HR, bpm 86 (75–100) 54 594 (9.9%) 86 (74–100) 10 089 (9.8%)

SBP, mm Hg 135 (120–150) 32 225 (12.2) 138 (120–155) 12 430 (12)

DBP, mm Hg 80 (70–90) 32 523 (12.3) 80 (70–90) 12 554 (12.1)

Body temperature, °C 36.5 (36.1–36.8) 31 700 (12) 36.4 (36–36.7) 13 667 (13.2)

NEWS

 � Low, n (%) 182 314 (68.8) 76 466 (74)

 � Low-medium, n (%) 32 891 (12.4) 9013 (8.7)

 � Medium, n (%) 28 967 (10.9) 11 255 (10.9)

 � High, n (%) 20 806 (7.9) 6602 (6.4)

Data reported as numbers and percentages, n (%) or median (IQR).
.DBP, diastolic BP; EMS, emergency medical service; NEWS, National Early Warning Score (low: 0–4; low-medium: 3 in any parameter; medium: 5–6; high: 7 or more)29. SBP, 
systolic BP; SpO2, pulse oximeter oxygen saturation.
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hospitals. Based on actual data, the goal was achieved in 50.6% 
(n=18 850) of cases and would be achieved in 74.4% (n=27 
688) in an ML-based scenario. Complete data of both simula-
tions are provided in online supplemental figures 5-8 and online 
supplemental table 3.

DISCUSSION
This cohort study, conducted in one of the most involved areas 
in Europe during the pandemic, investigated the association 
of prehospital demographic data and clinical features among 
patients with a rtRCR-confirmed infection who called EMS.12 13

Similar to other studies, close contact with a known case, 
cough and fever were most predictive of COVID-19.14 15 The 
presence of altered consciousness, vomiting, diarrhoea and 
haemodynamic instability was associated with a reduced risk of 
infection, suggesting that aetiologies other than COVID-19 were 
responsible for the symptoms for which the patient was seeking 
care.16 17 A clinical algorithm using the variables obtained by 
an EMS operator had a sensitivity of >80%, but low spec-
ificity, which is reasonable for a screening test in the prehos-
pital setting.18 However, a ML model using additional clinical 
and epidemiological data, which were available to EMS in the 
prehospital setting, showed superior performance in detecting 
cases with greater sensitivity and specificity.

The implementation of ML models to guide clinical decisions 
has gained interest recently, especially in hospital settings.6 During 
the pandemic, studies focused on early COVID-19 detection and 
prediction of disease progression.19–24 Canas et al estimated the 
probability of an individual being infected with SARS-CoV-2 
based on self-reported symptoms. They found that a hierarchical 
Gaussian process model trained on 3 days of symptoms had 
an AUC of 0.80 (95% CI 0.80 to 0.81), which is comparable 
to our models.24 Soltan et al developed a tool (CURIAL-Lab) 
to screen for SARS-CoV-2 infection in the ED, with an AUC 

Table 2  Operator-based interview performances

Time interval
(prevalence range) rtPCR+ rtPCR−

Whole training set
(73–1579 per 100 000 people)

 � Suspected cases, n 50 980 84 897 37.5% PPV

 � Not suspected cases, n 8618 120 553 93.3% NPV

 �  85.5%* 58.7%†

Q1
(73–290 per 100 000 people)

 � Suspected cases, n 1302 17 461 6.9% PPV

 � Not suspected cases, n 463 37 518 98.8% NPV

 �  73.8%* 68.2%†

Q2
(306–542 per 100 000 people)

 � Suspected cases, n 9227 24 040 27.7% PPV

 � Not suspected cases, n 1665 31 230 94.9% NPV

 �  84.7%* 56.5%†

Q3
(543–815 per 100 000 people)

 � Suspected cases, n 14 432 23 355 38.2% PPV

 � Not suspected cases, n 2528 29 249 92.0% NPV

 �  85.1%* 55.6%†

Q4
(823–1579 per 100 000 people)

 � Suspected cases, n 28 667 21 488 57.2% PPV

 � Not suspected cases, n 4175 25 438 85.9% NPV

 �  87.3%* 54.2%†

*Sensitivity.
†Specificity.
Q, quartile; rtPCR, reverse transcriptase PCR; PPV, positive predictive value; NPV, 
negative predictive value.

Table 3  Logistic regression analysis

Operator-based interview alone Operator-based interview plus clinical parameters

OR 95% CI P value OR 95% CI P value

Operator-based interview

 � Age >74 years 0.19 0.19 to 0.2 <0.001 0.17 0.17 to 0.18 <0.001

 � Male gender 0.24 0.24 to 0.25 <0.001 0.3 0.3 to 0.31 <0.001

 � Close contact 67.54 63.78 to 71.52 <0.001 55.26 51.84 to 58.91 <0.001

 � Shortness of breath 0.71 0.69 to .073 <0.001 0.78 0.75 to 0.81 <0.001

 � Fever 3.26 3.16 to 3.35 <0.001 3.69 3.57 to 3.82 <0.001

 � Diarrhoea 0.67 0.62 to 0.71 <0.001 0.71 0.67 to 0.77 <0.001

 � Cough 3.35 3.22 to 3.49 <0.001 3.2 3.06 to 3.34 <0.001

 � Ageusia/Anosmia 3.14 2.74 to 3.59 <0.001 3.02 2.62 to 3.48 <0.001

 � Asthenia/Diffuse pain 1.09 1.05 to 1.13 <0.001 1.09 1.05 to 1.14 <0.001

 � Vomit 0.28 0.27 to 0.3 <0.001 0.33 0.31 to 0.35 <0.001

Clinical parameters

 � EMS call for respiratory disease / / / 1.07 1.03 to 1.12 0.002

 � Non-alert / / / 0.39 0.36 to 0.42 <0.001

 � Altered respiratory quality / / / 0.99 0.95 to 1.03 0.595

 � Body temperature >38°C / / / 1.22 1.17 to 1.28 <0.001

 � Room air SpO2 <94% / / / 2.25 2.17 to 2.33 <0.001

 � HR >100 bpm / / / 0.3 0.29 to 0.31 <0.001

 � SBP <90 mm Hg / / / 0.64 0.57 to 0.72 <0.001

 � DBP <60 mm Hg / / / 0.52 0.48 to 0.55 <0.001

DBP, diastolic BP; EMS, emergency medical service; SBP, systolic BP; SpO2, pulse oximeter oxygen saturation.
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range of 0.84–0.85 (95% CI 0.81 to 0.89) in validation cohorts. 
However, their model is based on full blood count values, along 
with vital signs, and is not applicable prehospital.22

The use of ML algorithms in the EMS context has been 
limited to specific subjects, such as the recognition of cardiac 
arrest and the need for critical care resources.25–27 We developed 
an ML model that showed promise in helping EMS to detect 
COVID-19 cases. The integration of contact history, signs and 
symptoms, clinical parameters collected by ambulance personnel, 
along with geographical call distribution and current number 
of positive cases in a specific area, led to a model that could 
more accurately predict COVID-19 positivity by considering 
clinical data and up-to-date viral distribution in a specific terri-
tory. We included different explanatory variables in our models 
integrating the different information in a gradual manner. The 
first two models (ie, model 1 and model 2) include variables 
commonly retrieved by worldwide PSAP and might be appli-
cable to other settings. The other models also include variables 
retrieved from local epidemiology and analysis of the geospa-
tial distribution of EMS calls, hence leveraging information 
sharing between EMS and local public health authorities. The 
study also highlights that the weight of each variable changes 
throughout the analyses performed. In fact, when focusing on 
only interviews and clinical variables, close contact, fever and 
cough showed the strongest association with patients’ positivity. 

When the same variables were included in the ML models, 
close contact and fever still showed the strongest association. 
However, call geographical distribution and local epidemiology 
played a significant role as well as improving the model’s ability 
to detect positive cases.

Although the impact of the pandemic is declining, other similar 
calamities might occur in the future. It is therefore conceivable 
that ML-based models might be adapted and applied in the 
EMS setting to other events. It may be crucial for public health 
authorities to estimate the extent and spread of a pandemic 
disease, especially in the early phases when the course is unpre-
dictable. EMS has a role in managing calls and patients one step 
before hospital care. In that sense, if ML algorithms were inte-
grated into the out-of-hospital data process, EMS might provide 
public health authorities with early clues of disease spread.4 On 
the other hand, with the differences between health systems, it 
would be essential to have algorithms flexible enough to adapt to 
prespecified criteria, for instance, to allocate patients to different 
hospitals in a network. For this reason, we simulated the appli-
cation of an ML model to test its utility in referring patients 
to hospital resources with different characteristics (ie, hub vs 
non-hub hospitals). We found that the algorithm could ‘correct’ 
the hospital destination for a significant proportion of patients. 
For instance, in a high prevalence scenario, it may be desirable 
to limit access to hub hospitals for positive patients with severe 
features, with >20% of patients correctly re-addressed by the 
ML algorithm. Therefore, although our models do not predict 
individual clinical severity and outcome, they might be poten-
tially useful at a prehospital level for operational or public health 
reasons.

This study included a large number of patients managed by 
a regional EMS that links out-of-hospital clinical presentation 
with the result of the gold standard rtPCR test performed in a 
close time frame and retrieved from an official database directly 
provided by the regional public health authorities. Moreover, 
most variables included in the analysis are relatively simple, 
precise and commonly retrieved by other EMS. Thus, the infor-
mation provided by our study could be relevant and applied 
to other services worldwide. The signs, symptoms and clinical 
parameters were screened and retrieved precisely and contem-
poraneously by trained personnel and using the same software. 
The dimension of the dataset allowed for consistent analysis, 
enabling the application of a 10-fold validation protocol. Finally, 
the ML models maintained a good performance (AUC >0.8) 
on validation on a large, independent dataset. This suggests a 
stable application of our models in the setting of different viral 
variants presenting with different clinical and epidemiological 
characteristics.

Our study has some limitations. First, we included in the 
analysis patients whose rtPCR test was done within 7 days of 
their EMS call. Therefore, patients whose tests were performed 
outside this time frame have been excluded. As most studies 
assume a median incubation period of up to 5–7 days, it is 
unlikely that this timeframe might significantly impact the 
performance of the models implemented in the study.28 Second, 
the EMS in Lombardy is part of a two-level PSAP system, where 
the PSAP-2 dispatches ambulances in the regional territory and 
allocates them to different hospitals, which have different char-
acteristics and resources. Thus, the applicability of our model 
might be challenged in areas with very different EMS and 
hospital systems. However, we tried to overcome such limita-
tion by including in our models variables commonly retrieved 
by EMS worldwide. Third, our analysis does not consider the 
different viral variants that have been shown to impact viral 

Table 4  Detailed metrics of different machine learning (random 
forest) models in the training and validation sets

Machine learning model Metrics Training set Validation set

Model 1
	► Age
	► Gender
	► Variables retrieved by 

the operator-based 
interview

AUC 0.85 (0.84 to 0.87) 0.76 (0.75 to 0.77)

SENS 0.96 (0.96 to 0.97) 0.92 (0.91 to 0.92)

SPEC 0.18 (0.17 to 0.19) 0.17 (0.17 to 0.18)

ACC 0.58 (0.57 to 0.59) 0.75 (0.74 to 0.75)

PPV 0.35 (0.34 to 0.36) 0.09 (0.09 to 0.09)

NPV 0.91 (0.90 to 0.93) 0.96 (0.96 to 0.96)

Model 2
	► Model 1 variables
	► Clinical parameters 

retrieved on-scene 
ambulance

AUC 0.92 (0.91 to 0.94) 0.80 (0.79 to 0.81)

SENS 0.90 (0.89 to 0.91) 0.92 (0.92 to 0.93)

SPEC 0.73 (0.72 to 0.74) 0.23 (0.23 to 0.23)

ACC 0.94 (0.93 to 0.95) 0.77 (0.77 to 0.78)

PPV 0.71 (0.70 to 0.72) 0.1 (0.1 to 0.1)

NPV 0.62 (0.60 to 0.63) 0.97 (0.97 to 0.97)

Model 3
	► Model 1 variables
	► Current local SARS-

CoV-2 epidemiology, 
and geographical 
distribution of EMS 
calls for respiratory and 
infectious diseases in 
the previous 7 days

AUC 0.92 (0.91 to 0.93) 0.82 (0.81 to 0.82)

SENS 0.90 (0.89 to 0.91) 0.91 (0.90 to 0.91)

SPEC 0.70 (0.69 to 0.71) 0.41 (0.41 to 0.41)

ACC 0.71 (0.70 to 0.72) 0.85 (0.85 to 0.85)

PPV 0.57 (0.56 to 0.58) 0.12 (0.12 to 0.12)

NPV 0.94 (0.94 to 0.95) 0.98 (0.98 to 0.98)

Model 4
All variables included in 
models 1–3

AUC 0.94 (0.93 to 0.95) 0.85 (0.84 to 0.86)

SENS 0.90 (0.89 to 0.91) 0.91 (0.91 to 0.92)

SPEC 0.81 (0.80 to 0.82) 0.44 (0.44 to 0.45)

ACC 0.72 (0.71 to 0.73) 0.85 (0.85 to 0.85)

PPV 0.69 (0.68 to 0.71) 0.13 (0.13 to 0.14)

NPV 0.95 (0.94 to 0.95) 0.98 (0.98 to 0.98)

Detailed metrics (with 95% CIs) of the random forest algorithm trained to predict 
the positivity to the rtPCR test. Metrics are the AUC of the ROC curve, the SENS, 
SPEC, ACC, PPV and NPV of a custom working point (chosen as the first point with 
SENS ≥90%).
ACC, accuracy; AUC, area under the curve; NPV, negative predictive value; PPV, 
positive predictive value; ROC, receiving operating characteristics; SENS, sensitivity; 
SPEC, specificity.
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Figure 2  Machine learning models performance. Left: receiver operating characteristic (ROC) curves of the four models implemented, as compared 
with the performance of the operator-based interview (*). The box within each graph reports the AUC with the respective 95% CI, relevant to the 
random forest classifier. Black line, training set; blue line, validation set. Right: graphical representation of the contribution of each explanatory 
variable in predicting SARS-CoV-2 positivity within each model, according to SHAP. The impact on the model is reported as SHAP value. The lines 
represent the variables, whereas each dot represents a single record. The importance of the variable within the specific model decreases from the top 
to the bottom. The colour of a single dot is red if the value is high or blue if the value is low. AUC, area under the curve; DBP, diastolic blood pressure; 
SBP, systolic BP; SHAP, Shapley additive explanations; SpO2, pulse oximeter oxygen saturation.
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Figure 3  Real-world scenario simulation. Upper panel: a first simulation was performed in the low prevalence period (n=96 984). Here, positive 
patients would be addressed to hub hospitals, while negative patients to non-hub hospitals. Based on actual data (ie, actual scenario), the goal was 
achieved in 61.6% (n=59 724) patients, while it would be achieved in 81.8% (n=79 386) in a machine learning-based scenario. Box C, n=49 198 
(50.7%). Box D, n=30 188 (31.1%). Box E, n=7072 (7.3%). Box F, n=10 526 (10.8%). Lower panel: a second simulation was performed in patients 
presenting with severe features at EMS calls in the high prevalence period (n=37 230). Here, positive patients presenting with severe features would 
be addressed to hub hospitals, while negative patients presenting with severe features would be addressed to non-hub hospitals. Here, the goal was 
achieved in 50.6% (n=18 850) in the actual scenario and it would be achieved in 74.4% (n=27 688) patients in a machine learning-based scenario. 
Box C, n=13 134 (35.3%). Box D, n=14 554 (39.1%). Box E, n=3826 (10.3%). Box F, n=5716 (15.3%).
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shedding, contagiousness, transmissibility and clinical severity. 
Fourth, the analysis does not include the vaccination status of 
either single patients or the general population. However, as the 
training and the validation sets are temporally independent, it 
could be hypothesised that the patient profiles were different, 
especially with respect to different viral variants and vaccination 
status. Performance in the validation cohort was good, with an 
AUC >0.8 in most models. Fifth, we acknowledge that an rtPCR 
result was unavailable in about half of the subjects included in 
the study period. However, the risk of verification bias is low 
as all patients underwent an rtPCR test once admitted to the 
ED regardless of the reason for calling EMS. Moreover, RR was 
not included in model development due to the high proportion 
of missing data. Given that respiratory symptoms were a key 
feature of COVID-19, this may have impacted model perfor-
mance. Finally, the estimated improvement in the achievement 
of hospital destination (hub vs non-hub) does not consider oper-
ational components of the real-world scenario, such as crowding 
level of different facilities and urgency of interventions, which 
could have affected decisions about actual hospital destination.

CONCLUSIONS
An operator-based interview that explores signs and symptoms 
most commonly associated with COVID-19 showed a sensitivity 
>80% for detecting patients with COVID-19. An ML model 
that integrates clinical variables, geographical information and 
current local epidemiology showed the best performance in 
detecting cases. When the ML model is tested in real-world 
scenarios, such as the determination of hospital destination, 
the model can guide EMS to refer a remarkable percentage of 
patients to the proper hospital resources, based on prespecified 
allocation criteria.

Twitter Stefano Spina @ste_spi
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Figure 3, COVID-19 prevalence in the study period 

 

 

 

Subdivision of days in the timeframe from Oct 1st, 2020, to Jul 23rd, 2021 (training set) and from Oct 1st, 2021, to Dec 

31st, 2021, into four quartiles according to the number of patients currently positive for SARS-CoV-2 infection 

(filtered with a 7-day moving average) on the territory of Lombardy region, Italy. For each quartile of the training set, 

Table 1 reports the thresholds (minimum and maximum values), the range of values, and the timeframe assigned to it.  
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Figure 4, Positive cases distribution in the Lombardy region in the study period (October 1st 2020 – July 23rd 

2021) 

 

  

Lombardy map, divided into provinces. Color intensity is directly proportional to the number of cases in each province. 

The map on the left shows the absolute number of total positive cases in each province. The map on the right shows 

the number of positive cases per 100000 inhabitants in each province. 
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Table 1, Quartiles of COVID-19 prevalence in the study period 

 Min value Max value Range Dates  

1st Quartile 7325 28983 21658 
Oct 1, 2020 – Oct 20, 2020 

May 31, 2021 – Jul 23, 2021 

Low prevalence period 

2nd Quartile 30584 54144 23560 

Oct 21, 2020 – Oct 26, 2020 

Jan 6, 2021 

Jan 20, 2021– Feb 21, 2021 

Apr 27, 2021 – May 30, 

2021 

3rd Quartile 54226 81436 27210 

Oct 27, 2020 – Oct 31, 2020 

Dec 13, 2020 – Jan 19, 2021 

(excluding Jan 6, 2021) 

Feb 22, 2021 – Mar 7, 2021 

Apr 9, 2021 – Apr 26, 2021 
High prevalence period 

4th Quartile 82171 157614 75443 
Nov 1, 2020 – Dec 12, 2020 

Mar 8, 2021 – Apr 8, 2021 
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Table 2, Detailed metrics of different machine learning algorithms in the training set.  

Model Logistic Regression Random Forest 
Support Vector 

Machine 
Naïve Gaussian Bayes 

Model 1 

AUC: .853 (.838 - .867) 

SENS: .944 (.936 - .952) 

SPEC: .26 (.251 - .27) 

ACC: .605 - (.595 - .615) 

PPV: .361 (.351 - .371) 

NPV: .91 (.899 - .921) 

AUC: .853 (.838 - .867) 

SENS: .963 (.956 - .969) 

SPEC: .178 (.17 - .187) 

ACC: .577 (.566 - .587) 

PPV: .347 (.338 - .356) 

NPV: .913 (.9 - .926) 

AUC: .803 (.79 - .815) 

SENS: .996 (.994 - .998) 

SPEC: .009 (.007 - .012) 

ACC: .504 (.493 - .516) 

PPV: .309 (.301 - .317) 

NPV: .844 (.751 - .909) 

AUC: .803 (.79 - .815) 

SENS: .996 (.994 - .998) 

SPEC: .009 (.007 - .012) 

ACC: .504 (.493 - .516) 

PPV: .309 (.301 - .317) 

NPV: .844 (.751 - .909) 

Model 2 

AUC: .867 (.852 - .882) 

SENS: .913 (.903 - .922) 

SPEC: .461 (.449 - .473) 

ACC: .654 (.644 - .664) 

PPV: .448 (.436 - .46) 

NPV: .919 (.909 - .927) 

AUC: .917 (.905 - .927) 

SENS: .902 (.892 - .912) 

SPEC: .696 (.686 - .706) 

ACC: .712 (.704 - .719) 

PPV: .571 (.558 - .584) 

NPV: .941 (.935 - .947) 

AUC: .836 (.821 - .851) 

SENS: .979 (.974 - .984) 

SPEC: .048 (.043 - .053) 

ACC: .519 (.507 - .531) 

PPV: .329 (.32 - .338) 

NPV: .827 (.787 - .863) 

AUC: .84 (.826 - .854) 

SENS: 1 (.999 - 1) 

SPEC: 0 (0 - 0) 

ACC: .5 (.488 - .512) 

PPV: .323 (.314 - .333) 

NPV: 0 (0 - 0) 

Model 3 

AUC: .883 (.869 - .895) 

SENS: .905 (.895 - .914) 

SPEC: .576 (.565 - .586) 

ACC: .688 (.679 - .696) 

PPV: .486 (.474 - .498) 

NPV: .932 (.924 - .939) 

AUC: .917 (.905 - .927) 

SENS: .902 (.892 - .912) 

SPEC: .696 (.686 - .706) 

ACC: .712 (.704 - .719) 

PPV: .571 (.558 - .584) 

NPV: .941 (.935 - .947) 

AUC: .835 (.821 - .848) 

SENS: .98 (.975 - .984) 

SPEC: .048 (.044 - .053) 

ACC: .521 (.51 - .532) 

PPV: .315 (.306 - .323) 

NPV: .841 (.804 - .873) 

AUC: .84 (.827 - .852) 

SENS: 1 (.999 - 1) 

SPEC: 0 (0 - 0) 

ACC: .5 (.488 - .512) 

PPV: .307 (.299 - .316) 

NPV: 0 (0 - 0) 

Model 4 

AUC: .89 (.876 - .903) 

SENS: .905 (.894 - .915) 

SPEC: .607 (.595 - .618) 

ACC: .686 (.677 - .695) 

PPV: .528 (.514 - .541) 

NPV: .931 (.923 - .938) 

AUC: .94 (.929 - .949) 

SENS: .902 (.891 - .912) 

SPEC: .809 (.799 - .818) 

ACC: .722 (.714 - .731) 

PPV: .691 (.677 - .705) 

NPV: .946 (.939 - .951) 

AUC: .864 (.849 - .877) 

SENS: .967 (.96 - .973) 

SPEC: .134 (.126 - .142) 

ACC: .554 (.543 - .566) 

PPV: .346 (.336 - .356) 

NPV: .892 (.871 - .911) 

AUC: .85 (.836 - .863) 

SENS: 1 (.999 - 1) 

SPEC: 0 (0 - 0) 

ACC: .5 (.488 - .512) 

PPV: .323 (.314 - .332) 

NPV: 0 (0 - 0) 

 

The four models refer to different subset of attributes (see main text for details), while the different columns report 

the results of four different machine learning algorithms. AUC = Area Under Curve, where the curve is a ROC 

obtained by variating the threshold on the output probability of the algorithm. All the other metrics are obtained in a 

specific working point of this curve, arbitrarily set to be the first point with a sensitivity >0.9. SENS = sensitivity, 

SPEC = specificity, ACC = accuracy, PPV = positive predictive value, NPV = negative predictive value. 
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Table 3, Detailed results of a machine learning model (random forest) used to predict the positivity to SARS-CoV-2 infection. 

Each week is progressively used as the test set, while previous records are used for the training. The different parameters computed are described in detail below 

Figure 2 (‘perf.’ stands for ‘performance’). In the lower panel, TOTAL, MEDIAN, 25th Q(uartile), 75th Q(uartile) values are computed for the distribution of the 

different values across weeks. 

 
Training 

set 

Test set 

(positives-

negatives) 

Attributes* 

removed 

(missing) 

Attributes* 

removed 

(significance) 

AUC 
Cut-

off 

Baseline 

perf. 

Model-

based 

perf. 

Perf. 

differential 

Perf. 

differential 

- Positives 

Perf. 

differential 

- Negatives 

Error 

relative 

reduction 

(pos-neg) 

Goal reached 

kept (%bv) 

New goal 

achievement 

(%be) 

Unidentified 

improvemen

ts (%be) 

Induced 

mistakes 

(%bv) 

Nov 04, 
2020 10124 

8198 (4287-
3911) 

12, 14 6, 10, 11 .867 .493 
1303 

(48.38%) 
2063 

(76.61%) 
760 

(28.22%) 
1110(55.5%-

129.5%) 
-350 (-50.6%-

-78.5%) 
-54.7% (-

97.%|142.3%) 907 (69.61%) 1156 (83.17%) 234 (16.83%) 396 (30.39%) 

Nov 11, 

2020 17200 

8188 (4459-

3729) 
12, 14 2, 6, 11, 16 .871 .501 

1413 

(46.77%) 

2418 

(80.04%) 

1005 

(33.27%) 
1256 (55.1%-

139.1%) 

-251 (-33.8%-

-49.2%) 

-62.5% (-

91.3%|107.7%) 1037 (73.39%) 1381 (85.88%) 227 (14.12%) 376 (26.61%) 

Nov 18, 

2020 24356 

7512 (3648-

3864) 
12, 14 6, 15, 16 .865 .502 

1075 

(43.42%) 

1928 

(77.87%) 

853 

(34.45%) 
1087 (61.%-

176.2%) 

-234 (-33.7%-

-51.1%) 

-60.9% (-

93.3%|99.2%) 736 (68.47%) 1192 (85.08%) 209 (14.92%) 339 (31.53%) 

Nov 25, 
2020 30150 

6525 (2368-
4157) 

12, 14 1, 6, 11, 16 .850 .505 
881 

(48.22%) 
1291 

(70.66%) 
410 

(22.44%) 
630 (57.1%-

150.4%) 

-220 (-30.4%-

-47.6%) 

-43.3% (-

92.%|84.3%) 554 (62.88%) 737 (77.91%) 209 (22.09%) 327 (37.12%) 

Dec 02, 

2020 33752 

6100 (1670-

4430) 
12, 14 6, 16 .819 .496 

793 

(52.97%) 

927 

(61.92%) 

134 

(8.95%) 
364 (54.7%-

140.%) 

-230 (-27.7%-

-43.2%) 

-19.% (-

89.7%|77.2%) 437 (55.11%) 490 (69.6%) 214 (30.4%) 356 (44.89%) 

Dec 09, 

2020 36272 

6144 (1469-

4675) 
12, 14 1, 2, 6, 11 .823 .489 

831 

(57.27%) 

835 

(57.55%) 4 (.28%) 
292 (51.8%-

128.6%) 

-288 (-32.5%-

-47.7%) 

-.6% (-

86.6%|101.8%) 434 (52.23%) 401 (64.68%) 219 (35.32%) 397 (47.77%) 

Dec 16, 
2020 38490 

5731 (1110-
4621) 

12, 14 2, 6, 16 .833 .506 
689 

(55.79%) 
613 

(49.64%) 
-76 (-

6.15%) 
244 (56.9%-

148.8%) 

-320 (-39.7%-

-61.%) 

13.9% (-

92.1%|113.9%) 290 (42.09%) 323 (59.16%) 223 (40.84%) 399 (57.91%) 

Dec 23, 

2020 40232 

5669 (1066-

4603) 
12, 14 1, 11, 16, 19 .834 .517 

650 

(55.41%) 

648 

(55.24%) -2 (-.17%) 
225 (56.8%-

152.%) 

-227 (-29.2%-

-45.2%) 

.4% (-

90.7%|82.5%) 327 (50.31%) 321 (61.38%) 202 (38.62%) 323 (49.69%) 

Dec 30, 

2020 44448 

5961 (1094-

4867) 
12, 13, 14 1, 6, 17 .815 .492 

794 

(59.17%) 

954 

(71.09%) 

160 

(11.92%) 
179 (41.3%-

107.8%) 

-19 (-2.1%--

3.%) 

-29.2% (-

67.%|6.8%) 554 (69.77%) 400 (72.99%) 148 (27.01%) 240 (30.23%) 

Jan 06, 
2021 46314 

6088 (1273-
4815) 

12, 13, 14 1, 6 .833 .518 
809 

(54.33%) 
1160 

(77.9%) 
351 

(23.57%) 
210 (41.%-

120.%) 

141 (14.4%-

22.2%) 

-51.6% (-

62.3%|-41.1%) 642 (79.36%) 518 (76.18%) 162 (23.82%) 167 (20.64%) 

Jan 13, 

2021 48496 

6102 (1226-

4876) 
12, 13, 14 2, 6 .830 .481 

1634 

(57.88%) 

2295 

(81.3%) 

661 

(23.41%) 
234 (31.6%-

76.7%) 

427 (20.5%-

32.1%) 

-55.6% (-

53.8%|-56.6%) 1352 (82.74%) 943 (79.31%) 246 (20.69%) 282 (17.26%) 

Jan 20, 

2021 50558 

5813 (949-

4864) 
12, 13, 14 1, 6 .827 .479 

697 

(57.32%) 

983 

(80.84%) 

286 

(23.52%) 
107 (28.5%-

67.3%) 

179 (21.3%-

33.3%) 

-55.1% (-

49.3%|-59.3%) 571 (81.92%) 412 (79.38%) 107 (20.62%) 126 (18.08%) 

Jan 27, 
2021 52152 

5925 (966-
4959) 

12, 13, 14 2, 6 .818 .480 
3072 

(58.64%) 
4328 

(82.61%) 
1256 

(23.97%) 
254 (28.8%-

74.5%) 

1002 (23.%-

36.7%) 

-58.% (-47.%|-

61.6%) 2564 (83.46%) 1764 (81.4%) 403 (18.6%) 508 (16.54%) 

Feb 03, 

2021 53836 

5869 (895-

4974) 
12, 13, 14 1, 2, 6 .810 .479 

3503 

(59.69%) 

4760 

(81.1%) 

1257 

(21.42%) 
247 (27.6%-

72.6%) 

1010 (20.3%-

31.9%) 

-53.1% (-

44.5%|-55.8%) 2861 (81.67%) 1899 (80.26%) 467 (19.74%) 642 (18.33%) 

Feb 10, 

2021 55358 

6024 (993-

5031) 
12, 13, 14 1, 6 .830 .492 

3603 

(59.81%) 

4927 

(81.79%) 

1324 

(21.98%) 
351 (35.3%-

100.3%) 

973 (19.3%-

29.9%) 

-54.7% (-

54.6%|-54.7%) 2965 (82.29%) 1962 (81.04%) 459 (18.96%) 638 (17.71%) 

Feb 17, 
2021 57070 

6013 (1162-
4851) 

12, 13, 14 1, 2, 6 .857 .487 
3533 

(58.76%) 
5004 

(83.22%) 
1471 

(24.46%) 
463 (39.8%-

114.3%) 

1008 (20.8%-

32.2%) 

-59.3% (-

61.2%|-58.5%) 2981 (84.38%) 2023 (81.57%) 457 (18.43%) 552 (15.62%) 

Feb 24, 

2021 59064 

6466 (1581-

4885) 
12, 13, 14 1, 6 .872 .482 

3277 

(57.06%) 

4748 

(82.67%) 

1471 

(25.61%) 
576 (39.9%-

111.6%) 

895 (20.8%-

32.4%) 

-59.7% (-62.%|-

58.2%) 2717 (82.91%) 2031 (82.36%) 435 (17.64%) 560 (17.09%) 

Mar 03, 

2021 61862 

7297 (2330-

4967) 
12, 13, 14 1, 2, 6 .880 .475 

907 

(51.16%) 

1395 

(78.68%) 

488 

(27.52%) 
492 (50.3%-

142.6%) -4 (-.5%--.7%) 

-56.4% (-

77.6%|1.7%) 693 (76.41%) 702 (81.06%) 164 (18.94%) 214 (23.59%) 

Mar 10, 
2021 65908 

7820 (2944-
4876) 

12, 13, 14 1, 6 .878 .489 
986 

(46.51%) 
1717 

(80.99%) 
731 

(34.48%) 
713 (54.8%-

157.7%) 

18 (2.2%-

3.4%) 

-64.5% (-84.%|-

6.3%) 768 (77.89%) 949 (83.69%) 185 (16.31%) 218 (22.11%) 

Mar 17, 

2021 71070 

8109 (3153-

4956) 
12, 13, 14 1, 6 .892 .488 

1101 

(47.15%) 

1846 

(79.06%) 

745 

(31.91%) 
831 (57.9%-

168.2%) 

-86 (-9.5%--

14.2%) 

-60.4% (-

88.4%|29.3%) 823 (74.75%) 1023 (82.9%) 211 (17.1%) 278 (25.25%) 

Mar 24, 

209 76610 

7818 (2964-

4854) 
12, 13, 14 1, 6, 17 .884 .495 

1049 

(47.42%) 

1751 

(79.16%) 

702 

(31.74%) 
765 (55.3%-

155.5%) 

-63 (-7.6%--

11.3%) 

-60.4% (-

85.9%|23.2%) 778 (74.17%) 973 (83.66%) 190 (16.34%) 271 (25.83%) 

Mar 31, 
2021 81810 

7686 (2656-
5030) 

12, 13, 14 1, 6 .884 .499 
994 

(47.86%) 
1658 

(79.83%) 
664 

(31.97%) 
602 (49.9%-

143.7%) 

62 (7.1%-

10.8%) 

-61.3% (-

76.5%|-20.9%) 766 (77.06%) 892 (82.36%) 191 (17.64%) 228 (22.94%) 

Apr 07, 

2021 86500 

7114 (2095-

5019) 
12, 13, 14 1, 6, 17 .888 .486 

904 

(50.73%) 

1455 

(81.65%) 

551 

(30.92%) 
462 (50.8%-

145.3%) 

89 (10.2%-

15.2%) 

-62.8% (-78.%|-

31.1%) 735 (81.31%) 720 (82.%) 158 (18.%) 169 (18.69%) 

Apr 14, 

2021 90248 

6404 (1480-

4924) 
12, 13, 14 1, 6, 17 .867 .493 

718 

(50.42%) 

1148 

(80.62%) 

430 

(30.2%) 
319 (52.%-

161.1%) 

111 (13.7%-

21.3%) 

-60.9% (-

76.7%|-38.3%) 560 (77.99%) 588 (83.29%) 118 (16.71%) 158 (22.01%) 
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Apr 21, 
2021 87636 

6532 (1251-
5281) 

12, 14 1, 2 .889 .493 
772 

(55.22%) 
915 

(65.45%) 
143 

(10.23%) 
293 (56.7%-

156.7%) 

-150 (-17.%--

25.6%) 

-22.8% (-

88.8%|50.7%) 461 (59.72%) 454 (72.52%) 172 (27.48%) 311 (40.28%) 

Apr 28, 

2021 89722 

6385 (1128-

5256) 
12, 14 1, 2 .882 .492 

757 

(55.83%) 

882 

(65.04%) 

125 

(9.22%) 
279 (58.%-

161.3%) 

-154 (-17.6%-

-26.4%) 

-20.9% (-

90.6%|52.9%) 445 (58.78%) 437 (72.95%) 162 (27.05%) 312 (41.22%) 

May 05, 

2021 91580 

6408 (968-

5440) 
12, 14 / .879 .502 

3844 

(59.99%) 

5332 

(83.21%) 

1488 

(23.22%) 
422 (43.6%-

127.1%) 

1066 (19.6%-

30.4%) 

-58.% (-66.4%|-

55.3%) 3202 (83.3%) 2130 (83.07%) 434 (16.93%) 642 (16.7%) 

May 12, 
2021 93158 

6067 (599-
5468) 

12, 14 / .871 .497 
3787 

(62.42%) 
5123 

(84.44%) 
1336 

(22.02%) 
234 (39.1%-

108.8%) 

1102 (20.2%-

30.9%) 

-58.6% (-

60.9%|-58.1%) 3167 (83.63%) 1956 (85.79%) 324 (14.21%) 620 (16.37%) 

May 19, 

2021 94172 

5943 (467-

5476) 
12, 14 1 .864 .487 

3706 

(62.36%) 

5077 

(85.43%) 

1371 

(23.07%) 
178 (38.1%-

106.6%) 

1193 (21.8%-

33.7%) 

-61.3% (-

59.3%|-61.6%) 3188 (86.02%) 1889 (84.44%) 348 (15.56%) 518 (13.98%) 

May 26, 

2021 94962 

5790 (322-

5468) 
12, 14 1 .830 .503 

3618 

(62.49%) 

4842 

(83.63%) 

1224 

(21.14%) 
106 (32.9%-

94.6%) 

1118 (20.4%-

31.9%) 

-56.4% (-

50.5%|-57.%) 3017 (83.39%) 1825 (84.02%) 347 (15.98%) 601 (16.61%) 

Jun 02, 
2021 95508 

5910 (209-
5701) 

12, 14 1, 2 .852 .506 
3718 

(62.91%) 
5028 

(85.08%) 
1310 

(22.17%) 
63 (30.1%-

77.8%) 

1247 (21.9%-

34.3%) 

-59.8% (-

49.2%|-60.4%) 3164 (85.1%) 1864 (85.04%) 328 (14.96%) 554 (14.9%) 

Jun 09, 

2021 95866 

5901 (180-

5721) 
12, 14 1 .823 .513 

3787 

(64.18%) 

4988 

(84.53%) 

1201 

(20.35%) 
40 (22.2%-

58.8%) 

1161 (20.3%-

31.2%) 

-56.8% (-

35.7%|-58.%) 3199 (84.47%) 1789 (84.63%) 325 (15.37%) 588 (15.53%) 

Jun 16, 

2021 95224 

5743 (129-

5614) 
12, 14 2 .854 .493 

3664 

(63.8%) 

4863 

(84.68%) 

1199 

(20.88%) 
31 (24.%-

60.8%) 

1168 (20.8%-

32.3%) 

-57.7% (-

39.7%|-58.4%) 3062 (83.57%) 1801 (86.63%) 278 (13.37%) 602 (16.43%) 

Jun 23, 
2021 95448 

5658 (83-
5574) 

12, 14 2 .780 .501 
3598 

(63.6%) 
4753 

(84.02%) 
1155 

(20.42%) 
16 (19.3%-

50.%) 

1139 (20.4%-

31.9%) 

-56.1% (-

31.4%|-56.7%) 2973 (82.63%) 1780 (86.45%) 279 (13.55%) 625 (17.37%) 

Jun 30, 

2021 95588 

5438 (75-

5363) 
12, 14 / .625 .491 

3401 

(62.54%) 

5083 

(93.47%) 

1682 

(30.93%) 
-13 (-17.3%--

35.1%) 

1695 (31.6%-

50.4%) 

-82.6% (34.2%|-

84.8%) 3182 (93.56%) 1901 (93.32%) 136 (6.68%) 219 (6.44%) 

Jul 07, 

2021 95476 

5393 (64-

5329) 
12, 14 / .582 .495 

3439 

(63.77%) 

4990 

(92.53%) 

1551 

(28.76%) 
-3 (-4.7%--

13.%) 

1554 (29.2%-

45.5%) 

-79.4% (7.3%|-

81.2%) 3170 (92.18%) 1820 (93.14%) 134 (6.86%) 269 (7.82%) 

Jul 14, 
2021 95584 

5215 (81-
5134) 

12, 14 / .799 .509 
3284 

(62.97%) 
4880 

(93.58%) 
1596 

(30.6%) 
-7 (-8.6%--

14.9%) 

1603 (31.2%-

49.5%) 

-82.7% (20.6%|-

84.5%) 3070 (93.48%) 1810 (93.73%) 121 (6.27%) 214 (6.52%) 

Jul 21, 

2021 95728 

3141 (84-

3057) 
12, 14 / .840 .507 

1983 

(63.13%) 

2927 

(93.19%) 

944 

(30.05%) 
-2 (-2.4%--

4.3%) 

946 (30.9%-

48.8%) 

-81.5% (5.3%|-

84.5%) 1836 (92.59%) 1091 (94.21%) 67 (5.79%) 147 (7.41%) 

TOT

AL 
/ 

240’100 

(53’478-

186’620) 

/ / / / 

136336 

(58.01

%) 

199355 

(84.82

%) 

63019 

(26.81 

%) 

20087 

(40.8%-

115.6%) 

42932 

(23.1%-

36.1%) 

-63.8% (-

63.%|-

64.3%) 

116230 

(85.25%) 

83125 

(84.22%) 

15580 

(15.78%) 

20106 

(14.75%) 

MED

IAN 
46859 

5827 

(500-

4824) 

/ / .824 .488 

3611 

(58.73

%) 

5179 

(84.26

%) 

1522 

(25.62 

%) 

368 

(34.7%-

93.6%) 

1100 

(22.4%-

34.5%) 

-63.3% (-

55.7%|-

63.6%) 

3122 

(84.7%) 

2033 

(83.62%) 

437 

(16.38%) 

559 

(15.3%) 

25TH 

Q 
93918 

6530 

(1989-

5317) 

/ / .872 .502 

3472 

(55.89

%) 

5026 

(82.07

%) 

1467 

(24.74 

%) 

121 

(27.9%-

71.7%) 

955 

(19.5%-

30.6%) 

-67.3% (-

66.%|-

70.2%) 

2978 

(82.61%) 

1913 

(81.75%) 

278 

(12.56%) 

439 

(12.04%) 

75TH 

Q 
10124 

8198 

(4287-

3911) 

/ / .867 .493 

3787 

(62.47

%) 

5393 

(87.74

%) 

1820 

(29.27 

%) 

641 

(43.2%-

125.4%) 

1313 

(25.3%-

39.3%) 

-59.1% (-

45.8%|-

53.5%) 

3315 

(87.96%) 

2303 

(87.44%) 

542 

(18.25%) 

687 

(17.39%) 
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Figure 5 

 

Results relevant to a machine learning algorithm (random forest) used to predict the positivity for SARS-CoV-2 

infection in patients rescued by an ambulance on the territory of Lombardy region, Italy, between October 1st 2020 

and July 21st 2021. The performance is measured through the Area Under Curve (AUC), plotted with dots, of a 

Receiver Operating Characteristic (ROC) curve computed on each available week of data (dates reported on X axis), 

using preceding records as the training set (dimension represented by columns). Details about the implementation of 

this iterative system are reported in Figure 2. 
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Machine learning models development 

 

POSITIVE CASES DETECTION 

The aim of the first model implemented is to measure the capability to predict the positivity for SARS-CoV-2 at the 

rtPCR test with four different sets of attributes, representing different levels of information potentially available in the 

pre-hospital emergency context. To this scope, a supervised learning approach was implemented, testing four different 

machine learning algorithms: A) Logistic regression, B) Random Forest classifier, C) Support Vector Machine, D) 

Naïve Gaussian Bayes. 

The different algorithms across different attributes sets were tested with a ten-fold validation protocol with 5 boosting 

cycles: 𝐼) The initial dataset is extracted and pre-processed, by deleting records with missing values, deleting records with 

outliers’ values (detected by z-index method with a threshold set to 5), deleting attributes with more than 15% of 

missing values. 𝐼𝐼𝑖) The obtained pre-processed dataset is randomly sampled in order to obtain a balanced subset, hence composed by 

the same number of ‘positive’ and ‘negative’ cases. 𝐼𝐼𝐼𝑖) The extracted subset is divided into ten randomly selected groups, each one composed by the same number of 

‘positive’ and ‘negative’ cases. 𝐼𝑉𝑖𝑗) One group is selected as the ‘validation’ set, the other 9 groups are selected as the ‘training’ set. 𝑉𝑖𝑗) The training set is pre-processed, by converting categorical attributes in numerical values, and scaling all attributes 

in the 0-1 range. 𝑉𝐼𝑖𝑗) Relevant attributes are selected by computing a univariate logistic regression on each of them and excluding 

those attributes for which the value 1 is included in the 95% confidence interval of the odds ratio. 𝑉𝐼𝐼𝑖𝑗) The machine learning algorithm is trained with the data in the training set. 𝑉𝐼𝐼𝐼𝑖𝑗) The validation set is pre-processed by converting categorical attributes in numerical values and scaling all 

attributes in the 0-1 range with the same scaling parameters used for the training set. 𝐼𝑋𝑖𝑗) The validation set is classified with the trained machine learning algorithm. 𝑋𝑖𝑗) The probability of classification, provided as output by the machine learning algorithm, is used as an ‘alpha’ 

threshold to variate, thus allowing to compute a contingency table for each threshold value (with discrete steps of  1% 

probability), deriving as metrics the sensitivity (SE), specificity (SP), positive predictive value (PPV), negative 

predictive value (NPV), and accuracy (ACC), also inferring the 95% confidence intervals of each value with the 

Clopper-Pearson method; finally, the area under curve (AUC) of the receiving operating characteristic (ROC) curve 

(along with its 95% confidence interval) is computed with the sensitivity and 1-specificity values (and 95% confidence 

intervals) for each alpha threshold. Additionally, a custom working point is defined as the first point with a sensitivity 

>90% (in order to use the model as a screening test, thus optimizing the sensitivity), and all the metrics (SE, SP, PPV, 

NPV, ACC) relevant to this point are stored, along with their 95% confidence intervals. 
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(15th July 2021 – 21st July 2021), for a total of 38 cycles. Each cycle (relevant to a target week 𝑤𝑓) is composed by 

the following procedure: 

● Subdivision in training and test set: 

The last week of data (collected during 𝑤𝑓) is used as the test set (data on which a previously trained ML algorithm is 

applied), thus simulating a real-time running application. The training set (data on which the ML algorithm is trained) 

is instead composed by records that precede the beginning of the target week 𝑤𝑓 (𝑤0 ≤  𝑤𝑓−1). Specifically, it is 

composed by all the available records relevant to patients that resulted positive to an rtPCR test in a time window of 

+-7 days, plus the same number of records (starting from the most recent, hence starting in 𝑤𝑓−1 and adding backward) 

relevant to patients resulted negative to all the rtPCR tests performed in a time window of +-15 days. With this 

approach, the largest possible balanced dataset is obtained, while the not-random selection of negative records allows 

to avoid doubt cases, such as patients resulting negative in a time window of +-7 days but resulting positive in larger 

time windows. Before balancing the training set, all the outliers in the dataset are identified through the z-index method 

(threshold set to z-index = 5) and all records with one outlier value are removed. Finally, the training set is shuffled 

to guarantee randomization. 

● Scaling and transformation, filling of test set: 

All numerical variables are scaled in the 0-1 range, while all categorical variables are transformed in numerical dummy 

values (again in the 0-1 range). All variables with more than 15% of missing values are removed from the model. 

Scaling parameters and transformations are computed on the training set, and also applied to the test set. All missing 

values in the test set are filled with the median value across all records in the training set. 

● Attributes selection: 

In order to identify relevant attributes, a univariate logistic regression model is implemented on the training set with 

a ten-fold cross-validation protocol, and attributes with value ‘1’ included in the 95% confidence interval of the odds 

ratio are discarded. 

● Training and test of ML algorithm: 

A ML algorithm is trained and tested on the previously described datasets; specifically, four different algorithms were 

tested: logistic regression, random forest, support vector machine and Bayesian naïve Gaussian. The considered 

output, rather than the assigned label, is the probability of classification. 

● Performance evaluation: diagnostic capabilities 

The predictive skill of the algorithm is evaluated through the area under curve (AUC) of the receiving operating 

characteristic (ROC) curve computed on the test set, considering the classification probability as the ranging ‘alpha’ 

threshold. 

● Performance evaluation: identification of the cut-off threshold 

The working point (cut-off threshold) of the algorithm is identified by evaluating the Index of Union (IU) of a ten-

fold cross-validation protocol performed on the training set.1 

● Performance evaluation: patients management 

The applicability of this model to support the decision about the destination of patients towards either ‘hub’ or ‘non 

hub’ hospitals is evaluated through the definition of the parameters described in the following. 
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● Mυ model-based performance: patients for which the arbitrary criterion was met in the ML-based scenario, 

corresponding to model’s true positives and true negatives; Mυ = 𝑀𝜐𝑝 + 𝑀𝜐𝑛, where 𝑀𝜐𝑝 = model-based 

performance for positives (true positives TP) and 𝑀𝜐𝑛= model-based performance for negatives (true negatives 

TN); subdivided into: 

- Goal already reached, kept by the model (Kt): patients for which the arbitrary criterion was met in 

the actual scenario, whose destination would be the same on the base of the algorithm, can be 

subdivided in true positives (𝐾𝑡𝑝) and true negatives (𝐾𝑡𝑛). 

- New goal achievements (Cr): patients for which the arbitrary criterion was not reached in the actual 

scenario, but it is corrected in the ML-based scenario; again can be distinguished in true positives 

(𝐶𝑟𝑝) and true negatives (𝐶𝑟𝑛). 

Therefore, Mυ = 𝐾𝑡 + 𝐶𝑟 = (𝐾𝑡𝑝 + 𝐾𝑡𝑛) + (𝐶𝑟𝑝 +  𝐶𝑟𝑛) = 𝑀𝜐𝑝 + 𝑀𝜐𝑛  = (𝐾𝑡𝑝 +  𝐶𝑟𝑝) + (𝐾𝑡𝑛 + 𝐶𝑟𝑛) 

● Mε model-based error: patients for which the arbitrary criterion was not reached in the ML-based scenario, 

corresponding to model’s false positives and false negatives; Mε = 𝑀𝜀𝑝 + 𝑀𝜀𝑛, where 𝑀𝜀𝑝 = model-based error 

for positives (false positives FP) and 𝑀𝜀𝑛= model-based error for negatives (false negatives FN); subdivided 

into: 

- Unidentified possible improvements (Ud): patients for which the arbitrary criterion was not reached 

both in the actual scenario and in the ML-based scenario; subdivided into false negatives (𝑈𝑑𝑝) and 

false positives (𝑈𝑑𝑛). 

- Induced mistakes (Im): patients for which the arbitrary criterion was met in the actual scenario but 

is not in the ML-based scenario (added errors); again distinguished in false negatives (𝐼𝑚𝑝) and 

false positives (𝐼𝑚𝑛). 

Therefore, Mε = 𝑈𝑑 + 𝐼𝑚 = (𝑈𝑑𝑝 + 𝑈𝑑𝑛) + (𝐼𝑚𝑝 +  𝐼𝑚𝑛) = 𝑀𝜀𝑝 + 𝑀𝜀𝑛  = (𝑈𝑑𝑝 + 𝐼𝑚𝑝) + (𝑈𝑑𝑛 + 𝐼𝑚𝑛) 

● Δυ performance differential: computed as Mυ – Bυ, also corresponding to Kt + Cr – Bυ and Mυ – (Bε – Ud  – 

Im); derived measures are: 

- 𝛥𝜐%𝑎𝑏𝑠 percentage absolute performance differential, computed as (Mυ – Bυ) / T (total records) 

- 𝛥𝜐%𝑟𝑒𝑙 percentage relative performance differential, computed as (Mυ – Bυ) / Bυ 

All parameters can be separately computed for positive and negative patients. 

● Δε error differential: computed as Mε – Bε, also corresponding to Ud + Im – Bε and Bυ – Kt – Cr (hence 

corresponding to – Δυ); derived measures are: 

- 𝛥𝜀%𝑎𝑏𝑠 percentage absolute error differential, computed as (Mυ – Bυ) / T (total records), 

corresponding to −𝛥𝜐%𝑎𝑏𝑠 

- 𝛥𝜀%𝑟𝑒𝑙 percentage relative error differential, computed as (Mε – Bε) / Bε 

All parameters are also separately computed for positive and negative patients. 

 

See below for complete results for the most performant algorithm (i.e., random forest classifier). Results for the other 

tested algorithms are available on request. 
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Python libraries used 

“pandas”, “math”, “statistics”, “numpy”, “os”, “scipy”, “random”, “patsy”, “statsmodels”, “datetime”, “kaleido”, 

“sklearn” , “shap”,   “matplotlib” 

 

Table 1, Quartiles of COVID-19 prevalence in the study period 

 Min value Max value Range Dates  

1st Quartile 7325 28983 21658 
Oct 1, 2020 – Oct 20, 2020 
May 31, 2021 – Jul 23, 2021 

Low prevalence period 

2nd Quartile 30584 54144 23560 

Oct 21, 2020 – Oct 26, 2020 
Jan 6, 2021 
Jan 20, 2021– Feb 21, 2021 
Apr 27, 2021 – May 30, 
2021 

3rd Quartile 54226 81436 27210 

Oct 27, 2020 – Oct 31, 2020 
Dec 13, 2020 – Jan 19, 2021 
(excluding Jan 6, 2021) 
Feb 22, 2021 – Mar 7, 2021 
Apr 9, 2021 – Apr 26, 2021 

High prevalence period 

4th Quartile 82171 157614 75443 
Nov 1, 2020 – Dec 12, 2020 
Mar 8, 2021 – Apr 8, 2021 

 

Figure 3, COVID-19 prevalence in the study period 

 

 
 

Subdivision of days in the timeframe from Oct 1st, 2020, to Jul 23rd, 2021 (training set) and from Oct 1st, 2021, to Dec 

31st, 2021, into four quartiles according to the number of patients currently positive for SARS-CoV-2 infection 

(filtered with a 7-day moving average) on the territory of Lombardy region, Italy. For each quartile of the training set, 

Table 1 reports the thresholds (minimum and maximum values), the range of values, and the timeframe assigned to it.  
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Figure 4, Positive cases distribution in the Lombardy region in the study period (October 1st 2020 – July 23rd 

2021) 

 

  

Lombardy map, divided into provinces. Color intensity is directly proportional to the number of cases in each province. 

The map on the left shows the absolute number of total positive cases in each province. The map on the right shows 

the number of positive cases per 100000 inhabitants in each province 
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Table 2, Detailed metrics of different machine learning algorithms in the training set.  

Model Logistic Regression Random Forest 
Support Vector 

Machine 
Naïve Gaussian Bayes 

Model 1 

AUC: .853 (.838 - .867) 
SENS: .944 (.936 - .952) 

SPEC: .26 (.251 - .27) 
ACC: .605 - (.595 - .615) 
PPV: .361 (.351 - .371) 
NPV: .91 (.899 - .921) 

AUC: .853 (.838 - .867) 
SENS: .963 (.956 - .969) 
SPEC: .178 (.17 - .187) 
ACC: .577 (.566 - .587) 
PPV: .347 (.338 - .356) 
NPV: .913 (.9 - .926) 

AUC: .803 (.79 - .815) 
SENS: .996 (.994 - .998) 
SPEC: .009 (.007 - .012) 
ACC: .504 (.493 - .516) 
PPV: .309 (.301 - .317) 
NPV: .844 (.751 - .909) 

AUC: .803 (.79 - .815) 
SENS: .996 (.994 - .998) 
SPEC: .009 (.007 - .012) 
ACC: .504 (.493 - .516) 
PPV: .309 (.301 - .317) 
NPV: .844 (.751 - .909) 

Model 2 

AUC: .867 (.852 - .882) 
SENS: .913 (.903 - .922) 
SPEC: .461 (.449 - .473) 
ACC: .654 (.644 - .664) 
PPV: .448 (.436 - .46) 

NPV: .919 (.909 - .927) 

AUC: .917 (.905 - .927) 
SENS: .902 (.892 - .912) 
SPEC: .696 (.686 - .706) 
ACC: .712 (.704 - .719) 
PPV: .571 (.558 - .584) 
NPV: .941 (.935 - .947) 

AUC: .836 (.821 - .851) 
SENS: .979 (.974 - .984) 
SPEC: .048 (.043 - .053) 
ACC: .519 (.507 - .531) 
PPV: .329 (.32 - .338) 

NPV: .827 (.787 - .863) 

AUC: .84 (.826 - .854) 
SENS: 1 (.999 - 1) 

SPEC: 0 (0 - 0) 
ACC: .5 (.488 - .512) 

PPV: .323 (.314 - .333) 
NPV: 0 (0 - 0) 

Model 3 

AUC: .883 (.869 - .895) 
SENS: .905 (.895 - .914) 
SPEC: .576 (.565 - .586) 
ACC: .688 (.679 - .696) 
PPV: .486 (.474 - .498) 
NPV: .932 (.924 - .939) 

AUC: .917 (.905 - .927) 
SENS: .902 (.892 - .912) 
SPEC: .696 (.686 - .706) 
ACC: .712 (.704 - .719) 
PPV: .571 (.558 - .584) 
NPV: .941 (.935 - .947) 

AUC: .835 (.821 - .848) 
SENS: .98 (.975 - .984) 
SPEC: .048 (.044 - .053) 
ACC: .521 (.51 - .532) 
PPV: .315 (.306 - .323) 
NPV: .841 (.804 - .873) 

AUC: .84 (.827 - .852) 
SENS: 1 (.999 - 1) 

SPEC: 0 (0 - 0) 
ACC: .5 (.488 - .512) 

PPV: .307 (.299 - .316) 
NPV: 0 (0 - 0) 

Model 4 

AUC: .89 (.876 - .903) 
SENS: .905 (.894 - .915) 
SPEC: .607 (.595 - .618) 
ACC: .686 (.677 - .695) 
PPV: .528 (.514 - .541) 
NPV: .931 (.923 - .938) 

AUC: .94 (.929 - .949) 
SENS: .902 (.891 - .912) 
SPEC: .809 (.799 - .818) 
ACC: .722 (.714 - .731) 
PPV: .691 (.677 - .705) 
NPV: .946 (.939 - .951) 

AUC: .864 (.849 - .877) 
SENS: .967 (.96 - .973) 
SPEC: .134 (.126 - .142) 
ACC: .554 (.543 - .566) 
PPV: .346 (.336 - .356) 
NPV: .892 (.871 - .911) 

AUC: .85 (.836 - .863) 
SENS: 1 (.999 - 1) 

SPEC: 0 (0 - 0) 
ACC: .5 (.488 - .512) 

PPV: .323 (.314 - .332) 
NPV: 0 (0 - 0) 

 

The four models refer to different subset of attributes (see main text for details), while the different columns report 

the results of four different machine learning algorithms. AUC = Area Under Curve, where the curve is a ROC 

obtained by variating the threshold on the output probability of the algorithm. All the other metrics are obtained in a 

specific working point of this curve, arbitrarily set to be the first point with a sensitivity >0.9. SENS = sensitivity, 

SPEC = specificity, ACC = accuracy, PPV = positive predictive value, NPV = negative predictive value. 
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Real-world scenario simulation, details 

Figure 5 

 

Results relevant to a machine learning algorithm (random forest) used to predict the positivity for SARS-CoV-2 

infection in patients rescued by an ambulance on the territory of Lombardy region, Italy, between October 1st 2020 

and July 21st 2021. The performance is measured through the Area Under Curve (AUC), plotted with dots, of a 

Receiver Operating Characteristic (ROC) curve computed on each available week of data (dates reported on X axis), 

using preceding records as the training set (dimension represented by columns). Details about the implementation of 

this iterative system are reported in Figure 2. 
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Figure 6 

 

 

 

A 

B 
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D 
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Management of patients rescued by an ambulance in the Lombardy region, Italy, between October 1st, 2020, and July 

21st, 2021, separately for every week. Analysis of the destination towards COVID-19 specific hub hospitals or general 

hospitals, by comparing the actual scenario (panels A and C) with a hypothetical choice based on the machine learning 

model (panels B and D) re-trained each week on previous data, either for all patients during low prevalence periods 

(panels A and B) or for patients with severe features only during high prevalence periods (panels C and D); the 

subdivision between low and high prevalence periods is reported in Table 1 and Figure 3. The lower panel (E) reports 

the differential measures. In all panels, bars are referred to the left axis (absolute count), while markers are referred to 

the right axis (percentage values), always separately for patients which resulted (after rtPCR test) either positive or 

negative to COVID-19. In panels A and C, blue bars refer to patients that met the arbitrary criterion set (as described 

below Figure 2), while orange bars represent those for which the same criterion was not met; markers represent the 

percentage of patients that met the criterion on the total (circles), on positive patients (rhombuses) and on negative 

ones (squares). Panels B and D report the same values in case the decision was based on the suggestion of the 

implemented ML model, hence blue and green bars represent patients for whom the criterion was met, while orange 

and red bars represent those for whom it wasn’t; blue and orange bars account for patients for whom the decision was 

the same in the actual scenario occurred and in the hypothetical ML-suggestion-based one, while green and red bars 

represent the number of patients for which the decision would have been changed (all categories are described in detail 

below Figure 2); markers once again represent the percentage of patients that met the criterion on the total (triangles), 

on positive patients (rhombuses) and on negative ones (squares). Panel E represents the differential in the performance 

between the currently occurred scenario and in the ML-based one: bars represent the difference in absolute values 

(separately for positive and negative patients), while markers represent the percentage variation in the absolute 

performance (triangles), in the relative (i.e., model – model / actual, see measures detailed description below Figure 

2) performance (rhombuses) and in the relative error (squares), either for all patients (white markers), for positive ones 

(black markers) and for negative ones (grey markers).

E 
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Figure 7 

 
Goal achievement based on arbitrary criteria (as described below Figure 2) to address patients to hospital resources, considering only patients in low prevalence 
periods (see Table 1, Figure 3), regarding the destination towards COVID-19 specific hub hospitals or general hospitals, comparing the actual scenario (left) with 
a hypothetical choice (right) based on the suggestion of a machine learning algorithm (random forest). The upper panel considers all patients, the middle panel is 
relevant to patients who resulted positive for SARS-CoV-2 infection, and the lower panel regards patients who resulted negative. A detailed description of all the 
parameters computed is provided below Figure 2.  
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Figure 8 

 
Goal achievement based on arbitrary criteria (as described below Figure 2) to address patients to hospital resources, considering only patients with severe features 
in high prevalence periods (see Table 1, Figure 3), regarding the destination towards COVID-19 specific hub hospitals or general hospitals, comparing the actual 
scenario (left) with a hypothetical choice (right) based on the suggestion of a machine learning algorithm (random forest). The upper panel considers all patients, 
the middle panel is relevant to patients resulted positive for SARS-CoV-2 infection, and the lower panel regards patients resulted negative. A detailed description 
of all the parameters computed is provided below Figure 2. 
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Table 3, Detailed results of a machine learning model (random forest) used to predict the positivity to SARS-CoV-2 infection. 

Each week is progressively used as the test set, while previous records are used for the training. The different parameters computed are described in detail below 

Figure 2 (‘perf.’ stands for ‘performance’). In the lower panel, TOTAL, MEDIAN, 25th Q(uartile), 75th Q(uartile) values are computed for the distribution of the 

different values across weeks. 

 
Training 

set 

Test set 

(positives-

negatives) 

Attributes* 

removed 

(missing) 

Attributes* 

removed 

(significance) 
AUC 

Cut-

off 

Baseline 

perf. 

Model-

based 

perf. 

Perf. 

differential 

Perf. 

differential 

- Positives 

Perf. 

differential 

- Negatives 

Error 

relative 

reduction 

(pos-neg) 

Goal reached 

kept (%bv) 

New goal 

achievement 

(%be) 

Unidentified 

improvemen

ts (%be) 

Induced 

mistakes 

(%bv) 

Nov 04, 
2020 10124 

8198 (4287-
3911) 

12, 14 6, 10, 11 .867 .493 
1303 

(48.38%) 
2063 

(76.61%) 
760 

(28.22%) 
1110(55.5%-

129.5%) 
-350 (-50.6%-

-78.5%) 
-54.7% (-

97.%|142.3%) 907 (69.61%) 1156 (83.17%) 234 (16.83%) 396 (30.39%) 

Nov 11, 
2020 17200 

8188 (4459-
3729) 

12, 14 2, 6, 11, 16 .871 .501 
1413 

(46.77%) 
2418 

(80.04%) 
1005 

(33.27%) 
1256 (55.1%-

139.1%) 
-251 (-33.8%-

-49.2%) 
-62.5% (-

91.3%|107.7%) 1037 (73.39%) 1381 (85.88%) 227 (14.12%) 376 (26.61%) 

Nov 18, 
2020 24356 

7512 (3648-
3864) 

12, 14 6, 15, 16 .865 .502 
1075 

(43.42%) 
1928 

(77.87%) 
853 

(34.45%) 
1087 (61.%-

176.2%) 
-234 (-33.7%-

-51.1%) 
-60.9% (-

93.3%|99.2%) 736 (68.47%) 1192 (85.08%) 209 (14.92%) 339 (31.53%) 

Nov 25, 
2020 30150 

6525 (2368-
4157) 

12, 14 1, 6, 11, 16 .850 .505 
881 

(48.22%) 
1291 

(70.66%) 
410 

(22.44%) 
630 (57.1%-

150.4%) 
-220 (-30.4%-

-47.6%) 
-43.3% (-

92.%|84.3%) 554 (62.88%) 737 (77.91%) 209 (22.09%) 327 (37.12%) 

Dec 02, 
2020 33752 

6100 (1670-
4430) 

12, 14 6, 16 .819 .496 
793 

(52.97%) 
927 

(61.92%) 
134 

(8.95%) 
364 (54.7%-

140.%) 
-230 (-27.7%-

-43.2%) 
-19.% (-

89.7%|77.2%) 437 (55.11%) 490 (69.6%) 214 (30.4%) 356 (44.89%) 

Dec 09, 
2020 36272 

6144 (1469-
4675) 

12, 14 1, 2, 6, 11 .823 .489 
831 

(57.27%) 
835 

(57.55%) 4 (.28%) 
292 (51.8%-

128.6%) 
-288 (-32.5%-

-47.7%) 
-.6% (-

86.6%|101.8%) 434 (52.23%) 401 (64.68%) 219 (35.32%) 397 (47.77%) 

Dec 16, 
2020 38490 

5731 (1110-
4621) 

12, 14 2, 6, 16 .833 .506 
689 

(55.79%) 
613 

(49.64%) 
-76 (-

6.15%) 
244 (56.9%-

148.8%) 
-320 (-39.7%-

-61.%) 
13.9% (-

92.1%|113.9%) 290 (42.09%) 323 (59.16%) 223 (40.84%) 399 (57.91%) 

Dec 23, 
2020 40232 

5669 (1066-
4603) 

12, 14 1, 11, 16, 19 .834 .517 
650 

(55.41%) 
648 

(55.24%) -2 (-.17%) 
225 (56.8%-

152.%) 
-227 (-29.2%-

-45.2%) 
.4% (-

90.7%|82.5%) 327 (50.31%) 321 (61.38%) 202 (38.62%) 323 (49.69%) 

Dec 30, 
2020 44448 

5961 (1094-
4867) 

12, 13, 14 1, 6, 17 .815 .492 
794 

(59.17%) 
954 

(71.09%) 
160 

(11.92%) 
179 (41.3%-

107.8%) 
-19 (-2.1%--

3.%) 
-29.2% (-

67.%|6.8%) 554 (69.77%) 400 (72.99%) 148 (27.01%) 240 (30.23%) 

Jan 06, 
2021 46314 

6088 (1273-
4815) 

12, 13, 14 1, 6 .833 .518 
809 

(54.33%) 
1160 

(77.9%) 
351 

(23.57%) 
210 (41.%-

120.%) 
141 (14.4%-

22.2%) 
-51.6% (-

62.3%|-41.1%) 642 (79.36%) 518 (76.18%) 162 (23.82%) 167 (20.64%) 

Jan 13, 
2021 48496 

6102 (1226-
4876) 

12, 13, 14 2, 6 .830 .481 
1634 

(57.88%) 
2295 

(81.3%) 
661 

(23.41%) 
234 (31.6%-

76.7%) 
427 (20.5%-

32.1%) 
-55.6% (-

53.8%|-56.6%) 1352 (82.74%) 943 (79.31%) 246 (20.69%) 282 (17.26%) 

Jan 20, 
2021 50558 

5813 (949-
4864) 

12, 13, 14 1, 6 .827 .479 
697 

(57.32%) 
983 

(80.84%) 
286 

(23.52%) 
107 (28.5%-

67.3%) 
179 (21.3%-

33.3%) 
-55.1% (-

49.3%|-59.3%) 571 (81.92%) 412 (79.38%) 107 (20.62%) 126 (18.08%) 

Jan 27, 
2021 52152 

5925 (966-
4959) 

12, 13, 14 2, 6 .818 .480 
3072 

(58.64%) 
4328 

(82.61%) 
1256 

(23.97%) 
254 (28.8%-

74.5%) 
1002 (23.%-

36.7%) 
-58.% (-47.%|-

61.6%) 2564 (83.46%) 1764 (81.4%) 403 (18.6%) 508 (16.54%) 

Feb 03, 
2021 53836 

5869 (895-
4974) 

12, 13, 14 1, 2, 6 .810 .479 
3503 

(59.69%) 
4760 

(81.1%) 
1257 

(21.42%) 
247 (27.6%-

72.6%) 
1010 (20.3%-

31.9%) 
-53.1% (-

44.5%|-55.8%) 2861 (81.67%) 1899 (80.26%) 467 (19.74%) 642 (18.33%) 

Feb 10, 
2021 55358 

6024 (993-
5031) 

12, 13, 14 1, 6 .830 .492 
3603 

(59.81%) 
4927 

(81.79%) 
1324 

(21.98%) 
351 (35.3%-

100.3%) 
973 (19.3%-

29.9%) 
-54.7% (-

54.6%|-54.7%) 2965 (82.29%) 1962 (81.04%) 459 (18.96%) 638 (17.71%) 

Feb 17, 
2021 57070 

6013 (1162-
4851) 

12, 13, 14 1, 2, 6 .857 .487 
3533 

(58.76%) 
5004 

(83.22%) 
1471 

(24.46%) 
463 (39.8%-

114.3%) 
1008 (20.8%-

32.2%) 
-59.3% (-

61.2%|-58.5%) 2981 (84.38%) 2023 (81.57%) 457 (18.43%) 552 (15.62%) 

Feb 24, 
2021 59064 

6466 (1581-
4885) 

12, 13, 14 1, 6 .872 .482 
3277 

(57.06%) 
4748 

(82.67%) 
1471 

(25.61%) 
576 (39.9%-

111.6%) 
895 (20.8%-

32.4%) 
-59.7% (-62.%|-

58.2%) 2717 (82.91%) 2031 (82.36%) 435 (17.64%) 560 (17.09%) 

Mar 03, 
2021 61862 

7297 (2330-
4967) 

12, 13, 14 1, 2, 6 .880 .475 
907 

(51.16%) 
1395 

(78.68%) 
488 

(27.52%) 
492 (50.3%-

142.6%) -4 (-.5%--.7%) 
-56.4% (-

77.6%|1.7%) 693 (76.41%) 702 (81.06%) 164 (18.94%) 214 (23.59%) 

Mar 10, 
2021 65908 

7820 (2944-
4876) 

12, 13, 14 1, 6 .878 .489 
986 

(46.51%) 
1717 

(80.99%) 
731 

(34.48%) 
713 (54.8%-

157.7%) 
18 (2.2%-

3.4%) 
-64.5% (-84.%|-

6.3%) 768 (77.89%) 949 (83.69%) 185 (16.31%) 218 (22.11%) 

Mar 17, 
2021 71070 

8109 (3153-
4956) 

12, 13, 14 1, 6 .892 .488 
1101 

(47.15%) 
1846 

(79.06%) 
745 

(31.91%) 
831 (57.9%-

168.2%) 
-86 (-9.5%--

14.2%) 
-60.4% (-

88.4%|29.3%) 823 (74.75%) 1023 (82.9%) 211 (17.1%) 278 (25.25%) 

Mar 24, 
209 76610 

7818 (2964-
4854) 

12, 13, 14 1, 6, 17 .884 .495 
1049 

(47.42%) 
1751 

(79.16%) 
702 

(31.74%) 
765 (55.3%-

155.5%) 
-63 (-7.6%--

11.3%) 
-60.4% (-

85.9%|23.2%) 778 (74.17%) 973 (83.66%) 190 (16.34%) 271 (25.83%) 

Mar 31, 
2021 81810 

7686 (2656-
5030) 

12, 13, 14 1, 6 .884 .499 
994 

(47.86%) 
1658 

(79.83%) 
664 

(31.97%) 
602 (49.9%-

143.7%) 
62 (7.1%-

10.8%) 
-61.3% (-

76.5%|-20.9%) 766 (77.06%) 892 (82.36%) 191 (17.64%) 228 (22.94%) 

Apr 07, 
2021 86500 

7114 (2095-
5019) 

12, 13, 14 1, 6, 17 .888 .486 
904 

(50.73%) 
1455 

(81.65%) 
551 

(30.92%) 
462 (50.8%-

145.3%) 
89 (10.2%-

15.2%) 
-62.8% (-78.%|-

31.1%) 735 (81.31%) 720 (82.%) 158 (18.%) 169 (18.69%) 

Apr 14, 
2021 90248 

6404 (1480-
4924) 

12, 13, 14 1, 6, 17 .867 .493 
718 

(50.42%) 
1148 

(80.62%) 
430 

(30.2%) 
319 (52.%-

161.1%) 
111 (13.7%-

21.3%) 
-60.9% (-

76.7%|-38.3%) 560 (77.99%) 588 (83.29%) 118 (16.71%) 158 (22.01%) 
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Apr 21, 
2021 87636 

6532 (1251-
5281) 

12, 14 1, 2 .889 .493 
772 

(55.22%) 
915 

(65.45%) 
143 

(10.23%) 
293 (56.7%-

156.7%) 
-150 (-17.%--

25.6%) 
-22.8% (-

88.8%|50.7%) 461 (59.72%) 454 (72.52%) 172 (27.48%) 311 (40.28%) 

Apr 28, 
2021 89722 

6385 (1128-
5256) 

12, 14 1, 2 .882 .492 
757 

(55.83%) 
882 

(65.04%) 
125 

(9.22%) 
279 (58.%-

161.3%) 
-154 (-17.6%-

-26.4%) 
-20.9% (-

90.6%|52.9%) 445 (58.78%) 437 (72.95%) 162 (27.05%) 312 (41.22%) 

May 05, 
2021 91580 

6408 (968-
5440) 

12, 14 / .879 .502 
3844 

(59.99%) 
5332 

(83.21%) 
1488 

(23.22%) 
422 (43.6%-

127.1%) 
1066 (19.6%-

30.4%) 
-58.% (-66.4%|-

55.3%) 3202 (83.3%) 2130 (83.07%) 434 (16.93%) 642 (16.7%) 

May 12, 
2021 93158 

6067 (599-
5468) 

12, 14 / .871 .497 
3787 

(62.42%) 
5123 

(84.44%) 
1336 

(22.02%) 
234 (39.1%-

108.8%) 
1102 (20.2%-

30.9%) 
-58.6% (-

60.9%|-58.1%) 3167 (83.63%) 1956 (85.79%) 324 (14.21%) 620 (16.37%) 

May 19, 
2021 94172 

5943 (467-
5476) 

12, 14 1 .864 .487 
3706 

(62.36%) 
5077 

(85.43%) 
1371 

(23.07%) 
178 (38.1%-

106.6%) 
1193 (21.8%-

33.7%) 
-61.3% (-

59.3%|-61.6%) 3188 (86.02%) 1889 (84.44%) 348 (15.56%) 518 (13.98%) 

May 26, 
2021 94962 

5790 (322-
5468) 

12, 14 1 .830 .503 
3618 

(62.49%) 
4842 

(83.63%) 
1224 

(21.14%) 
106 (32.9%-

94.6%) 
1118 (20.4%-

31.9%) 
-56.4% (-

50.5%|-57.%) 3017 (83.39%) 1825 (84.02%) 347 (15.98%) 601 (16.61%) 

Jun 02, 
2021 95508 

5910 (209-
5701) 

12, 14 1, 2 .852 .506 
3718 

(62.91%) 
5028 

(85.08%) 
1310 

(22.17%) 
63 (30.1%-

77.8%) 
1247 (21.9%-

34.3%) 
-59.8% (-

49.2%|-60.4%) 3164 (85.1%) 1864 (85.04%) 328 (14.96%) 554 (14.9%) 

Jun 09, 
2021 95866 

5901 (180-
5721) 

12, 14 1 .823 .513 
3787 

(64.18%) 
4988 

(84.53%) 
1201 

(20.35%) 
40 (22.2%-

58.8%) 
1161 (20.3%-

31.2%) 
-56.8% (-

35.7%|-58.%) 3199 (84.47%) 1789 (84.63%) 325 (15.37%) 588 (15.53%) 

Jun 16, 
2021 95224 

5743 (129-
5614) 

12, 14 2 .854 .493 
3664 

(63.8%) 
4863 

(84.68%) 
1199 

(20.88%) 
31 (24.%-

60.8%) 
1168 (20.8%-

32.3%) 
-57.7% (-

39.7%|-58.4%) 3062 (83.57%) 1801 (86.63%) 278 (13.37%) 602 (16.43%) 

Jun 23, 
2021 95448 

5658 (83-
5574) 

12, 14 2 .780 .501 
3598 

(63.6%) 
4753 

(84.02%) 
1155 

(20.42%) 
16 (19.3%-

50.%) 
1139 (20.4%-

31.9%) 
-56.1% (-

31.4%|-56.7%) 2973 (82.63%) 1780 (86.45%) 279 (13.55%) 625 (17.37%) 

Jun 30, 
2021 95588 

5438 (75-
5363) 

12, 14 / .625 .491 
3401 

(62.54%) 
5083 

(93.47%) 
1682 

(30.93%) 
-13 (-17.3%--

35.1%) 
1695 (31.6%-

50.4%) 
-82.6% (34.2%|-

84.8%) 3182 (93.56%) 1901 (93.32%) 136 (6.68%) 219 (6.44%) 

Jul 07, 
2021 95476 

5393 (64-
5329) 

12, 14 / .582 .495 
3439 

(63.77%) 
4990 

(92.53%) 
1551 

(28.76%) 
-3 (-4.7%--

13.%) 
1554 (29.2%-

45.5%) 
-79.4% (7.3%|-

81.2%) 3170 (92.18%) 1820 (93.14%) 134 (6.86%) 269 (7.82%) 

Jul 14, 
2021 95584 

5215 (81-
5134) 

12, 14 / .799 .509 
3284 

(62.97%) 
4880 

(93.58%) 
1596 

(30.6%) 
-7 (-8.6%--

14.9%) 
1603 (31.2%-

49.5%) 
-82.7% (20.6%|-

84.5%) 3070 (93.48%) 1810 (93.73%) 121 (6.27%) 214 (6.52%) 

Jul 21, 
2021 95728 

3141 (84-
3057) 

12, 14 / .840 .507 
1983 

(63.13%) 
2927 

(93.19%) 
944 

(30.05%) 
-2 (-2.4%--

4.3%) 
946 (30.9%-

48.8%) 
-81.5% (5.3%|-

84.5%) 1836 (92.59%) 1091 (94.21%) 67 (5.79%) 147 (7.41%) 

TOT

AL 
/ 

240’100 
(53’478-
186’620) 

/ / / / 
136336 
(58.01

%) 

199355 
(84.82

%) 

63019 
(26.81 

%) 

20087 
(40.8%-
115.6%) 

42932 
(23.1%-
36.1%) 

-63.8% (-
63.%|-
64.3%) 

116230 
(85.25%) 

83125 
(84.22%) 

15580 
(15.78%) 

20106 
(14.75%) 

MED

IAN 
46859 

5827 
(500-
4824) 

/ / .824 .488 
3611 

(58.73
%) 

5179 
(84.26

%) 

1522 
(25.62 

%) 

368 
(34.7%-
93.6%) 

1100 
(22.4%-
34.5%) 

-63.3% (-
55.7%|-
63.6%) 

3122 
(84.7%) 

2033 
(83.62%) 

437 
(16.38%) 

559 
(15.3%) 

25TH 

Q 
93918 

6530 
(1989-
5317) 

/ / .872 .502 
3472 

(55.89
%) 

5026 
(82.07

%) 

1467 
(24.74 

%) 

121 
(27.9%-
71.7%) 

955 
(19.5%-
30.6%) 

-67.3% (-
66.%|-
70.2%) 

2978 
(82.61%) 

1913 
(81.75%) 

278 
(12.56%) 

439 
(12.04%) 

75TH 

Q 
10124 

8198 
(4287-
3911) 

/ / .867 .493 
3787 

(62.47
%) 

5393 
(87.74

%) 

1820 
(29.27 

%) 

641 
(43.2%-
125.4%) 

1313 
(25.3%-
39.3%) 

-59.1% (-
45.8%|-
53.5%) 

3315 
(87.96%) 

2303 
(87.44%) 

542 
(18.25%) 

687 
(17.39%) 
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