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A B S T R A C T   

Light Detection and Ranging (LiDAR) is a 3D imaging technique widely used in many applications such as 
augmented reality, automotive, machine vision, spacecraft navigation and landing. Pulsed-LiDAR is one of the 
most diffused LiDAR techniques which relies on the measurement of the round-trip travel time of an optical pulse 
back-scattered from a distant target. Besides the light source and the detector, Time-to-Digital Converters (TDCs) 
are fundamental components in pulsed-LiDAR systems, since they allow to measure the back-scattered photon 
arrival times and their performance directly impact on LiDAR system requirements (i.e., range, precision, and 
measurements rate). In this work, we present a review of recent TDC architectures suitable to be integrated in 
SPAD-based CMOS arrays and a review of data processing solutions to derive the TOF information. Furthermore, 
main TDC parameters and processing techniques are described and analyzed considering pulsed-LiDAR 
requirements.   

1. Introduction 

Light Detection and Ranging (LiDAR) is an optical technology used to 
evaluate distances and to allow 3D representations of the surveyed 
environment. LiDAR market is rapidly maturing and expanding in many 
applications, including automotive, UAV/drones, Earth mapping, vir-
tual reality with ever-increasing performance and cost needs [1–4]. 

Time-Of-Flight (TOF) is the key enabling technique for long-range 
and real-time LiDAR. TOF determines the distance between a sensor 
and an object, either with time-resolved (direct-TOF) or phase-resolved 
(indirect-TOF) measurements [5]. In direct-TOF, the distance D be-
tween the target object and the detector is computed with: 

D =
1
2
⋅c⋅TOF (1)  

where c is the light velocity in the considered medium and TOF is the 
round-trip travel time of an optical pulse that reaches the target object 
and returns to the detector after being back-scattered. This technique, 
also known as Pulsed-LIDAR, typically employs single photon detectors 
combined with Time-to-Digital Converters (TDCs) to timestamp 
returning photon arrival times. Pulsed-LiDAR ensures high-precision 
measurements (when short pulses and large bandwidth timing elec-
tronics are provided) over wide distances (kilometers ranges), since 

pulsed lasers with high peak power are able to reach far distances, while 
maintaining eye-safety compliant average power [6]. In contrast to 
pulsed-LIDAR, continuous-wave (CW)-LiDAR shines the target with a 
continuous light signal, which can be either Amplitude Modulated 
(AMCW) or Frequency Modulated (FMCW). AMCW-LiDAR measures the 
phase difference between an amplitude modulated light source and the 
back-scattered signal to retrieve the target distance (indirect-TOF) [7,8]. 
FMCW-LiDAR calculates the object distance exploiting the interference 
between a linearly chirped emitted laser wavelength and the return echo 
signal, properly demodulated [8]. FMCW-LiDAR gives the highest pre-
cision among LiDAR systems, only requiring square-law detectors and 
low-frequency electronics, and it also allows direct computation of 
target object velocity by exploiting Doppler effect [7]. Recently, prom-
ising results have been showed allowing to achieve long range in FMCW- 
LiDAR, exceeding the limitation of FSR with the laser coherent length 
[9]. 

In pulsed-LiDAR, the TOF between emission and reception of echo 
pulse is measured, either with timing electronics (e.g., TDCs) or with 
counting electronics within short gate windows progressively spanning 
across the FSR. High sensitivity and good timing resolution are then 
crucial requirements for LiDAR receiver detectors [10–13]. Among the 
various detectors, Single Photon Avalanche Diodes (SPADs) have ac-
quired an important role thanks to their single-photon sensitivity, which 
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allows to obtain very fine timing resolution. Other key advantages are 
immunity to readout noise, relatively low bias voltage, and easy inte-
gration with processing electronics in the same fabrication process. 
SPADs can be combined either into Silicon PhotoMultipliers (SiPMs), 
providing a common output, or in SPAD arrays, where each pixel 
(typically including a SPAD with its front-end circuitry and processing 
electronics for counting or timing operations) provides spatial 
information. 

Fig. 1 shows an example of a SPAD-based pulsed-LiDAR system, 
which includes a pulsed laser, a time-resolved detector, and a post- 
processing unit for TOF extraction. In order to cope with SPADs non- 
idealities and background light, several time measurements are accu-
mulated in a histogram and centroid computation is implemented to 
achieve very precise TOF information. 

However, the main drawback of SPAD-based sensors is the so-called 
“pile-up” distortion, i.e. the fact that first photons (coming, for instance, 
from background illumination) mask the detection of late photons due to 
the detector and TDC deadtime, preventing to retrieve the real echo 
signal through Time-Correlated Single-Photon Counting (TCSPC) 
[14,15]. For this reason, TDC multi-hit operation (i.e. possibility to time- 
stamp multiple photons within the same laser shot) and short detector 
deadtime are key parameters in SPAD and TDC design for LiDAR. In 
addition, when the background becomes dominant, various detection 
techniques such as ROI selection [16], coincidence detection [17], 
temporal gating [18], optical methods [19] and post-processing algo-
rithms [20] have to be used to reduce the histogram distortion due to the 
pile-up effect. 

The key parameters to precisely measure photon arrival times in 
pulsed-LIDAR are high-energy laser pulses, fast detectors and high- 
bandwidth timing electronics. Indeed, the timing electronics resolu-
tion directly affects the obtained distance resolution, according to 
equation (1). 

On the other hand, the timing electronics FSR, together with the laser 
power and the object reflectivity, defines the achievable spatial FSR. In 
long range measurements, a fundamental role is also played by the de-
tector sensitivity. In fact, with eye-safe limited laser energy and low 
object reflectivity, few back-scattered photons return to the detector, 
down to the single photon level. Also, the detector pixel number impacts 
final LiDAR performance, by defining the achievable Field-of-View 
(FOV), angular resolution and measurement speed, depending on the 
illumination scheme. Indeed, TOF measurements in pulsed-LiDAR can be 
performed with either single spot, blade beam or flood light to illumi-
nate the scene [10]. Single-spot and blade illumination require a scan-
ning system, while with flood illumination, flash-LiDAR is achievable. 
Laser energy, eye-safety, acquisition speed, detector geometry, setup 
complexity, and specific application requirements are all parameters to 
be considered and combined in the illumination scheme choice. 

Timing resolution, high sensitivity and large number of pixels are key 

drivers for SPAD and SiPM-based LiDAR systems development among 
many companies (e.g., Toyota, ST-Microelectronics, Sony, Panasonic, 
onsemi, Ford-Argo). Moreover, the on-chip integration of detectors, time 
measurement electronics and histogram processing constitute the 
future-oriented path towards compact real-time and reduced data- 
throughput LiDAR solutions. 

A final challenge for a reliable LiDAR system is immunity to in-
terferences among multiple LiDAR devices, particularly in the automo-
tive field. Different solutions could be adopted [16], and, for pulsed- 
LiDAR, Code-Division Multiple Access (CDMA) can be mentioned as a 
notable example, which employs some laser temporal signatures to 
illuminate and then to filter valid TOF estimations from interfering ones 
[21]. 

The goal of this paper is to describe the requirements of TDCs and 
data processing for LiDAR and discuss recent different integrated TDC 
and TOF processing solutions in SPAD arrays for various pulsed-LiDAR 
applications. This manuscript is organized as follows. Section 2 re-
sumes the main parameters and architectures of TDCs for pulsed-LiDAR 
applications and therefore, a discussion on recent TDC architectures 
designed in LiDAR SPAD arrays is presented in Section 3. The most 
common histogram-based data processing algorithms to extract TOF 
information is presented in Section 4, while already implemented smart 
histogram processing solutions to define TOF is presented in Section 5. 
Finally, Section 6 draws conclusions and future perspectives. 

2. Time-to-digital converters for pulsed-LiDAR 

Time-to-Digital Converters (TDCs) are fundamental blocks in pulsed- 
LiDAR systems, since they are used to measure time-intervals and 
convert them in digital codes. Usually, a time interval is defined by two 
electrical pulses: the START pulse indicating its starting point and the 
STOP pulse indicating its end. In the following sections, we will illustrate 
the most important TDC parameters and the main TDC architectures, 
focusing on their integrability in SPAD arrays for pulsed-LiDAR 
applications. 

2.1. Main TDC parameters 

2.1.1. Full-scale range 
The Full-scale Range (FSR) defines the maximum time interval that 

can be correctly measured. For architectures based on counters, this 
parameter is defined by the number of bits and reference clock fre-
quency. In pulsed-LiDAR, the TDC FSR is an essential parameter since it 
defines the maximum achievable distance range, by equation (1). 
However, LiDAR maximum range is ultimately limited by other system 
parameters such as transmitter energy, optics, and receiver sensitivity. 
Therefore, the TDC FSR participate with these overall parameters in 
guaranteeing the required distance range. 

2.1.2. Time resolution and precision 
The time resolution defines the smallest time interval that can be 

correctly discriminated. This parameter is usually referenced as Least 
Significant Bit (LSB) and it is strictly related to the TDC architecture 
characteristics, i.e., the technology and the noise performance. The time 
resolution defines the distance resolution (i.e., the smallest distance that 
can be discriminated) in a LiDAR system, through equation (1). 

The time resolution is critical since it affects the overall precision. 
The rms value of precision can be calculated as follows: 

σTDC =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

σ2
q + σ2

INL + σ2
jitter

√

(2)  

where σq is the quantization error, usually obtained by LSB/√12, σINL is 
the TDC Integral Non-Linearity (INL) standard deviation and σjitter is the 
additional jitter introduced within the TDC, for instance due to cross- 
talk with other signals [21]. The TDC precision directly impacts on the 
overall single shot precision of the TOF measurement, which also 

Fig. 1. Schematic representation of a pulsed-LiDAR setup, where the round-trip 
travel time of the laser pulse is computed by time-resolved detectors (e.g., SPAD 
arrays combined with TDCs) and repetitive time measurements are processed in 
a histogram processing unit for TOF extraction. 
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depends on the laser pulse width and the SPAD time-jitter. In fact, it is 
defined as: 

σsingle− shot =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

σ2
laser + σ2

SPAD + σ2
TDC

√

(3) 

Since the single-shot precision is usually dominated by the laser 
pulse width used for LiDAR measurements (in many cases even lower 
than 1 ns FWHM [22]), the TDC LSB has to be smaller in order to make 
its contribution negligible with respect to the laser σlaser, and the SPAD 
time-jitter σSPAD, improving the single shot precision of the distance 
measurement. 

However, in many pulsed-LiDAR systems, the centroid of the arrival- 
time histogram around its peak is computed to estimate the TOF, in 
order to overcome the TDC quantization error and achieve a higher 
precision, not limited by the TDC quantization error, as detailed in 
Section 4. In addition, the centroid computation also allows to reduce all 
limitations introduced in the final system, mainly related to nanosecond 
laser pulse width and limited SPAD temporal response. As a drawback, 
the centroid computation requires many TOF measurements accumu-
lation to improve the precision, therefore increasing the measurement 
time (i.e., reducing the frame rate). 

2.1.3. Offset and non-linearity 
The performance of a real TDC is highly influenced by different pa-

rameters that describe its non-ideal behavior. One of these parameters is 
the offset, which represents the vertical shift of the conversion curve or, 
in other words, the converter output with zero input. In LiDAR systems, 
the offset causes a fixed shift of all measured distances and it can be 
easily compensated. Besides the offset, the non-linearity represents 
another TDC parameter strongly impacting its final performance. The 
non-linearity can derive from process variations (e.g., temperature 
gradient and doping) and/or local variations (i.e., mismatches), which 
occur during the fabrication process. Two types of non-linearity can be 
defined: Differential Non-Linearity (DNL) and Integral Non-Linearity 
(INL). 

DNL defines the difference between the length of each time step 
(LSBi) and the mean length of all steps (LSB ) in the conversion char-
acteristics. It is given by: 

DNLi =
LSBi- LSB

LSB
(4) 

Besides, INL of each step is defined as the cumulative sum of DNLs of 
all preceding steps and it represents the difference between the step’s 
actual output value and the corresponding value on the ideal gain curve. 
Thus, it is given by: 

INLi =
∑i

j=1

LSBj - LSB
LSB

=
∑i

j=1
DNLj (5) 

DNL and INL can be indicated with their maximum value (worst 
case) or by their root mean square (rms) value over all steps. They are 
usually normalized to be expressed in LSB units. 

These non-linearities have a serious impact on LiDAR systems per-
formance, as they lead to an error in each distance measurement (i.e., 
DNL), and the errors vary with the measured distances along the range 
(i.e., INL). To reduce these converter non-idealities, various calibration 
and linearization techniques can be employed [23]. For instance, the 
Statistical Code Density Test method allows, for some TDC architectures, 
to measure each bin width and then correct in post processing the code 
generated by converter [24], while Sliding-Scale technique directly 
improves the linearity introducing a dithering in the measured time 
interval [25]. In this way, different portions of START and STOP inter-
polator ranges are exploited and, by averaging all the results, the non- 
linearity is reduced. However, in this last case, the improvement of 
linearity is paid with a more complex architecture and a higher quan-
tization error due to the START and STOP interpolators. 

2.1.4. Dead time 
The dead-time represents the time needed for a TDC to complete the 

conversion after the STOP pulse and to generate a valid digital code. The 
inverse of this parameter defines the maximum measurement rate at 
which the TDC can operate. Modern real-time LiDAR applications are 
demanding higher measurement rates; therefore, designing TDCs with 
low deadtimes is mandatory. Moreover, low dead times allow to detect 
more useful photons in each frame and, therefore, reduce the effect of 
the pile-up distortion in the distance measurement [20,18]. To minimize 
the deadtime, a multi-hit TDC implementation can be employed in order 
to perform and store multiple TOF measurements related to the same 
laser shot. 

High conversion rate is a fundamental parameter also when one TDC 
is shared among multiple pixels, in approaches commonly used for large 
LiDAR arrays to reduce the overall power consumption [26]. 

2.1.5. Power consumption 
The power consumption of a TDC is mainly related to the architec-

ture implemented and the technology being used. This parameter is 
important in the implementation of TDCs inside pulsed-LiDAR CMOS 
SPAD arrays since it contributes to the overall system power consump-
tion. Typically, high precision LiDAR measurements require a high 
resolution TDC based on high frequency clocks [17]. This requirement 
leads to a high-power consumption for each TDC and, therefore, a smart 
sharing of TDCs inside a CMOS SPAD array is usually. 

necessary to manage the overall power consumption, while main-
taining a high precision [16,26]. 

2.2. TDC architectures 

Various reviews on ASIC and FPGA-based TDCs are already present 
in literature [23,27–30]. FPGA approaches can reach very high perfor-
mance [31,32] and present the advantage of reconfigurability [33], fast 
prototyping thanks to the development of portable IP-Cores [34] and 
low costs [35], nevertheless they are more suitable for small size and 
testing setups [36–38]. For this reason, we will focus on ASIC ap-
proaches, and, in this Section, we provide a brief summary of the main 
ASIC implementations with particular attention to those suitable to be 
integrated inside CMOS SPAD arrays for compact pulsed-LiDAR sensors. 

The architecture based on a counter represents the most basic 
implementation of a TDC. The START pulse enables a counter, which 
then counts the clock periods until the STOP pulse is received. The 
simple implementation and low area are the principal advantages of this 
architecture. However, the maximum achievable resolution is limited by 
the system clock frequency. Therefore, when time resolution of few ns 
and long FSR are needed, a simple counter represents the best archi-
tecture that can be implemented. 

However, when precise time resolution is needed, various architec-
tures has been proposed and they can be divided in: i) analog ap-
proaches, requiring a Time-to-Amplitude Converter (TAC) [39,40] to 
convert a time interval to an analog voltage, followed by an Analog-to- 
Digital Converter (ADC); ii) digital approaches, which are based on 
different techniques using delay lines, time amplifier or Ring Oscillators 
(ROs) [23,41,42]. The typical advantage of the analog approach is to 
achieve better resolution, while the digital one allows for a much easier 
implementation in standard CMOS integrated circuits. For such reasons, 
the digital approach represents the preferred choice to integrate multi-
ple TDCs in a single chip, as in the case of developing LiDAR SPAD 
arrays. 

However, the digital approaches have a FSR limited to few ns, since it 
would result in performance compromises when the high resolution is 
needed. High area and power consumption, high timing jitter, or long 
dead time represent some drawback examples and they are strongly 
dependent on the specific implementation. 

Therefore, if both high resolution and long FSR are needed. 
such as in pulsed LiDAR, these digital approaches are combined with 
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a coarse counter to guarantee the required FSR and the high resolution, 
implementing the Nutt architecture [42]. 

Tapped Delay Line (TDL) is the most used digital approach in FPGA 
[43–45], but commonly used also for CMOS integration in arrays 
[46–48]. This architecture is simple, as shown in Fig. 2, and can easily 
implemented with moderate resolution, defined by the propagation 
delay of CMOS logic gates. However, when high FSR is required, a 
higher number of delay cells are needed, increasing the area and power 
consumption. Therefore, it is necessary to limit the number of delay cells 
and thus, the Nutt interpolation has to be implemented, using a counter 
to increase the FSR. Furthermore, a proper synchronism between TDL 
and counter is needed to guarantee a correct TDC conversion [17]. Dead 
time is very low since it is only given by the setting time of the register, 
therefore resulting in a suitable solution for real-time LiDAR 
applications. 

In order to guarantee a precise and stable resolution against PVT 
variations, sometimes TDL architectures make use of locked loops (DLLs 
and PLLs). Some architectures use Delay-Locked Loops (DLLs) to define 
the propagation delay τ1 of the cells used in the delay line through which 
START signal propagates until the STOP arrives [49,50], while others 
use the clock phases generated by DLL or PLL to subdivides the clock 
counts into smaller time-bins (corresponding to the final resolution) 
[47,51,52]. In the implementation based on clock phases, the state of 
such phases is sampled and decoded when the STOP signal is 
propagated. 

To overcome the area limitation of TDL architecture, the Ring 
Oscillator (RO) structure can be employed [53]. The basic structure of 
the RO is shown in Fig. 3 (top). It consists of a delay line folded to form a 
loop through which the transition is propagated [54–56]. The time 
conversion is given by the number of cycles counted by a counter (CTR 
block in Fig. 3) and the phase of the RO sampled and decoded by a 
dedicated circuit. 

Therefore, the same delay cells are reused for transition propagation 
until the conversion is completed. Thanks to this architecture, a gain of 
area is immediately obtained. Moreover, the RO architecture guarantees 
a simple and nil dead-time multi hit implementation if the RO is never 
stopped and STOP pulses are used to sample the states of the RO phases 
and counter counts. 

The oscillation frequency of the RO and the number of delay cells 
define the TDC time resolution. Considering a RO composed of N stages, 
each having τ1 as propagation delay, the oscillation period is expressed 
as: 

TRO = 2N⋅τ1 (6) 

Given the dependence on the propagation delay τ1, the time reso-
lution strictly depends on the chosen CMOS technology. Thus, a higher 
resolution can be obtained by sampling the states of each delay cells and 
an LSB down to tens of picoseconds can be easily achieved with scaled 
technologies [57]. In addition, these high resolution and linearity are 
obtained without any need of TDC calibration. As a disadvantage, high 
oscillation frequencies lead to a high-power consumption due to the 
free-running RO, which thus limits the multiple or per-pixel imple-
mentation in CMOS SPAD arrays. Furthermore, a higher FSR implies 
elevate number of clock cycles which leads a worsening timing jitter 
when high range has to be measured. 

To reduce the power consumption, an improved architecture called 
Gated Ring Oscillator (GRO) can be implemented [58–60]. As shown in 
Fig. 3 (bottom), the ring oscillator is turned ON when the measurement 
time interval starts and turned OFF at the end of it. In this approach, the 
states of each delay cell are sampled by STOP pulses and kept until the 
successive measurement. Therefore, since the oscillation is stopped, 
there is no need of particular synchronism between the counter and the 
RO phases. Furthermore, in some implementations, GRO are also used to 
intrinsically adding dithering to the time measurement, resulting in a 
Delta-Sigma like noise shaping, which improves the conversion linearity 
[60]. 

In order to overcome the limitation in resolution due to the propa-
gation delay in non-scaled technologies, a Vernier Delay Line architecture 
can be exploited [61–63]. It is based on two delay lines in which START 
and STOP signals propagate through, as shown in Fig. 4 (top). The 
propagation delay of cells in START delay chain (τ1) is slightly greater 
than the one in the STOP delay line (τ2). Since the signals propagate in 
the respective delay lines, the time difference between the START and 
STOP is decreased in each delay stage by a time resolution equal to τ1 – 
τ2, until the STOP signal overtakes the START. The position at which the 
overtaking happens carries the temporal information about START- 
STOP delay. However, this architecture is very sensitive to process 

Fig. 2. Basic structure of Tapped Delay Line (TDL) TDC.  

Fig. 3. Ring Oscillator (RO) (top) and Gated Ring Oscillator (GRO) (bottom) 
TDC architecture. 

Fig. 4. Vernier delay line (top) and Vernier gated ring oscillator (bottom) TDC 
architecture. 
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variations and mismatches between cells, eventually impairing the 
conversion linearity, and it also requires a large number of cells, thus 
costing a wide silicon area. Therefore, a hybrid architecture of Vernier 
Delay Line has been proposed using RO or GRO instead of delay lines 
[64,65]. The basic architecture is shown in Fig. 4 (bottom). The loop 
structure of this hybrid architecture allows reusing the delay-line many 
times and thus, a longer time measurements range is obtained. However, 
picoseconds resolution and low area occupation is achieved at the 
expense of non-negligible deadtime needed to cover the limited FSR 
with higher resolution. As mentioned for the TDL architectures, Vernier 
architectures make use of DLLs to define a precise and stable propaga-
tion delays (τ1, τ2) hence, the time resolution, against the PVT variation. 

For further improvements in time resolution, dead-time and FSR, a 
multi-stage interpolation has been proposed, by adding more interpo-
lation stages [52,66,67]. The major disadvantage of this approach 
stands in the silicon area occupation, which limits multiple TDC 
implementations in SPAD arrays. Moreover, dedicated circuits to syn-
chronize the interpolation stages are needed to avoid possible conver-
sion errors in the final time interval measurement. 

Fig. 5 shows the Venn diagram of the main TDC architectures 
described before, focusing on the key parameters needed for multiple or 
in-pixel implementation of TDCs in standard CMOS SPAD arrays (i.e., 
deadtime, resolution, power and area). 

In LiDAR applications, especially when many TDCs are integrated in 
a SPAD array, low power and small area specifications play a key role 
even to the detriment of resolution. For multi-hit operation, funda-
mental for high dynamic range and background rejection, low deadtime 
is required. For these reasons, as we will show in Section 3, Vernier 
Delay line and Vernier Gated ring oscillators are poorly employed in 
LiDAR, TDLs are limited to relatively small arrays (up to about 32 × 32 
pixels), whereas ROs and GROs approaches are the preferred ones in 
most SPAD-based LiDAR detectors. The combination of these architec-
tures with a counter in the Nutt interpolation allows to optimize TDC 
performance for pulsed-LiDAR applications, in terms of range, precision 
and power consumption. 

3. Selected TDC architectures 

In this Section, we review recent TDC architectures, implemented in 
SPAD and SiPM arrays for LiDAR. All the selected TDCs are based on 
Nutt interpolation architectures, exploiting a coarse counter to provide 
long FSR and a fine interpolator, either based on locked-loops (DLLs or 
PLLs) or Ring Oscillators (ROs), to reach high time resolution. Finally, 
we also analyze hybrid architectures called histogramming TDCs 
(hTDCs), which are TDCs architectures specifically conceived to be used 
in combination with histogram-builder circuits. All the presented TDCs 
are based on tapped delay line architectures, i.e. the dead-time is 
negligible, limited only by the propagation delays of the logic gates. 
Table 1 summarizes the main performance of the chosen TDCs, divided 

by architecture, and it compares them in terms of publication year, 
technology node, area of a single channel TDC, LSB (the best achievable 
is reported), FSR (corresponding to the reported LSB), linearity, power 
consumption (in many cases it has been deduced as a first approximation 
dividing the overall chip power by the number of TDCs, even if not only 
TDCs contributes to the overall power consumption), number of events 
that can be converted (single-hit or multi-hit), and main field of 
application. 

3.1. Locked-loops architectures 

Locked-loops can be used to propagate either the clock signal (to 
subdivide the main period in multiple and equally spaced phases) or the 
START signal (to sample its position along the line when the STOP signal 
arrives). 

In Sesta [75], 80 TDCs are shared among 400 SPADs, in order to 
increase the arrival time statistics of a single-point rangefinder. The 8-bit 
TDCs achieve a 78 ps resolution over a 20 ns FSR, exploiting a 3-bit 
coarse counter and a 5-bit interpolator. The counter counts the num-
ber of coarse clocks between START (laser synchronism) and STOP 
(photon detection) signals. To reduce area occupation, routing 
complexity and power consumption, the fine interpolators uses both the 
information carried by the rising and falling edges of 16 clock phases 
with 50% duty cycle, generated by a single DLL and propagated along 
the entire array. The states of 16 clock phases are sampled by the trigger 
signal (START or STOP), providing the 5-bit fine resolution. In this 
implementation, separate START and STOP interpolators are used in 
order to implement the sliding-scale to improve the TDC linearity. This 
architecture presents some critical issues in the synchronization be-
tween the coarse counter and the fine interpolator, especially when the 
trigger signal arrives close to the coarse clock edge. In order to overcome 
these criticalities, Niclass [76], in a 340 × 96 pixels array, proposes to 
use two 9-bit coarse counters, one incremented by the rising edge of the 
coarse clock and the other incremented by the falling edge. Depending 
on the phase sampled by the 3-bit interpolator, only the one free from 
ambiguity is considered in the final converted value. Differently from 
Sesta [75], the coarse counters are shared among all the pixels and their 
outputs, distributed along the entire array, are sampled in each of the 32 
pixels, together with the multiphase clocks. Since the coarse counters 
are not stopped by the synchronization signal, multi-hit events can be 
measured, at the expense of more signals to be propagated throughout 
the array. 

The TDC implemented by Zhang [77] employs a coarse counter with 
640 MHz reference clock, whose state is sampled by the trigger signal, 
and a replica 16-taps tapped delay line that propagates the trigger 
signal, whose position along the line is sampled at the next coarse clock 
edge. The replica delay line is fed by a global DLL to make it immune to 
PVT variations. This architecture allows for multi-hit event time 
stamping, with a maximum count rate of 640 MHz, which is an impor-
tant parameter since each TDC is shared among 64 SPADs of a 240 × 160 
SPAD array. In respect to [75] and [76], this architecture presents the 
advantage of a reduced power dissipation and area occupation, since no 
multi-phase clocks have to be distributed across the array. 

3.2. Ring Oscillator (RO) architectures 

ROs can be used to generated in-pixel high frequency clocks for fine 
interpolators, without the need for propagating high frequency multi-
phase clocks throughout the array, which would have detrimental ef-
fects both for the power consumption and also for the possibility of 
crosstalk with other array signals. 

In Perenzoni [78], a reconfigurable TDC for high or low speed LiDAR 
applications is implemented in each pixel of a 64 × 64 SPAD array. In 
high-speed mode, an 8-bit coarse counter is fed by a 40 MHz clock, 
whereas fine resolution of 500 ps is obtained through a GRO (started by 
the trigger signal and stopped by the next coarse clock edge), whose Fig. 5. Venn diagram of main ‘digital’ TDC approach.  
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output clock periods are counted by a 7-bit counter. An additional LSB is 
obtained sampling the state of the RO output clock, leading to a final 16- 
bit (250 ps) resolution. In low-speed mode, the two counters are 
cascaded (providing totally 15-bit resolution) and fed by a 100 MHz 
clock. An architecture based on GRO is presented also by Hutchings 
[79]. In this case, in an array of 256 × 256 SPADs, groups of 4 × 4 SPADs 
share the same TDC, which can be operated either in TCSPC mode or in 
histogramming mode. Differently from [78], when the TDC is operated 
in TCSPC mode, the 11-bit coarse resolution is provided counting the 
GRO output clock periods between START and STOP, whereas the 3-bit 
fine resolution is obtained from the phases of the 4-stage GRO. The ar-
chitecture presented in Perenzoni [78] is preferable when long FSR are 
required (in fact the GRO is activated only for a short period between the 
STOP signal and the next coarse clock rising edge), whereas the archi-
tecture in Hutchings [79] presents better resolution (38 ps), given by the 
GRO phases. The architecture presented by Zhang [80] describes a SPAD 
array with 252 × 144 SPADs and 1728 TDCs, i.e. 6 TDCS are shared 
among the 126 pixels in a half-column. This architecture puts together 
the main advantages of [78] and [79]. In fact, thanks to a dual-clock 
architecture it is possible to overcome the tradeoff between fine reso-
lution, achievable by sampling the GROs phases, and long FSR, 
achievable by counting the periods of a reference clock. The architecture 
is based on three stages: a coarse counter counts the periods of a refer-
ence clocks at 320 MHz, the RO counter counts the number of GRO 
periods (2.56 GHz) between the trigger and the next reference clock, and 
the GRO phases are used to get the fine resolution of 48.4 ps. Further-
more, in respect to [79], this approach has the advantage of minimizing 
the effects of the period mismatches among the GROs of different TDCs, 
since the overall FSR of the GRO counter is much shorter than the TDC 
FSR. Minimizing the effect of mismatches among TDCs is particularly 
important in the SPAD array propose in Zhang [80], since the 6 half- 
column TDCs are dynamically reallocated in a daisy-chain approach, 
thus the same SPAD pixel can be connected to a different TDC in 
different acquisition slots (i.e. all TDCs mismatches translate in a 
degradation of the distance precision). The main limitation of this 

architecture is that the STOP frequency must be a divider of the refer-
ence clock (e.g., 80 MHz, 40 MHz…). This limitation could be easily 
overcome by introducing a global STOP interpolator, with the additional 
advantage of improving the linearity (i.e., by implementing the sliding- 
scale technique). 

The presented architectures based on GROs are limited to single-hit 
operation. In order to perform multi-hit detection, architectures based 
on free-running ROs, whose outputs are sampled by the trigger signal, 
can be used. In Ximenes [81], a LiDAR module with one TDC shared 
among 128 SPADs is described. The TDC 1 GHz Voltage Controlled RO 
(VCO) is connected to a 10-bit ripple counter and, when the trigger event 
happens, the counter output is sampled with the combination of a 
counter resampler and a TOF sampler with matched delay buffers for the 
clock signal. The resampler and the TOF sampler are registers made of 
standard cell flip-flops (FF), and they are used to correctly sample the 
asynchronous counter output. At the same time, also the 8-stage pseudo- 
differential RO is sampled through Sense-Amplifier FFs (SA-FFs), which 
are faster than standard cells. Since the RO is never stopped, multi-hit 
operation is possible. This is a particularly important feature in the 
presented array, since each TDC is shared among 128 pixels. Padma-
nabhan [82] presents a TDC architecture similar to Ximenes [81], but 
with the addition of a soft coupling (implemented through transmission 
gates) with the VCOs of the four neighboring pixels, in order to reduce 
phase noise and jitter among pixels (i.e., by favoring the injection 
locking, which is a desirable effect in multipixel 3D imagers). Indeed, 
the RO oscillation frequency variations among the 36 TDCs in the array 
decrease from 5% (without soft coupling) to 0.18% (with soft coupling). 

3.3. Histogramming TDCs 

Histogramming TDCs (hTDCs) are a class of TDCs specifically 
conceived to be coupled with histogram-builder circuitry, thus their 
output is typically a one-hot code, instead of the binary code most 
commonly used for standalone TDCs [83]. The architecture presented by 
Hutchings [79] can be used both as standalone TDC for TCSPC 

Table 1 
Performance of the selected TDC architectures.  

Ref. Year Technology Number of 
pixels 

Number of 
TDC 

Channel area 
(µm2) 

LSB 
(ps) 

FSR 
(ns) 

DNL/INL 
(% LSB) 

Power 
(µW) 

Multi-hit Application 

Locked-loops architectures 
Niclass[76] 2013 180 nm CMOS 340×96 32 27.7•103 208 853.5 52/73 N.A. Yes 3D imaging 

(Automotive) 
Sesta [75] 2021 160 nm BCD 40×10 80 6.3•103 78 20 0.15/0.48 5000a No Single-point 

rangefinder 
Zhang [77] 2021 65 nm/65 nm 

BSI 
240×160 600 N.A. 97.65 100 40/55 510b Yes (640 

Mcps) 
3D imaging (Mobile 
phone)  

Ring Oscillator (RO) architectures 
Perenzoni  

[78] 
2017 150 nm CMOS 64×64 1 1.8•103 250 6400 50/200 12c No 3D imaging 

(Navigation) 
Hutchings  

[79] 
2019 90 nm/40 nm 

BSI 
256×256 4096 130 38 143 5/90 N.A. No 3D imaging 

Zhang [80] 2019 180 nm CMOS 252×144 1728 4.2•103 48.8 50 50/90 300 No 3D imaging 
Ximenes  

[81] 
2019 45 nm/65 nm 

CSI 
8×16 1 550 60 1000 70/340 100 Yes 3D imaging  

Histogramming TDC (hTDC) 
Hutchings  

[79] 
2019 90 nm/40 nm 

BSI 
256×256 4096 150 560 9 N.A. 19d Yes 3D imaging 

Seo [84] 2021 110 nm CIS 1×36 36 234•103 e 156 320 100/150 5000f Yes 3D imaging 
(Automotive) 

a including the power consumption of multiphase clock drivers, 220 mW overall chip power consumption. 
b 306 mW overall chip power consumption, including 600 TDCs. 
c 50 mW overall logic power consumption, including 4096 TDCs. 
d 77.6 mW overall chip power consumption, including 4096 TDCs. 
e Including also the histogram circuitry. 
f 180 mW overall chip power consumption, including 36 hTDCs. 
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timestamping (as described in previous Section 3.2), or as a hTDC, in 
which the Multi-Event TDC (METDC) is composed by a shift register that 
propagates the photon event signal at each reference clock period, an 
EXOR network that identifies the position of the event signal along the 
shift register, and a parallel register that samples the event signal posi-
tion when the STOP signal arrives, thus providing the METDC output as 
a one-hot code. The shift register reference clock can be internally 
generated by the same GRO used in TCSPC mode, or it can be externally 
provided. The achieved resolution is 560 ps per bin, with a limited total 
number of bins (i.e., 16 bins, which correspond to 4-bit resolution). 

Another architecture of hTDC has been proposed by Seo [84] in a 36- 
channels linear scanning LiDAR sensor. In this case, the TDC (and 
consequently the histogram) presents a 5-bit coarse block and a 6-bit 
fine interpolator. The coarse TDC uses a shift register to shift the 
global START signal at each period of the reference clock (100 MHz) and 
the trigger signal samples the START position along the shift register. 
The fine TDC propagates the trigger signal along a replica delay line 
(controlled by a global DLL) and its position is sampled by the next 
reference clock edge, like in standard locked loop interpolators. The 
final achieved resolution is 156 ps. More details about the histogram 
computation will be presented in Section 5. 

3.4 Discussion about the selected TDC architectures 

In the present Section 3, we analyzed TDC architectures based on 
locked loops and ring oscillators or specifically designed to build his-
tograms. The performance comparison of the selected architectures is 
summarized in Table 1. 

The best resolution (38 ps, corresponding to about 6 mm distance 
resolution) is achieved with a RO architecture (Hutchings [79]), but 
similar resolutions can be achieved also with locked loop approaches. 
Typically, hTDCs have worse resolutions, mainly because, when build-
ing a histogram, the number of histogram bins are limited by silicon area 
considerations. 

Since most of the presented approaches are based on a coarse and a 
fine structure, the TDC FSR is given by the bit number of the coarse 
counter, as already mentioned in Section 2, while the linearity seems not 
to be affected by the employed architecture, since probably it is more 
related to the stability of the employed reference clock. A noticeable 
example is Sesta [75], which reaches a much better linearity in respect 
to the other presented TDCs (0.15% LSB DNL, 0.48% LSB INL), thanks to 
the sliding-scale technique implementation. 

Power consumption values are not easily comparable, because often 
manuscripts only provide the overall chip power dissipation and the 
conditions at which they measure it (e.g. count rate) can be different. In 
general, configurations based on GRO have low power consumption, 
because the high frequency clocks are locally generated (and not 
distributed across the entire array) and the ring oscillates for a limited 
period of time between START and STOP pulses. 

Multi-hit operation can be achieved both with locked loop and RO 
based architectures, at the condition of not blocking neither the coarse 
counter nor the fine interpolator, but sampling their states. This can 
cause several issues in the synchronization between coarse and fine TDC, 
leading to conversion errors. This issue has been addressed in Niclass 
[76] by using two coarse counters fed by complementary counter-phase 
clocks, and in Ximenes [81] by using SA-FF to speed-up the sampling 
operation. 

Another important feature to be considered is TDC the reconfigur-
ability. In most of the presented architectures, LSB can be traded off with 
FSR just by modifying the reference clock frequency. The TDC presented 
in Perenzoni [78] can be completely reconfigured to accommodate both 
high-speed and low-speed operations, just by modifying the connection 
between the two counters which the TDC is based on. The architecture in 
Hutchings [79] can operate in two completely different modalities, i.e. 
TCSPC time stamping or histogramming, for high resolution single-hit 
measurement or low-resolution multi-hit operation, respectively. 

In summary, a multistage GRO based TDC as the one presented in 
Zhang [58] is a good option when background rejection and high dy-
namic range are not primary requirements (since only single-hit oper-
ation is possible), whereas precise resolution and long FSR constitute a 
must (e.g., in night vision). Single-hit TDCs are an option also when the 
background rejection is performed at the sensor level (i.e., with digital 
SIPM and coincidence detection approaches), thus only laser-related 
triggers reach the TDC. For outdoor environments with strong solar 
illumination (e.g., automotive applications), multi-hit approaches are 
typically preferred, and in particular hTDCs simplify the task of building 
on-chip histograms, at the expense of a worse resolution or a shorter 
FSR. Anyway, with strong background illumination, heavy limitations to 
resolution and FSR are given by system considerations (e.g., laser power 
and pulse-width), thus also the specifications for the TDCs are less 
stringent. 

4. Data processing for pulsed-LiDAR 

In principle, a TDC could provide the distance measurement with just 
one conversion, i.e., one detected photon. However, both SPAD dark 
counts and background light can trigger spurious TDC conversions. 
Given the impossibility to distinguish between signal photons and 
background photons with a single SPAD, a set of repetitive measure-
ments is typically performed. By exploiting the TCSPC technique [15], it 
is possible to repeat the pulsed laser excitation to record each TOF 
measurement, and to build a histogram of arrival times. Thereafter, the 
histogram peak detection and computation of the peak centroid provides 
the average TOF, hence the distance information using equation (1). In 
this way, the Signal-to-Noise Ratio (SNR) improves, also improving the 
final distance precision. In fact, the TOF precision can be estimated as 
follows: 

σTOF =
σsingle− shot

̅̅̅̅
N

√ (7) 

where σsingle-shot is the single-shot precision, reported in (3) and N the 
number of valid signal photons detected by the considered pixel. 

However, in presence of ambient light or sunlight, the pixels of a 
SPAD array may be triggered by the earlier arriving ambient photons 
and the signal photons may be detected at a later time. If the TDC is able 
to convert only one event per laser pulse (single-hit operation), the 
ambient photon masks the signal and leads to a distortion in the final 
TOF histogram, known as photon pile-up [18], which makes it difficult 
to locate the laser pulse and results in large distance errors. The simplest 
approach to reduce pile-up is the optical attenuation of photon flux, but 
it reduces significantly also the signal photons. Therefore, various 
computational and hardware [20,68–70]solutions have been proposed 
to mitigate this effect. Among the hardware solutions, the imple-
mentation of multi-hit TDCs represents a valid solution, by allowing to 
optimize the detection of laser photons in combination to the photon 
coincidence solutions, which allow to reduce the possible conversions 
due to the ambient light. 

In the histogram computation, the measured TOF is used as address 
of the histogram bins and the value stored in each bin represents how 
many times the corresponding TOF has been measured. However, when 
considering real-time high-performance LiDAR systems with many 
pixels, storing histograms with many bins and sufficient depth for each 
bin requires a huge amount of memory, which is critical to implement in 
a single ASIC. 

The TOF histograms can be created off-chip by reading all TOF 
values of each pixel, using an external DSP/FPGA board. However, the 
readout of all raw TOF values is time-demanding and a very high-speed 
I/O system is needed in order to guarantee real-time acquisitions. 

Therefore, different architectures and algorithms for ASICs have 
been proposed for histogram and processing on-chip integration in order 
to reduce data collection and transfer [71–74]. A straightforward solu-
tion is to integrate a simple Full Histogram (FH). However, due to area 
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constraints, usually only few full histograms can be integrated, with 
some limitations in terms of bins (i.e., range and resolution) and mem-
ory (i.e., depth). In some cases, a limited size histogram is shared among 
a group of SPAD pixels, activated by a photon coincidence to reduce the 
pile-up distortion, as described in Section 1. 

To decrease the histogram required memory and allow an in-pixel 
implementation, various architectures have been proposed, using a 
Partial Histogram (PH) with lower number of bins. Scanning Histogram 
(SH) is one of these algorithms, which stores only a part of the full 
histogram (i.e., partial histogram) at a time and it is referred as time 
gated scanning approach [72]. It consists of partitioning the full range 
and creating partial histograms for each sub-range. In post processing, 
all partial histograms are combined in order to reconstruct the full his-
togram and detect the TOF peak. This allows to reduce the on-chip 
histogram memory since one partial histogram can be used for each 
sub-range with a number of bins lower than the number needed to cover 
the full range. Considering 2Nf bins for the full range and 2Np bins for the 
partial histogram, this algorithm will require 2Nf − Np partial histograms 
to scan the full range. The main disadvantage of this approach is the 
need to scan the full range histogram, thus the overall frame rate de-
creases by the number of partial histograms required to be scanned. 

To further improve the frame rate, an alternative approach called 
Double-Stage Histogram (DH) has been proposed. It consists in building 
two different histograms: the MSBs-Histogram with 2Nm bins is created 
from the most significant bits and the LSBs-Histogram with 2Nl bins from 
the remaining least significant bits [74]. Since the noise spread along full 
histogram is folded into both histograms and typically Nm < Nl, the noise 
floor of MSB histogram is higher than the one of LSB histogram due to 
the lower number of bins, which also is higher than the noise of con-
ventional full histogram. The first approximation of the TOF measure-
ment is performed after two histogram acquisitions and it is computed 
by summing the peak bins of both histograms. Therefore, only two 
histogram acquisitions are needed to perform the measurement and the 
overall frame rate decreases only by a factor of 2, which is smaller in 
respect to the SH approach. However, an uncertainty error could occur 
when the laser pulse is swept through multiple of MSB histogram bins. In 
this condition, an error equivalent to 2Nl bins can be done in the centroid 
identification. An additional histogram could be acquired around the 
centroid estimated from the MSBs-Histogram and the LSBs-Histogram, 
to perform further corrections of the uncertainty errors and to 
compute the TOF centroid more accurately. 

5. Selected data processing solutions 

As shown in Section 4, raw TOF information require plenty of time to 
be readout, especially in large SPAD arrays with multi-hit TDCs. Some 
techniques to reduce the amount of information to be readout are here 
reported, involving on-chip processing and other smart solutions. 

One first approach could be the implementation of an on-chip Digital 
Signal Processor (DSP) to process in real-time the TOF conversions 
provided by the TDCs. In Ximenes [81], a Digital Processing and 
Communication Unit (DPCU) has been designed and implemented on- 
chip. The solution consists of an Arithmetic Logic Unit (ALU) that per-
forms a low pass filtering on the 14-bit TOF conversions. The logic im-
plements a digital Infinite Impulse Response (IIR) filter that averages the 
signal at each repetition, drastically reducing the uncertainty due to all 
the jitter sources (i.e., laser, SPAD and TDC). The filter pole can be tuned 
by a right-shift of a parameter (λ), thereby a smaller value will perform 
better filtering at the cost of a slower response. Note that such solution is 
effective in a low noise environment, where the laser pulse is well 
distinguished compared to the noise floor. 

As already described in the previous Section 4, various solutions 
have been proposed to build and reconstruct the timing histogram 
directly on-chip, allowing to reduce data throughput and avoid off chip 
further processing of TOF values. Concerning the Full Histogram (FH) 

reconstruction, the classical architecture has been proposed in Sesta 
[75], whose TDC architecture has been already described in Section 3. 
Since the TDC presents two separate START and STOP interpolators, the 
TOFs are computed as STOP – START conversion difference by an on- 
chip subtractor, and then the TOF of all TDCs are accumulated in the 
same FH builder. The histogram has 256 bins, 78 ps resolution (20 ns 
FSR) and 14-bit depth for each bin. However, this approach is not 
scalable to long FSRs, due to the huge required on-chip memory 
footprint. 

Another FH solution can be found in Hutchings [79]. As described in 
Section 5, this array can operate either in TCSPC mode or in histo-
gramming mode. In histogramming mode, the METDC, which provides a 
“one-hot” output code, is directly connected to the register used to store 
the histogram. The 16 bins can range from 560 ps to 560 ns depending 
on the selected clock generated by the GRO. The result is a very efficient 
histogram builder that requires compact electronics. 

As already seen in Section 4, a trade-off exists between resolution, 
histogram FSR and area occupation, thereby new strategies have been 
studied to provide just a portion of the histogram that includes the laser 
echo peak. The result is a processing that requires less storage, by 
reducing the number of bins with a Partial Histogram (PH). The first 
important solution has been proposed in Zhang [80]. They implemented 
the Partial Histogram Readout (PHR) method, which is based on Double- 
Stage Histogram (DH) approach and it consists of a Peak Detection (PD) 
phase and a final histogram phase. The first one is used to detect the bin 
related to the peak, while the second one is needed to build the final 
partial histogram. In the PD, the peak value is computed in three steps in 
which sub-histograms of 8 bins are accumulated. In fact, the 10-bit TDC 
conversions are divided in group of 3 bits (bit-0 is not considered in this 
first phase) and 3 different histograms are computed in these 3 steps, as 
shown in Fig. 6. At the end, a final histogram is computed by generating 
a 16 bins window around the detected peak (exploiting also the bit-0) 
and accumulating a partial histogram of 16 bins and 5-bit depth. This 
technique achieves a very high compression, even if two noticeable 
problems, typical of all DH architectures, arise. The first consists in the 
fact that the 3 sub- histograms show an increased noise floor due to the 
refolding of the FH noise and background in only 8 bins. The second 
issue regards the peak value estimation error committed if the laser echo 
appears between 2 different bins, which leads to a possible error of a full 
sub-histogram range. 

Zhang [77] proposes a post-processing solution on the PHR tech-
nique, where a matching filter is applied to the fine histogram to 
reconstruct the peak position. To compensate the error of border peaks, 
the Histogram Distortion Correction (HDC) is implemented so that the 
relation between the actual peak and the measured peak is defined 
through a mathematical model. The model is obtained by shifting the 
laser pulse to the right and the left boarders and subsequently per-
forming the matching filter. 

Another improved solution has been implemented in Vornicu [85] 
with the Shifted Inter-Frame Histogram (SiFH). In contrast to PHR, the 
SiFH performs a real subtraction to reconstruct the fine histogram 
instead of a bit masking. A first coarse peak is computed exploiting only 

Fig. 6. Peak Detection (PF) phase in the PHR method proposed in [80].  
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Ncoarse MSBs of the Ntot total histogram bins. The fine histogram is 
accumulated by filtering the TDC conversions in respect to two 
thresholds: 

TH+ = 2Ntot − Ncoarse ⋅bpeak,coarse + SB − bos (8)  

TH− = 2Ntot − Ncoarse ⋅bpeak,coarse − SB − bos (9) 

The coarse peak (bpeak,coarse) is here exploited taking some extra bins 
(SB) and the offset bos to correct the peak position. The fine histogram is 
computed as follows: the filtered TDC conversions are shifted to the first 
bin by subtracting a defined value (Δ in Fig. 7). The fine bits (Ntot- 
Ncoarse) are then computed by building the new histogram. The fine 
histogram is reconstructed without noise folding and border effects 
thanks to a subtraction in the bins instead of discarding bits. 

All the presented PH architectures involve at least a counters number 
equivalent to the PH bin number to build the sub-histograms, so some 
silicon area must be reserved to such electronics. An innovative solution 
has been introduced in Kim [86]. The histogram builder circuit is based 
on the Successive Approximation Register (SAR) approach, already used 
for ADCs. The method divides the observation time duration in two 
windows so that, once the peak is detected, the related sub-frame is 
halved again and the peak detection keeps going on the new window. A 
window generator is needed to gate the SPAD pixels in one portion of the 
FSR, while an up/down counter counts the photons in the first half of the 
searching region (in up mode) and in the second one (in down mode), 
thus the related bit value results in the counter sign bit. The architecture 
requires just an up/down counter and it is designed in an exponential 
counting mode, in order to speed up the conversion: the more the 
coincident photons are, the higher the counter increment values. After 
these N steps in which N TOF bits are computed, some extra fine bits are 
defined. The last sub-frame is divided in two windows and the counter 
performs the counts in these two regions (Countfirstsub− frame and 
Countsecondsub− frame respectively) similarly to an iTOF [87] acquisition. 
The fine value results: 

Tlastsub− frame⋅
Countfirstsub− frame

Countfirstsub− frame + Countsecondsub− frame
(10) 

This SAR-based histogram builder architecture can be easily inte-
grated in-pixel due to the small area electronics involved. 

Another histogramming TDC has been implemented in Seo [84], and 

already introduced in Section 3. The histogram builder is based on a 
mixed-signal architecture and a series of 64 capacitors represents the 
histogram storage. In this case, by exploiting the TOF measured by the 
coarse hTDC and expressed in a one-hot code, a current pulse is injected 
in the capacitor bin corresponding to the measured TOF, so that after 
some repetitions the analog voltage is proportional to the number of 
events per bin. The bin whose voltage exceeds a fixed threshold (chosen 
to discriminate the peak from the noise floor) is considered the coarse 
histogram centroid. An additional feature has been added to make the 
system immune to interference with other active LiDAR systems. In fact, 
the laser generates two light pulses at a well-defined time delay (char-
acteristic of the specific system), and the coarse centroid is identified 
when two peaks with the characteristic delay are detected. Once the 
coarse peak position is identified, SPADs are activated (gated) in a 
limited temporal window around the peak, and all the conversions are 
used in the fine histogram computation, without the need to filter the 
converted data, as in the other selected architectures [77,80,85], and 
with the additional advantage of reducing the pile-up effect. The fine 
histogram is computed with an analog approach similar to the coarse 
histogram, thus by exploiting the same 64 capacitors and current gen-
erators, but this time considering the conversion of the fine hTDC. 

In summary, we reviewed some on-chip post-processing strategies to 
compute the final TOF without reading-out all the TDC conversions at 
every frame. The histogram building is usually the best options. As Sesta 
[75] and Hutchings [79] propose, a FH can be acquired employing a 
reduced number of bins (255 in [75] and 16 in [79]) at the cost of low 
FSR. To overcome this issue the PH approach is exploited, reducing the 
memory occupation at the cost of more repetitions. Indeed, PH requires 
TOF accumulations in multiple phases, therefore many TDC conversions 
are wasted in order to zoom and select the region of interest within the 
FSR. Zhang [80] and Vornicu [85] employ these multiple phases his-
togramming to provide the final TOF. Kim [86] proposes a SAR TDC that 
requires counters and window generators and that computes one TOF bit 
at a time, similarly to an ADC converter. Finally, the hTDC architecture 
proposed by Seo [84] implements a mixed-signals hTDC with coarse and 
fine steps, requiring a sliding observation window. All these solutions 
are summarized in Table 2. In the future, combinations of the presented 
architectures could be explored, for instance by exploiting the idea 
introduced in Seo [84] of gating the SPADs around the peak to compute 
the fine histogram, together with the digital approaches to compute the 
PH proposed in Zhang [77,80] and Vornicu [85]. 

6. Conclusion 

In this work, we have presented a review of TDC architectures and 
data processing solutions to be integrated in CMOS SPAD array for 
compact and high performance pulsed-LiDAR systems. In addition, the 
TDC performance parameters and principal data processing algorithms 
are provided and analyzed specifically for the application. 

Over the years, various SPAD arrays and SiPMs with integrated TDCs 
and data processing algorithms have been published for long-range and 
high-resolution pulsed LiDAR. These arrays have been studied and 
compared in terms of TDC and data processing performance, in view of 
highlighting the most innovative solutions. Table 1 summarizes the 
main figures of merit of TDCs integrated in modern CMOS SPAD and 
SiPM arrays for pulsed-LiDAR, while post processing solutions are 
compared in Table 2. 

As shown along the paper, recent developments in scaled technology 
and in 3D stacking give the possibility to integrate low-power high- 
performance TDCs and also smart data processing for final TOF infor-
mation extraction. While TDC architectures are already mature and 
suitable for the most advanced LiDAR requirements, further improve-
ment in data processing algorithm could be possible. A definitive up-
grade would be to implement on-chip more advanced algorithms even 
including neural networks, to prevent or compensate distortions due to 
photon pile-up or real-world conditions (e.g., fog and rain), or to 

Fig. 7. SiFH processing diagram, showing the measured coarse histogram 
(top), the filtered data (center) and the achieved fine histogram (bottom). 
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compute the TOF centroid in order to reach increasingly high distance 
precision without any off-chip processing.  
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