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Abstract—The diagnosis of Autism Spectrum Disorder (ASD)
and Attention Deficit Hyperactivity Disorder (ADHD) can be
challenging due to limited accessibility and subjective assess-
ments. Autistic individuals often present difficulties in emotional
regulation, emotion recognition and imitation, and in maintaining
focus. Emotional expressions and attention are thus hallmarks
of ASD and ADHD and can be analyzed to identify these
conditions. In this study, we developed and validated a serious
game that integrates emotion recognition and attention tracking
as a novel tool for identification of ASD and ADHD. Leveraging
the TrueDepth camera capabilities, our game provides a cost-
effective and user-friendly alternative to current face-tracking
technologies. We compared the accuracy of emotion recognition
using Euclidean distance with calibrated reference expressions
and a calibration-free system based on a machine learning model
using Random Forest. We also identified children at risk of
ADHD using the Bells test and constructed a machine learning
model, utilizing Support Vector Machine and Leave-One-Out
Cross Validation, trained on attention data and game data to
predict this risk. Our game was tested on 20 adults to validate
the emotion recognition system, and then on 17 children of the
primary school to assess usability and test the constructed models.
The emotion recognition system achieved an accuracy of 0.78 for
adults and 0.45 for children, while the machine learning model
predicted seven emotions in children with an accuracy of 0.50,
suggesting the potential for eliminating the need for calibration.
The model also obtained good results in predicting valence and
arousal values. The attention model showed excellent validation
scores (accuracy: 0.94), indicating the possibility of extending it to
a larger cohort. The System Usability Score was excellent (85.0),
and children found the game enjoyable, making it a promising
tool for ASD and ADHD identification.

Index Terms—emotion, attention, autism, ADHD, serious
game, machine learning

I. INTRODUCTION

Autism corresponds to an atypical neurological functioning
that can result in challenges in social interactions, verbal and
nonverbal communication, unusual responses to sensory stim-
uli, preference for routines, and repetitive behaviors. While
these are common features of autism, each autistic individual
may to exhibit some, but not all of these characteristics to
varying degrees. Therefore, autistic people’s support needs
vary greatly, as do the accomodations necessary to improve
their quality of life. In fact, autism has been historically
classified by traditional psychiatry as a neurodevelopmental
disorder, but recently a growing branch of research considers
it a neurodiversity [1]. This perspective recognizes that while
autistic individuals may have disabilities and unique support
needs, their differences should be accommodated rather than
cured or erased. However, research shows that earlier diagnosis
and intervention can substantially benefit those who receive
them [2]. This is relevant not only for those who have disabil-
ities related to autism, but also for “high functioning” autistic
people, who have lighter symptoms and whose difficulties are
often dismissed due to the fact that, to an external observer,
their functioning seems typical, if only a bit odd. These
individuals may struggle to receive a diagnosis, both during
childhood, since they do not exhibit signs that parents or
caregivers may find worrying, and during adulthood, having by
then learned to mask those behaviors that make them feel out
of place. Living with unidentified autism can take its toll on
a person’s mental health, and can lead to anxiety, depression,
and substance abuse, but the diagnosis is not easy to obtain
[3].
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Some of the main criticalities of the diagnosis process are
caused by general faults of healthcare systems: lack of trained
specialists, absence of specialized facilities close to home, long
waiting lists which force people to seek private practitioners
[4]. This makes it particularly difficult for people with a low
socioeconomic status. Other problems arise due to bias, such
as the one regarding women, who are much less likely to
receive a diagnosis [5], or are identified later in life [6],
because golden standards have been defined and normed on a
male population. Although the recent increase in the incidence
of autism can be seen as a sign that access to diagnosis has
improved, there is still much to do.

The same issues are relevant to the diagnosis of neurode-
velopmental disorders. For example, the most common one,
ADHD (Attention Deficit and Hyperactivity Disorder), often
goes undiagnosed, especially in adults [7]. ADHD is, in fact,
generally considered a childhood disorder, but symptoms per-
sist into adulthood. Adults with ADHD experience impaired
educational achievement and higher risks of substance abuse
and imprisonment [8].

Autism and ADHD often co-occur: it has been estimated
that 1 in 8 children with ADHD is also autistic, while ADHD
is the most common comorbidity in autistic children, with
rates from 40% to 70% [9]. Improving the diagnosis process
of one of these conditions can smooth the path towards the
identification of the other one.

To overcome bias and improve accessibility to both diag-
noses, technology can come in handy. In fact, many contexts
already benefit from the use of e-health monitoring software
to identify anomalies in children’s neurological development,
thanks to their ability to capture patterns in features that could
go unnoticed even to the most expert eyes [10][11]. However,
finding objective indicators of autism traits or of ADHD is
hard, as phenotypes can be extremely varied. Consequently,
tools developed for this purpose should be modular and give
access to ways to analyze all of the different manifestations of
autism and ADHD. Some of the starting points that we have
considered in this work are emotions and attention.

Although the fact that autistic people are incapable of
feeling emotions is only a common misconception, autism
affects both emotion recognition and emotion imitation [12].
Studies have found that neurotypical individuals recognize
emotions better if they see them on realistic depictions (such
as videos or photos), while autistic people perform better
with cartoon depictions [13]. Regarding imitation, in autistic
individual emotion imitation is slower and less precise [14].
However, there is nothing more subjective than emotions, and
clinicians’ bias can greatly influence their assessment.

Attention, on the other hand, is an indicator for ADHD,
as the name of the disorder itself says. In fact, people with
ADHD tend to have more difficulties in maintaining focus for
a prolonged period of time [15].

II. RELATED WORKS

There have been many attempts to use technology to gather
quantitative data to investigate autism and ADHD and to obtain

a more timely and accurate diagnosis. However, automated
systems for emotion recognition are sometimes very invasive
and expensive. Some examples are electromyography [16],
neuroimaging [17], or marker-based systems [18]. Testing
autistic individuals is particularly delicate, since they could
have sensory issues that may be triggered by electrodes and
markers.

Attention, on the other hand, has been put in relation with
the blink rate and with the rotation and position of the head,
and previous studies have computed quantitative measures to
evaluate it based on these parameters [19][20]. However, a
quantitative measure of these features needs to be collected
by an automated system, and as of now such tools are, like
the ones that track emotions, invasive or expensive.

Eye tracking has been explored as well, particularly to
analyze attention, both for autism and ADHD, although the
usual approaches involve either expensive trackers or compu-
tationally heavy systems based on computer vision and video
analysis [21].

Some researchers have turned to games and mobile appli-
cations as potential solutions, as they are readily accepted and
appreciated by children [22] [23]. However, these approaches
still rely on video analysis and fail to address challenges such
as computational complexity and the need for anonymity in
data collection, as pointed out by [24] regarding voice analysis.

A solution can be found in the TrueDepth system, a
technology embedded in Apple cameras on some iPhone and
iPad models introduced after 2017. TrueDepth includes an
infrared camera and a projector that projects over 30,000 dots
over one’s face, feeding then these data to a neural engine
that constructs a mathematical model of a face. Apple then
provides the ARKit, a framework to develop augmented reality
applications that gives access to the 52 parameters extracted
from the TrueDepth camera [25]. The accuracy is surely lower
than the ones obtained in state-of-the-art systems, but the price
and the complexity are significantly reduced. Besides, children
are accustomed to smartphones and tablets, so their experience
with the tool would probably be more natural. For instance,
most autistic children have a natural affinity for technology
and a good attitude toward learning on computers [26], proving
to be a promising explorable tool. However, a rigorous work
of validation should take place to understand whether this
technology is sensitive and reliable enough to be employed
in this field.

Given these premises, the aim of this work is to present
the design and development of a platform of serious games
that exploit the TrueDepth camera of an iPad Pro for emotion
recognition and attention tracking.

III. MATERIALS AND METHODS

A. Definition of emotions and of valence and arousal values

Before trying to recognize emotions, we had to define which
ones we wanted to take into consideration, to find a trade-off
between simplicity and sensitivity.

Emotions are variegated and full of nuances, so it is not easy
to arbitrarily isolate a subset of them. However, they can be



mapped into a two-dimensional space through their valence
and their arousal. Valence, or hedonic tone, is the property
which specifies if the emotion is positive or negative [27],
while arousal indicates the intensity of that emotion [28].

While choosing the emotions to consider, we thus included
the six basic emotions [29], but added others, such as neutral-
ity, desperation, enthusiasm, and tiredness, to cover the whole
spectrum of both valence and arousal. The complete set of
emotions chosen is reported in Figure 1 [30].

Each emotion was assigned with a value of valence and
arousal. To simplify the mapping and to allow for a classifi-
cation of each emotion in a reduced number of categories, the
only values assigned were 1, 0, and -1. They are reported in
Table I.

Fig. 1: Chosen emotions for the validation.

TABLE I: Valence and arousal values

Emotion Valence Arousal
Neutrality 0 0
Happiness +1 0

Enthusiasm +1 +1
Surprise 0 +1

Desperation -1 +1
Anger -1 +1

Disgust -1 0
Fear 0 +1

Sadness -1 -1
Tiredness -1 -1

B. Game design

The game was developed in Unity 2021.1.11f1 and built
for iOS on an iPad Pro 12.9” (5th generation), equipped with
the TrueDepth camera and the ARKit [25], which exposes
52 parameters which describe the facial expression. Each one
ranges from 0 to 1, where 0 is the neutral position and 1 is
the maximum movement.

Two versions of the serious game were developed: the first
one served as a validation tool to assess the accuracy of the
emotion recognition system, while the second one was the
actual game provided to children. Some parts were common

Fig. 2: Selectable avatars.

to both versions, including the insertion of personal data and
the choice of the avatar (shown in Figure 2), which will be
superimposed on the face of the player and mimic their facial
movements, and a calibration phase.

1) Calibration: The app asks the player to mimic ten emo-
tions in succession to perform the calibration. Each emotion
is prompted three times.

For each expression, the app saves the values of the param-
eters that the ARKit exposes. Finally, the three configurations
of each expression are summarized into one by the arithmetic
mean of their parameters. At the end of this calibration, each
subject has a reference expression for each emotion.

2) Validation game: To assess the accuracy with which our
game could identify emotions, a validation app was developed.
After the calibration phase described in III-B1, the app asked
the user to mimic the same emotions provided during calibra-
tion, in the same order four times in a row, for a total of 40
emotions. The classification was made based on the Euclidean
distance between the performed facial expression and subject-
specific references obtained through the calibration phase. The
Validation scene is shown in Figure 3a.

3) Emotion Recognition game: This game, shown in Figure
3b, is based on the ability to recognize and reproduce ex-
pressions. Literature shows that autistic people read emotions
better in cartoons than in real photos, and they also did it with
better accuracy than neurotypical participants. In the game,
seven expressions made by a cartoon are first shown and
must be reproduced by the user. Then, the player is asked
to confirm the emotion they identified by selecting it with the
corresponding button, to distinguish between an error made
by the tool and one made by the player.

4) Fruit Salad game: This game is an endless game,
in which the avatar constantly jumps vertically and moves
horizontally depending on the player’s head position, going
from one platform to the next. The avatar opens its mouth
when the player does, and can eat the in-game items, namely
fruits, which give points, and bombs, which must be avoided.
A screenshot of this game can be seen in Figure 3c.

C. Protocol

Recruitment was performed in accordance with relevant
guidelines and regulations and in accordance with the Decla-
ration of Helsinki; the protocol was approved the university’s
Ethical Committee n. 04/2021.



(a) (b) (c)

Fig. 3: Screenshots showing (a) the Validation scene, (b) the
Emotion Recognition game, and (c) the Fruit Salad game.

1) Game: The tablet was kept on a stand positioned at an
angle of 14 degrees. The subject was asked to keep a distance
ranging from 50 to 60 cm from the screen throughout the
duration of the game to guarantee repeatability and consistency
between measurements. The game provided visual feedback in
case the subject moved too close or too far.

2) System Usability Scale: All subjects graded the System
Usability (SUS) [31]. Each statement can be rated on a scale
from 1 to 5, with 1 representing the lowest approval with the
statement and 5 representing the highest approval. The SUS
scale is then used to assess whether the video game is too
complex, difficult to navigate, or cumbersome.

3) Custom satisfaction questionnaire: In addition, subjects
were asked to answer open-ended questions:

• What did you like the most?
• What did you like the least?
• Would you change anything in the game?
Finally, subjects were asked:
• Was the game fun?
• Was the game boring?
The answers were five-points Likert scales, from “Not at

all” (coded as 1) to “A lot” (coded as 5).
4) Bells test: Children were administered the Bells test

[32], which is a cognitive test, commonly used to assess
attention and executive functions. Children had to find all of
the bells in a crowded image. For each of them, accuracy and
speed were recorded.

D. Data analysis

The data are stored both locally and online, in Firebase’s
Realtime Database. Stored data include:

• Calibration data: 10 emotions composed of 52 features
each;

• Characterization information: gender, age, eyeglasses;
• Game data (only for children):

– Emotion Recognition game: prompted, recognized
and selected emotion.

– Fruit Salad game: game time, score, bombs eaten,
bombs avoided, fruits missed.

Data analysis was performed offline with Python 3.9.7.

1) Tool validation: At the end of the validation process a
total of 800 records, each including the 52 features recorded by
the TrueDepth system and the labels identifying the prompted
emotion and the recognized emotion, were obtained. The
emotion recognition system was evaluated by means of overall
accuracy and of emotion-specific accuracy, to assess the tool’s
recognition power and to understand whether errors were due
the similarity between certain emotions.

Since conventional face trackers sometimes function poorly
when the subject wears glasses, due to the noise produced by
glasses’ reflections [33], we wanted to verify if our game was
robust to this. We thus performed a t-test to assess the impact
of eyeglasses on the accuracy of the emotion recognizer.
Another factor that could have a confounding effect is gender,
so we computed its impact in the same way.

2) Emotion classifier: The emotion recognition tool we
used for validation is dependent on the calibration, which
can improve accuracy, but also pose some criticalities and
limitations. Firstly, our application is designed for children,
particularly autistic ones, which may have difficulties sitting
still during this phase. Failure in properly acquiring reference
expressions can lead to an unsatisfying functioning of the tool.
Secondly, removing the need for the calibration can make the
game more enjoyable and its administration faster. We thus
implemented a machine learning model to understand whether
it was possible to predict the performed emotion even without
a calibration phase.

We considered a variety of algorithms:
• Gaussian Naive Bayes (Gaussian NB);
• Random forest (RF);
• Support Vector Machine (SVM);
• CatBoost.
The models were trained on the 52 features extracted by the

TrueDepth system during adults’ calibration and validation,
and validated through Cross Validation (CV) to assess their
quality. The best one was then fitted on adults’ calibration
and validation data in which the classes were balanced through
SMOTE (Synthetic Minority Oversampling TEchnique), then
tested on children’s calibration data. The performance was
evaluated three times, when predicting the performed emotion,
the valence, and, finally, the arousal.

3) Analysis of attention and Bells test classification: There
is no objective way to compute the level of attention during
a task. Some studies rely on eye movements, which are often
an expression of visual attention, while others measure the
excitation level of some areas of the brain [34]. However,
these techniques are often invasive or costly. We have instead
identified some elements that are usually regarded as markers
of attention and that TrueDepth can recognize. These are the
blink rate, computed as the average number of blinks over a
period of 5 seconds while playing the Emotion Recognition
game, the rotation of the head, and the number of times the
subject has looked outside the screen. Regarding the dependent
variable, children were divided between at-risk and not-at-risk
depending on the results in the Bells test: those who had less
than -2 in the Z-score of the accuracy in the test were labeled



as at-risk. We considered the same models used in Section
III-D2 and selected the best one through the same strategy.
However, since the dataset only comprises data from children
and is thus fairly small, the final model was not evaluated by its
performance on a test set, but through a Leave-One-Out Cross
Validation, after augmenting the minority class with SMOTE.
SMOTE and the CV were steps of a pipeline that made sure
to only use real records as the validation samples, as to not
contaminate the validation process with augmented data. The
best hyperparameters for the SVM were chosen through a Grid
Search.

IV. RESULTS

A. Sample description

37 subjects participate in the study, 20 adults (age 26.0
± 4.32, 8 males and 12 females) to validate the expression
tracking model, and 17 children (age 7.88 ± 0.58, 9 males and
8 females) for the testing. 8 adults and 1 child wore glasses.

B. System Usability Scale and satisfaction questionnaire

The SUS score obtained was 85 ± 7.5, which is way higher
of the minimum score necessary to consider a system usable,
which is 68, and equal to the score that makes a system
excellent. In general, children’s feedback was positive. The
question “Was the game fun?” obtained a score of 4.94 ±
0.23, while the question “Was the game boring?” obtained a
score of 1.27 ± 0.43.

C. Tool validation

The general accuracy of the emotion recognition system
on adults’ expressions is 0.67. Figure 4 shows the confusion
matrix, with the results for each emotion. It is apparent that
some emotions are recognized more easily than others. For
example, Desperation has a fairly low accuracy (0.25), while
Surprise and Fear are often confused with one another. For
this reason, the initial set of 10 emotions was resized to
contain only 7, after merging Surprise and Fear, and removing
Desperation and Tiredness. This brings the accuracy from 0.67
to 0.78.

Regarding the robustness of the tool to gender and eye-
glasses, a t-test was performed to check whether there were
differences in the distribution of the number of recognized
emotions in the two populations. The test showed that there
was no significant difference in neither of the two cases
(p=0.85 for gender, p=0.95 for eyeglasses).

D. Emotion classification

Figure 5 reports the confusion matrix of the children’s
emotions prompted and recognized in the Emotion Game. In
this case, the accuracy is significantly lower, standing at 0.45,
which prompted us to search for a machine learning-based
method to recognize emotions.

We constructed four different machine learning algorithms
to assess which was the best at predicting the correct emotion,
the valence value, or the arousal value. The models were

Fig. 4: Confusion matrix of the emotions recognized by the
game in the adults’ validation phase.

Fig. 5: Confusion matrix of the emotions recognized by the
Emotion Recognition game in children.

TABLE II: Accuracy values of classifiers obtained on valida-
tion set

Algorithm Emotion Valence Arousal
(7 classes) (3 classes) (3 classes)

Gaussian NB 0.19 0.35 0.42
CatBoost 0.25 0.44 0.49

SVM 0.24 0.45 0.45
RF 0.26 0.45 0.49



validated through a 10-fold Cross Validation and its results
are reported in Table II.

The best model was the one using the RF algorithm. It was
tested using the children’s calibration data and its results are
reported in Table III.

TABLE III: Accuracy, precision, recall, and F1 scores of the
RF classifier on test data

Target Accuracy Precision Recall F1
Emotion 0.50 0.50 0.50 0.50
Valence 0.71 0.71 0.71 0.71
Arousal 0.55 0.52 0.56 0.53

E. Attention classification

We constructed a machine learning model to predict the
level of attention of the children. Considering the risk thresh-
old set at a Z-score of -2 in the Bells test, 11 children were
not at risk, while 6 were at risk. We considered four models
(Gaussian NB, CatBoost, SVM and RF), and trained them on
attention data (blink rate, head rotation, gazes outside of the
screen) and game data (time, score, bombs eaten and avoided,
and fruits missed). The accuracy scores on the validation set
are reported in Table IV.

TABLE IV: Accuracy values of classifiers obtained on valida-
tion set

Algorithm Accuracy
(2 classes)

Gaussian NB 0.25
CatBoost 0.45

SVM 0.70
RF 0.45

The best model was the one using the SVM algorithm. It
was then optimized through hyperparameter tuning and class
balancing. The Grid Search selected the following hyperpa-
rameters:

• C = 0.001
• gamma = 1000
• kernel = radial basis function
After these refinements, the accuracy of the best estimator

reached 0.94 ± 0.23.

V. DISCUSSION

Autism is an atypical neurological function that is associ-
ated, among other things, to difficulties in recognizing and
imitating emotions and to attention problems, often due to
its co-occurrence with ADHD. Autism and ADHD often go
undiagnosed, leading to a worse quality of life and a higher
risk of depression, substance abuse and suicide. Autism and
ADHD diagnoses present several problems, like accessibility
to the diagnostic process and clinicians’ biases. Technological
tools should thus be employed to support the early screening of
autistic traits, providing the possibility to begin the diagnostic
process as soon as possible and access appropriate support.

The tool should be gamified and fun, and cover a variety
of abilities. We thus developed a serious game focused on
emotion recognition and on attention tracking, exploiting the
iPad’s TrueDepth system.

The main objectives of this study were the validation of
the emotion recognition system and the definition of a model
of attention, towards the creation of a tool that will not be
intended for diagnosis but rather will to offer alerts to teachers
or clinicians, signaling potential cases of undetected autism
and ADHD.

The game was at first tested on 20 adults (age 26.0±4.32),
who only performed the calibration and the validation phase.
The emotion recognition system, based on the comparison of
the performed emotion and the calibrated expression previ-
ously saved, had an accuracy of 0.67, which is fairly high
if we consider the fact that it had to discriminate among 10
classes. The results seem to be in accordance with the six main
emotions that are traditionally identified (Happiness, Anger,
Disgust, Fear, Surprise, Sadness), although our system had
difficulties in differentiating between Surprise and Fear. This
may be due to the fact that each subject had a different way of
interpreting those expressions, and sometimes the features that
one associated with Fear were the same that another associated
to Surprise. However, it seems reasonable to unify them, as
they have similar manifestations. Desperation and Tiredness
were eliminated, on the account of their scarce accuracy and
on the fact that they are not present in the usual six emotions.
Accuracy improved to 0.78 when the initial set was resized to
contain only 7 emotions. T-tests showed no effect of gender
(p=0.85) nor of eyeglasses (p=0.95), which means that our
system is robust to these factors.

17 children (age 7.88±0.58) tested the game. They per-
formed the calibration and played the Emotion Recognition
game and the Fruit Salad game. In general, their opinion on
the game was good, as the SUS reached a score of 85±7.5.
They also thought that the game was fun (4.94±0.23 out of
5) and not boring (1.27±0.43 out of 5). However, for these
subjects, calibration proved to be more problematic: in general,
they had difficulties understanding when they had to stand still
and, even when they did, they were easily distracted or tired.
The accuracy of emotion recognition system is significantly
lower, standing at 0.45. Moreover, some of them expressed
boredom towards the calibration phase. Because of this, we
tried a machine learning approach to verify if it was possible
to include a ML recognizer in future versions of the app,
in which the calibration would not be necessary anymore.
We used a Random Forest classifier fitted on the TrueDepth
data of the adults. The model obtained overall good results
when recognizing the emotions performed by children, with
an accuracy of 0.50, which is higher than the one reached
using the Euclidean distance. This means that the model
can generalize quite well, even though it is fairly simple
and trained on a small dataset, and suggests the possibility
to strengthen the model and eliminate the calibration step
entirely. Moreover, head rotation was not included in the
features on which the model was trained, but for several



subjects, particularly children, it had a great relevance. For
example, the Sadness emotion was often imitated through the
lowering of the head. Thus, it would be useful to include it in
a future version of the application.

Trying to identify the specific emotion can be useful when
analyzing a subject’s ability to recognize or imitate it, but
there are other applications in which knowing the valence or
arousal would be enough. For example, the valence can give
an idea of the general mood in which the player is, while the
arousal may give an indication of the emotional involvement.
For this reason, the same model used for emotions was fitted
on the same data two more times, predicting the valence
and the arousal values, which both were either +1, 0, or -1,
reaching respectively accuracies of 0.71 and 0.55. The valence
model showed good results, while the arousal one had lower
performances, probably because there were significantly less
samples with a -1 arousal value, since only Sadness has this
value, as can be seen in I. The oversampling solved in part this
problem, which, however, could not be eliminated completely.
This transpires from the fact that the class that has an arousal
value of 1 has a F1-score of 0.61, the 0-arousal class has a
0.55 F1-score, while the -1-arousal class has a 0.36 F1-score.

Regarding attention, a model leveraging the SVM algo-
rithm and evaluated through Leave-One-Out Cross Validation
(LOOCV) was constructed. It was fitted on attention data
gathered during gameplay, such as blink rate, head rotation,
and gazes outside of the screen, and game data, such as score
and points collected. The target variable of the model was
the risk category of the Bells test. The accuracy reached by
the model is 0.94±0.23. This is a very good result, although
we must remember that this model has not been evaluated on
test data, due to the scarcity of samples, but nevertheless this
suggests the possibility to use this setup in future works. At
the same time, LOOCV is adequate for our application, as it
demonstrates that the model can learn effectively and obtains
good results when tested on a subject it has never encountered.

ETHICAL IMPACT STATEMENT

A. Issues related to human subjects

The study was carried out after the approval of the univer-
sity’s Ethical Committee. The participants signed an informed
consent. Since some of them were minors, they signed a
simplified version of the informed consent form, and their
parents or legal guardians signed the official informed consent.
On recruitment, each participant was assigned an alphanumeric
code. Their data was identified by that code only, while the
correspondence between the code and the participant identity
was known to a subset of researchers, who had it to be able to
delete the participant’s data if they wished to do so. Moreover,
the expressions are saved only through parameters and the app
does not record images nor videos.

B. Issues related to potential negative societal impact

The application can give information about emotions ex-
pressed and attention during gameplay. It can classify people
at risk of having ADHD. A potential misuse could be the

discrimination born from the result of the classification: a
healthy person could be classified as at-risk and be discrimi-
nated for it, or an at-risk person could be classified as healthy
and not receive the treatment they may need. However, the
classification is not validated nor 100% certain and should not
be treated as such. Moreover, difficulties with emotion recog-
nition and imitation is not the only autistic trait in existence, so
an autistic person with no difficulty regarding emotions could
feel misrepresented. We would like to extend the application
to include a variety of other aspects. We did not consult with
autistic people or individuals with ADHD yet, because this
game was developed in the framework of a larger project
that did not have people with these characteristics among its
participants. However, future interactions with stakeholders is
certainly a priority for us.

C. Issues related to limits of generalizability

Each person’s interpretation of emotions is different. In fact,
the first validation technique (Euclidean distance) struggle to
identify the emotions with a lot of variability (e.g., tiredness).
However, the machine learning approach has mitigated this
problem, even though the criticality will remain until the
dataset on which the models are trained becomes much bigger
and varied.
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