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Abstract
A growing awareness of bias in artificial intelligence (AI) systems has recently emerged, leading to an increased number of 
publications discussing ethics in AI. Nevertheless, the specific issue of gender bias remains under-discussed. How can design 
contribute to preventing the emergence of gender bias in AI-driven systems? To answer this question, we investigated the cur-
rent state of AI ethical guidelines within the European Union. The results revealed that most guidelines do not acknowledge 
gender bias but address discrimination. This raised our concerns, as addressing multiple biases simultaneously might not 
effectively mitigate any of them due to their often-unconscious nature. Furthermore, our results revealed a lack of quantitative 
evidence supporting the effectiveness of bias prevention implementation methods and solutions. In conclusion, based on our 
analysis, we propose four recommendations for designing effective guidelines to tackle gender biases in AI. Moreover, we 
stress the central role of diversity in embedding the gender perspective from the beginning in any design activity.
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1 Introduction

Over the last two decades, the many application fields of 
the design discipline (from products to communication, 
from interiors to services, from medical devices to fashion) 
have intersected with a revolutionary technology in constant 
development and expansion: artificial intelligence (AI). The 
design literature specifically addresses AI as a new design 
material [1, 2] or as a new design tool. In the first case, the 
final product is equipped with AI functionalities. In the sec-
ond, AI is applied to enhance and optimize the outputs of 
the design process [3].

Beyond doubt, AI is significantly impacting design, 
bringing to many AI-driven experimentations. However, our 
guiding question in this article is how can design impact AI-
driven systems? Indeed, when design enters in strict relation-
ship with a new technology, it tends to modify it, introducing 
culture and the point of view of human beings [4].

1.1  The human responsibility in designing AI 
systems

In Science and Technology Studies, the idea of the socio-
technical system originated in the 1950s to overcome the 
technological determinism of the time. The aim was to 
emphasize reciprocity between humans and machines, in 
which mutual shaping of the social and technical systems 
always occurs [5]. AI systems can be understood as intel-
ligent sociotechnical systems [6–8], comprising smart arti-
facts, human behavior, social arrangements, and meaning.

Similar to other sociotechnical systems, the design of AI 
systems involves choices regarding task allocation between 
humans and non-humans [9, 10]. To avoid the risk of falling 
into a new form of technological determinism, referred to as 
‘sociotechnical blindness’ by Johnson and Verdicchio [11], it 
is vital to continually emphasize the central role of humans 
at every stage of AI system design and implementation: “the 
behaviour of computational artefacts is in the control of the 
humans that design them.” [11, p. 584].

Acknowledging the role of people in creating, selecting, 
and providing data and instructions to AI systems can give 
rise to initiatives to prevent or limit negative impacts by act-
ing on what is in total control of humans. Therefore, a sys-
temic and holistic approach to developing and implementing 
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AI systems should be encouraged, with designers supporting 
engineers and developers in envisioning scenarios and guid-
ing human and non-human behaviors [12].

1.2  Biased computer systems

In answering our initial question—how can design impact 
AI-driven systems?—we accepted the suggestion of Johnson 
and Verdicchio [11]. We, therefore, decided to address the 
problems in the human domains when a specific kind of 
undesired outcome emerges: gender bias.

Gender is a complex and multifaceted construct deeply 
embedded in society and culture. It encompasses not only 
biological characteristics, but also cultural norms, social 
roles and expectations. Gender bias refers to the unequal 
treatment or representation of individuals based on gender. 
It is a form of prejudice that can manifest in various ways 
(e.g., gender stereotypes), leading also to discrimination. 
Its consequences are pervasive in many domains and can 
significantly impact individuals and society. For instance, a 
study by Moss-Racusin et al. [13] found that science faculty 
members were more likely to hire and offer higher salaries 
to male candidates than equally qualified female candidates.

The presence of biased computer system is an issue 
debated since the end of last century:

Computer systems, for instance, are comparatively 
inexpensive to disseminate, and thus, once developed, 
a biased system has the potential for widespread 
impact. If the system becomes a standard in the field, 
the bias becomes pervasive. If the system is complex, 
and most are, biases can remain hidden in the code, 
difficult to pinpoint or explicate, and not necessarily 
disclosed to users or their clients [14, p. 331].

The pervasive presence of AI can only make the issue 
of biased computer system more serious and urgent to be 
addressed.

The focus on gender bias was an authors’ choice: being 
both women (an academic at a Polytechnic University and 
a young engineer in a research center), we are exposed to 
gender stereotypes that are deeply embedded in technologi-
cal fields, still considered ‘male territory’ inside and outside 
academia. Our concern was confirmed by literature. Accord-
ing to Leavy [15], the over-representation of men in design-
ing AI technologies could quietly undo decades of advances 
in gender equality, resulting in algorithms that perpetuate 
gender ideologies that disadvantage women.

Moreover, the studies conducted by Nass [16, 17] illus-
trated that the tendency to gender stereotype is so power-
ful that individuals also apply them to computers. Nass and 
Moon’s article [17] is the origin of the so-called CASA 
(Computers Are Social Actors) paradigm, in which techno-
logical systems are deemed able to influence social relations 

and culture actively. Therefore, designers and developers’ 
choices in designing AI systems can significantly affect how 
people interact and engage with them, ultimately shaping our 
social reality. Other more recent studies demonstrated the 
ability of AI systems to transmit the social concept of gender 
[18, 19], with the risk of perpetuating gender stereotypes.

Based on the above, we made our research question more 
specific: how can design contribute to prevent the emergence 
of gender bias in AI-driven systems? Our scope was to aid 
organizations in achieving practical solutions to gender bias, 
assuming a proactive attitude where the gender perspective 
is incorporated from the beginning.

1.3  The research methodology

To address our research question, we initially explored the 
topic of gender bias in AI, both in general and within the 
context of AI. Then a comprehensive literature review on AI 
ethics revealed a gap in in-depth analysis of gender bias in 
AI guidelines. To fill this gap, we focused our investigation 
exclusively on the European Union (EU), encompassing both 
EU institutions and member states. The choice to concen-
trate on this specific region is driven by the relatively limited 
attention it has received from other researchers, coupled with 
its proactivity in addressing AI ethics through regulations 
like the General Data Protection Regulation (GDPR) and the 
Artificial Intelligence Act. Furthermore, the EU comprises 
diverse member states with varying degrees of AI devel-
opment and cultural perspectives. This diversity provides 
an opportunity to analyze how different countries address 
gender bias in AI.

We performed a review of any document published by 
EU institutions or member states in the AI Ethics Guide-
lines Global Inventory [20]. Ten documents were selected 
and analyzed through a framework developed to understand 
how current European guidelines address gender bias, also 
examining and comparing the proposed solutions. Based on 
this analysis, we defined four recommendations for design-
ing effective guidelines to tackle gender biases in AI.

Even if—as also emerged from our analysis—significant 
overlap may exist in the approaches proposed to mitigate 
other kinds of unconscious biases that lead to discrimination 
(e.g., religious, and ethnic), we deemed it relevant to focus 
on a single kind of bias to elicit the multifaceted aspects 
behind it better. With slight modifications, our framework 
can be adopted to perform a similar analysis on any other 
form of bias.

The proposed framework and recommendations are our 
contribution to tackling the gender bias issue in AI systems. 
Such a contribution falls into the disciplinary field of design for 
policies, where design proposes itself as a transformation agent 
for organizational culture in the private and public sectors. 
Indeed, in recent years, design has evolved beyond the creation 
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of objects, systems and experiences to encompass critical dis-
course and decision-making in social, cultural, and ecological 
contexts [21]. This shift has been embraced by governments, 
fostering collaborations across public, private, community, and 
voluntary sectors for economic and social development [22]. 
Therefore, nowadays, one of the main design’s jobs is to bring 
social awareness and action to complex issues ranging from 
poverty, education, and gender equity [23]. To perform this 
role, design equips itself with approaches, methods, tools, and 
frameworks to support pathways to systemic transformation 
towards a more equitable and sustainable society.

As Peters [24] highlights, effective policy design encom-
passes four key elements:

• Identifying the root cause of the problem (in our case, the 
origins of gender bias).

• Recognizing the available tools and resources (specifi-
cally in existing guidelines).

• Defining the intended goals (which, in our case, involve 
reducing hidden gender biases in AI design).

• Formulating an intervention plan. In our speculative dis-
course, this plan consists of four recommendations.

2  The origins of gender biases in AI

All human beings have biases and misconceptions [25]. In 
general, biases perpetuate inequalities, leading to the exclu-
sion and disadvantage of individuals and groups that are 
already marginalized or vulnerable.

Regarding gender biases, Shields [26] found that one of 
the most remarkable similarities between girls and boys is 
that they are all knowledgeable about gendered stereotypes 
and that this understanding is already evident at young 
ages. However, this finding does not imply that biases are 
always conscious, i.e., deliberate, and that individuals are 
aware of them. On the contrary, biases are often implicit and 
unconscious, and can be influenced by factors such as past 
experiences, cultural stereotypes, and social conditioning. 
Unconscious biases are subtle and hard to detect. Therefore, 
it is fundamental for human beings to acknowledge them and 
their influence over their decisions.

In our literature review on gender bias in AI, we identi-
fied three main issues [15, 27–30]. Hereafter, each of them 
is outlined. A fourth issue will be discussed in the continu-
ation of the article: the scarcity of specific standards and 
guidelines.

2.1  The permanence of gender stereotypes 
in the western world

Most feminists [31] believe that Western society is organ-
ized in a way that turns out to benefit men over women. This 
does neither imply that all men benefit equally from how 

society is structured since society oppresses men to different 
degrees, nor does it mean that all men participate in the sys-
tem’s continuation since men can oppose the oppression of 
other groups. Nevertheless, it indicates a general difference 
in how men and women are treated in society as a whole 
and in how they view themselves and others as gendered 
beings [32, 33].

As AI is built on human-generated data, it can inherit 
human biases, including those related to gender. In essence, 
AI technology reflects the biases entrenched in our culture, 
a complex challenge to address. What we can do in this 
regard is to rectify specific contributing factors to gender 
bias, addressing the lack of gender diversity and improving 
data quality.

2.2  Lack of gender diversity in AI development

The lack of gender diversity in the technology industry is 
one of the reasons which causes AI embedded products to 
be gender-biased, even if this often goes unnoticed [34–36]. 
This tendency is not only observed in western nations [37], 
but is a global practice [38].

Figure 1 illustrates the gender gap in technical positions 
in Europe in 2020. None of the 13 listed jobs have a higher 
female share. If there is a more significant male presence 
when designing an AI-driven system, it is more likely that 
such a system is conceived to suit and please this gender. 
Although this usually goes unnoticed, Intelligent Personal 
Assistants’ default names (e.g., Alexa and Siri) and female 
voices are a good example of this. The designers selected 
this feature because female voices are perceived as ‘sup-
portive’ and ‘humble’. However, using feminine voices rein-
forces the stereotype of female servants and secretaries [34, 
39].

2.3  The poor quality of training data

The sources used to train AI algorithms, including books, 
videos, audios, newspapers, and social media, often contain 
societal biases that the algorithms can learn and reproduce 
[27]. When biased sources are used, and no countermeasures 
are taken, the trained AI algorithm will eventually become 
biased too [41, 42]. However, this is a complex issue that we 
must not trivialize. A good example to outline such a complex-
ity is the hiring domain, where audit studies spanning decades 
have revealed employers’ discrimination against women and 
ethnic minorities [43–46]. Therefore, there has been rapidly 
growing interest in the use of algorithms in hiring, especially 
as a means to address or mitigate bias [47, 48], with proposed 
metrics to combat unfair practices [49]. However, other schol-
ars [50] warn of data-driven algorithms potentially perpetuat-
ing inequalities under the guise of objectivity. A significant 
case is Amazon’s recruitment algorithm which learned from 
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discriminative data and reproduced it by classifying male can-
didates as more suitable than female ones, even if this was not 
the case [51].

Other examples of possibly biased sources are provided 
by contextual word embedding models, such as ELMo and 
BERT that trained on large amounts of text data containing 
gender stereotypes, produce outputs that reflect such biases 
and can inadvertently reinforce existing stereotypes in down-
stream applications [52]. The same goes for AI systems trained 
on images. Testing commercial image recognition platforms, 
Schwemmer et  al. [53] found out that images of women 
received three times more annotations related to physical 
appearance and that women in images are recognized at lower 
rates in comparison with men. According to the authors, these 
encoded biases affect the visibility of women and reinforce 
harmful gender stereotypes.

To prevent this all, ensuring good quality training data is 
one of the biggest challenges. The most frequently used tool is 
the implementation of guidelines and standards, which are the 
focus of our analysis. However, several studies anticipate that 
the number of guidelines addressing gender bias is minimal 
and that they do not always prove effective [34, 54, 55].

3  Reviewing the discourse on gender bias 
in AI

3.1  State‑of‑the‑art literature review

To frame how scholars address the issue of gender bias in 
AI, we performed a state-of-the-art literature review, using 
the method by Webster & Watson [56] and reference-
based-backward searches to identify the most influential 
papers [57]. The Webster & Watson method comprises 
the following steps [58]: (1) Data identification, (2) Data 
selection, (3) Classification and analysis and (4) Direction 
for future research.

We collected relevant literature using refined keywords; 
we searched multiple databases, including Google Scholar, 
the ACM digital library, and our university library. We 
included documents in English, Spanish, French, and 
Italian. The analysis of the total number of papers on AI 
released from 2010 to December 2022 in the ACM digital 
library and Google Scholar showed a significant increase 
in issued articles between 2018 and 2022 (see Fig. 2). 
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Therefore, our analysis primarily covered literature from 
this period. Nevertheless, we considered papers outside 
this timeframe when discovered during reference-based 
backward searches.

In step (1) of the Webster and Watson method, we began 
by selecting the keywords ‘artificial intelligence’ and ‘gen-
der stereotypes,’ resulting in 11 papers published between 
2018 and 2022. To expand our search, we introduced addi-
tional keywords such as ‘gender bias,’ ‘ethical AI,’ ‘AI prin-
ciples,’ and ‘AI guidelines’ in combination with ‘artificial 
intelligence.’ This broadened our dataset to a total of 169 
articles.

Moving on to step (2), we reviewed the titles and abstracts 
of these articles, selecting only the relevant ones for in-depth 
reading of the full text. Papers falling outside the scope of 
our research were excluded, resulting in 33 articles. We then 
conducted a reference-based backward search, which led to 
a final sample of 39 relevant documents.

In step (3), we focused on classifying and analyzing these 
39 articles, as described in the ‘The European Landscape 
of Ethical AI’ section. This analysis was instrumental in 
developing our framework, which we used to analyze the 
10 selected guidelines.

Finally, in step (4), we synthesized the outcomes of our 
state-of-the-art review with insights from the guideline anal-
ysis, as described in the following paragraph. This synthesis 
resulted in one key insight and four recommendations for 
designing guidelines to address gender biases in AI.

Many of the 39 documents relevant to our research 
revolved around guidelines and standards for ethical AI. 
Indeed, the efforts of companies and organizations to 
become more ethically friendly have brought an outbreak in 
the number of AI standards and guidelines issued by nations, 
research institutions, and private companies in the past few 

years. This has triggered the interest of many scholars who 
compared policies issued in the European Union, China, the 
United States, and the United Kingdom.

Thinyane and Goldkind [59] report that, until 2020, 
over 160 AI-related guidelines were published worldwide, 
encouraging researchers to examine their contents and effec-
tiveness to uncover how organizations envision the future 
of AI. Scholars identified specific trends, such as the simili-
tude in the number of issued documents by both public and 
private entities [54, 60, 61], the lack of discussion on the 
topic of gender diversity within the AI community [55] and 
the need to accompany guideline documents with additional 
tools [55, 62].

3.2  Guidelines for ethical AI review

Considering the above, we deemed it relevant to analyze the 
AI guidelines landscape, to understand if and how existing 
guidelines address the gender-bias issue. Indeed, none of the 
analyzed 39 papers delved deeply into the topic of gender 
bias in AI guidelines. Moreover, in terms of geographical 
distribution, most of the analyzed paper either presented a 
global perspective on AI guidelines or focused solely on 
the United States. As said, the EU demonstrated proactivity 
in addressing the topic of AI ethics, therefore we made the 
decision to exclusively evaluate documents issued within 
the European Union. Our search in the AI Ethics Guidelines 
Global Inventory [20] yielded a total of 52 articles from 
European Union institutions or member states, surpassing 
the numbers for the United States (44), China (4), and the 
United Kingdom (19). Within the 27 EU member states, only 
12 have published such documents, as depicted in Fig. 3.

After applying a language filter, we narrowed our focus 
to 35 guidelines published between 2014 and 2021. Figure 4 
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illustrates that most of these guidelines were issued by 
Governments, civil societies, and private businesses. These 
findings align with prior research [54, 60, 61]. Notably, 
Hagendorff [55] emphasizes the importance of government 
involvement in ethical guideline development, as private 
companies often establish principles that primarily serve 
their economic interests rather than the broader societal 
good.

After individually reviewing these 35 guidelines, we 
conducted an in-depth analysis of ten, as presented in 
Table 1. We excluded 18 documents that did not align 

with the purpose of our analysis (e.g., declarations of trust 
or European Union parliamentary meeting minutes). Addi-
tionally, seven were omitted for addressing discrimination 
and gender bias in a cursory manner, often limited to two-
sentence discussions. Among these, a few offered poten-
tial solutions to AI-related discrimination. Nevertheless, 
the ten selected guidelines were chosen for their superior 
quality, meeting criteria encompassing depth, relevance, 
and comprehensiveness in addressing bias prevention, not 
exclusively limited to gender bias.
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The results of our literature review and guidelines analy-
sis are described in the following sections.

4  The European landscape of ethical AI

Guidelines can be seen as rules, principles, or recommenda-
tions, depending on the content or the issuer. Some argue 
that they are ineffective, while others (cited in [54]) state 
that they have proven to influence decision-making in spe-
cific fields.

Benjamins [63] suggests that companies and organi-
zations create guidelines for two reasons: to decide what 
principles to adopt, and to introduce a methodology for 
implementing the principles adopted. Others [54] believe 
that certain issuers worry more about their moral obligation 
than addressing potential ethical pitfalls.

The literature we analyzed in our state-of-the-art review 
tends to compare specific guidelines to determine which 
documents cover more AI-related issues. Non-discrimina-
tion and bias prevention emerge as the most addressed mat-
ters. Some researchers have focused on describing methods 
for companies to identify and successfully implement these 
issues. For instance, Benjamins [63] proposed a three-step 
approach for businesses committed to the responsible use of 
AI but lacking knowledge and experience on it.

Whittlestone et  al. [62] discussed the limitations of 
AI principles, defining them as too broad and ineffective 
to benefit society. They suggest that principles should be 
transformed and formalized into guidelines, standards, and 
regulations. In addition, they agree with other researchers 
[55] on the necessity of accompanying this documentation 
with additional tools useful in situations where conflicts may 
arise. The researchers give several examples where princi-
ples come into conflict in practice and then state that entities 

should focus on solving these tensions, which will result in 
the development of useful and relevant frameworks.

Dignum [64] investigated the current state of ethical AI 
by analyzing guidelines that address ethics and design from 
three different perspectives: ‘by design’, ‘in design’ and ‘for 
design’.

• Ethics by design: the technical integration of ethical val-
ues and principles in AI systems.

• Ethics in design: how entities ensure that AI development 
processes are aligned with ethical principles.

• Ethics for design: the effectiveness of the implemented 
codes of conduct and standards for ensuring developers’ 
integrity as they design, develop, employ, and manage AI 
systems.

The findings of her study have proven to be successful for 
companies and organizations to design and implement meth-
ods that consider all ethical aspects of the design process.

Wagner [65] states that for ethical approaches to be taken 
seriously, they should count on external participation and 
provide a mechanism for independent inspections. To allow 
for this, transparent explanations of why decisions were 
taken should be available.

Benjamins et al. [66] described how Telefónica, a mul-
tinational company that develops and uses AI, has imple-
mented specific tools to minimize the risk of undesired con-
sequences. Sharing the company’s experience is intended to 
encourage and help other organizations promote and imple-
ment good AI practices.

The recent increase in the number and variety of guid-
ance documents confirms the growing interest in AI ethics. 
Additionally, the similar number of such documents issued 
by both public and private entities underscores the signifi-
cance of AI ethics for both sectors [54, 60, 61]. However, 
the content within these documents varies significantly. 

Table 1  Guidelines selected for the analysis

Document name Issuer Date Sector Issuing country

SAP’s guiding principles for artificial intelligence SAP’s AI Ethics Steering Committee 2021 Private Germany
Digital Ethics—A guide for professionals of the 

digital age
Club Informatique des Grandes Entreprises Fran-

çaises (CIGREF)
2018 Civil Society France

For a meaningful artificial intelligence towards a 
French and European Strategy (Mission Villani)

French Strategy for Artificial Intelligence 2018 Government France

Artificial intelligence and data protection Council of Europe 2018 Government Europe
Ethics Guidelines for Trustworthy AI High Level Expert Group on Artificial Intelligence 2019 Government Europe
A framework for the ethical use of advanced data 

science methods in the humanitarian sector
The humanitarian data science and ethics group 2020 Academic Europe

Data ethics decision aid (DEDA) Utrecht university 2017 Academic Netherlands
Data for the benefit of the people Danish expert group on data ethics 2018 Government Denmark
Principios de IA de Telefónica Telefonica 2018 Private Spain
AI UX: 7 Principles of Designing Good AI Products UX studio team 2018 Private Hungary
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Nevertheless, some recurrent themes can be identified, 
such as privacy, accountability, fairness, transparency, and 
explainability.

In terms of geographical distribution, the previously men-
tioned focus on the United States in particular, and on West-
ern countries in general, highlights an unequal participation 
in the AI ethics debate, with an evident underrepresenta-
tion of geographic areas such as Africa, South and Central 
America, and Central Asia. Jobin et al. [54] express con-
cerns about this uneven distribution of issued documenta-
tion. They argue that this produces an unevenness of power, 
leading to more economically developed countries shaping 
this debate, while local knowledge, cultural pluralism, and 
global fairness demands are neglected.

Finally, there is a lack of quantitative research on proving 
the effectiveness of implementing principles, guidelines, and 
toolkits in the private and public sector.

4.1  The analysis’ framework

To what extent have EU companies and organizations imple-
mented standards and tools to prevent gender bias in AI 
systems? We designed a framework for our guidelines anal-
ysis (see the detailed breakdown in the Appendix), based 
on findings from our literature review (refer to Table 2 for 
details).

The framework was aimed to determine the following:

• The level of acknowledgment of gender biases.
• The presence of preferred solutions by entities operating 

in specific sectors.
• The level of detail at which solutions have been imple-

mented in entities.

Unlike other approaches, our framework uses ‘Yes’ or 
‘No’ questions for analysis, making it easier to quantify and 

compare the results. It consists of three sections addressing 
(i) the problem, (ii) the actions, and (iii) the results.

To effectively address a challenge, the initial imperative 
is to recognize and confront its presence [67]. Therefore, the 
first section of our framework was designed to determine 
whether the guideline issuer recognizes gender bias as a 
problem and is aware and capable of understanding its con-
sequences. Questions embedded in this section are intended 
to first give a broad perspective on the use of AI within the 
entity: ‘Does the document state where/how the AI technol-
ogy is used within the company or organization?’, ‘Do they 
develop the AI or integrate it their product/service?’ or ‘Who 
is the product/service targeted at?’. The following questions 
specifically address the issue of gender bias, ‘Is gender bias 
identified and explained as an issue under the fairness and 
discrimination principle’, and also ‘Does the issuer explain 
the potential cause/origin of gender discrimination within 
their company or organization?’.

The second section of the framework focuses on the 
actions, i.e., the solutions and implementation strategies 
proposed to counter-fight gender biases in AI. To the best 
of our knowledge, there is no existing analysis regarding the 
extent to which this AI-related issue has been addressed. 
However, we have drawn from insights in some reviewed 
articles to develop this section. Notably, researchers such 
as those in [55, 62, 64] agree that checkbox guidelines are 
insufficient. Therefore, we have included questions such 
as ‘Are any specific solutions proposed?’. Additionally, to 
assess the level of ethics within the design process, we have 
included the question ‘Will there be any consequences if 
the proposed solutions are not followed/used?’ to cover the 
ethics by design perspective. The question ‘Is there a tech-
nical explanation (code) provided?’ addresses the ethics in 
design perspective [64].

Regarding solution implementation methods, the anal-
ysis aimed not to find the optimum procedure like other 

Table 2  Overview on the state-of-the-art on AI implementation methodologies recommendations

Author Key recommendations

Benjamins (2020) There should be a distinction between principles relevant to governments and those targeted to companies
Benjamins, Barbado and Sierra 

(2019)
The methodology was designed by multi-functional departments
Several solutions were developed to reduce potential risks of AI
Training programs were extended across the company and adapted to different departments

Dignum (2018) Guidelines should address ethics and design from different perspectives (ethics by/in/for Design)
Wagner (2018) Ethical approaches should count with external participation

Transparent explanations on why decisions were taken is crucial
Companies and organizations should develop guidelines which focus on issues which recur in their busi-

nesses activity or in their sector
Whittlestone et al. (2019) Principles are too broad and not enough to produce an effect that will benefit society

Guidelines should be accompanied with specific tools
Focusing on specific conflicts will help to reduce the current gap between principles and practice
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researchers [54], but to understand the level of engage-
ment of companies and organizations in the action stage. 
We addressed this by incorporating the following questions 
‘Does the issuer present an implementation plan/approach 
for the proposed solutions?’, ‘Will everyone in the organiza-
tion or business be affected by this new methodology in the 
same way?’ and ‘Are the proposed solutions meant to be 
used by individuals or collectives?’.

The last section of the framework is intended to investi-
gate the success of the solutions proposed, covering ethics 
for design [64]. To this end, three questions were included: 
‘Has feedback been received from the different stakeholders 
involved in the process?’ ‘Has any literature been published 
on the proposed methodology?’ and ‘Are other businesses 
or organizations using the same approach?’.

4.2  Results of the guidelines’ analysis

For each of the ten selected guidelines, we completed a 
framework form to assess the level of detail at which the 
issue of gender bias is addressed and the success of proposed 
solutions. Table 3 summarizes the findings, showing, for 
each guideline, the presence of the following aspects:

• A description of where and how AI is used within the 
company or organization.

• Identification of gender bias as a specific issue.
• Solution(s) to prevent gender bias or discrimination.
• An implementation plan.
• Proof that the proposed solutions have been successful/

unsuccessful.

In Table 3, when a guideline discusses any of the men-
tioned points, the corresponding cell is marked with an 
‘X.’ Notably, our analysis reveals that not even half of the 
guidelines address more than half of these aspects, and none 
address all five.

From the queries under Sect.  1 of the framework—
Problem Identification—we found that only two documents 
explicitly stated where or how AI technology is used within 
their organization. Even more striking is that only one of 
the analyzed guidelines—‘For a Meaningful Artificial Intel-
ligence Towards a French and European Strategy’ (Mission 
Villani) by the French Strategy for Artificial Intelligence 
(FSAI)—considers gender bias as a specific issue. The FSAI 
recognizes that the potential origin of gender bias is poor 
data quality and pre-existing bias in society. Therefore, in 
their report, they discuss inclusiveness and diversity in the 
technological sector in France, proposing several solutions 
to the reduced number of females studying computer sci-
ence, the limited representation of female engineers in the 
digital industry and within executive committee, and the 
gender pay gap. For example, they suggest initiatives like 
teaching coding to girls and setting targets for female enroll-
ment in digital courses.

The remaining nine guidelines take a broader approach, 
addressing multiple biases at once, including gender and 
religious bias, under-representation of minorities, and ethnic 
discrimination. However, addressing multiple biases simul-
taneously raises some concerns, as it may not effectively 
tackle any of them due to their often-unconscious nature. As 
a result, specific issues like gender bias potentially remain 

Table 3  Summary of findings

Issuer Where/how AI is used 
within the company or 
organization

Gender bias identi-
fied as a specific 
issue

Solution (s) to prevent 
gender bias or discrimi-
nation

Implemen-
tation plan

Proof that the proposed 
solutions have been 
successful/unsuccessful

SAP’s AI ethics steering 
committee

X

CIGREF X X
French strategy for artifi-

cial intelligence
X X

Council of Europe X X X
High level expert group 

on artificial intelligence
X

The humanitarian data 
science and ethics group

X

Utrecht university X X X
Danish expert group on 

data ethics
X X

Telefonica X X X X
UX studio team X
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underdeveloped. It is indeed challenging to propose accurate 
solutions if biases are not clearly identified.

Nevertheless, all ten guidelines propose at least one solu-
tion to mitigate bias and discrimination. Table 4 provides 
insights into the tools and resources most recommended.

Overall, our analysis underscores the need for more tar-
geted efforts to address specific biases and calls for action 
from designers to develop targeted tools for addressing these 
issues.

The second section of the framework, labeled ‘Action 
Implementation’, revealed that just three out of ten docu-
ments presented an approach to implement the proposed 
solutions (refer to Table 3 for details). The depth and speci-
ficity of these implementation plans vary, largely due to dif-
ferences in sectors.

On the one hand, Utrecht University developed the Data 
Ethics Decision Aid (DEDA), a toolkit designed to facili-
tate initial brainstorming sessions aimed at mapping ethi-
cal issues in data projects [68]. This toolkit shows that this 
institution believes that businesses should establish ethical 
guidelines not only for specific projects but also for their 
daily activities.

On the other hand, the guidelines of Telefónica—a pri-
vate company—are very specific on how to implement 
ethical solutions and who would be affected by them. Their 
approach begins with defining values and boundaries. Sub-
sequently, they offer both technical and non-technical online 
training to all employees, with the length and duration of 
training varying based on employee profiles. An online 
checklist is also in place for workers involved in creating AI. 
Additionally, they offer various technical tools, developed 
both internally and externally, to mitigate potential issues. 
Lastly, a governance model is integrated to assign responsi-
bilities and escalate concerns that developers cannot resolve 
using the aforementioned tools.

Regarding the target audience, these two examples rep-
resent a contrast between a generic and a ‘custom-made’ 

approach, illustrating how complex implementing a solution 
can be. DEDA is designed for businesses and organizations, 
even if their implementation approach might seem too gen-
eral. However, it can be adjusted and personalized for any 
company’s needs. Telefónica’s implementation approach, 
conversely, was specifically tailored to the company’s activi-
ties. While other businesses can follow a similar plan, some 
adjustments may be necessary.

Out of the ten documents, only four state that the pro-
posed solutions were ‘successful.’ In assessing the evidence 
behind such a declaration, we considered the specific nature 
of the issuer.

The documents released by CIGREF [69] and the Coun-
cil of Europe [70] highlight ongoing campaigns that align 
with the solutions they have proposed. Given that the issu-
ers operate in the civil society and government sectors, 
respectively, this approach is considered acceptable. Indeed, 
guidelines issued by governing bodies are typically broader, 
intended to guide other organizations to adapt them to their 
day-to-day activities.

On the other hand, Telefónica’s approach was considered 
successful for two reasons. First, they stated that the pro-
posed approach was adapted from other methods that have 
already proven to be effective. Second, the company has 
published various papers [63, 66] explaining and discussing 
this matter.

In the case of other private companies, it is surprising that 
there is no mention of whether different stakeholders within 
the business have provided feedback on the implemented 
solutions. This is a potential pitfall since ensuring stake-
holders’ participation in all stages is crucial to keep them 
motivated and encourage them to use bias mitigation tools.

Worth noting is that while four issuers presented proof 
of implementation approaches or solutions being success-
ful, none of these have been quantitatively measured. Such 
measurements could provide a more robust evaluation of 
success in addressing bias and discrimination.

Table 4  Most common solutions

Issuer Checklist/ques-
tionnaire

Training Bias prevention 
algorithm

Diversity team or eth-
ics committee

Other

SAP’s AI ethics steering committee X
CIGREF X X X
French strategy for artificial intelligence X X X
Council of Europe X X
High level expert group on artificial intelligence X X X X X
The humanitarian data science and ethics group X X X X
Utrecht university X
Danish expert group on data ethics X
Telefonica X X X
UX studio team X
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Table 4 provides insights into the tools and resources 
most recommended in the ten analyzed guidelines. Check-
lists and questionnaires are the most common solutions. 
Notably, five of the six guidelines that proposed imple-
menting checklists or questionnaires also suggested at least 
another solution. This aligns with published findings on the 
need to accompany checklists with additional resources to 
prevent (gender) bias.

The next most popular solution recommended in the 
guidelines is the creation of diversity teams or ethics com-
mittees, followed by training courses and the implementa-
tion of bias prevention algorithms. It is worth noting that 
none of the documents proposing this last solution provided 
a technical explanation of the algorithm to be implemented.

The results did not reveal any specific trend as to whether 
certain sectors preferred some solutions or others. Check-
lists, diversity committees, and training courses are the most 
common solutions. However, many issuers proposed addi-
tional solutions that were reviewed and grouped.

Several documents called for creating auditing platforms 
or committees, others for introducing ethical certifications 
such as those submitted for products made from recycled 
materials. Guidelines such as DEDA, HDSEG, and DEGDE, 
which focus on data ethics, suggest creating data custodian 
departments to control the type of training data provided to 
the engineers. Finally, other propositions involved raising 
incentives to conduct more research regarding ethical AI and 
allowing for users' feedback. This means testing algorithms 
with real users and incorporating features to enable users 
to provide inputs and feedback to be used as training data.

5  Four recommendations to tackle gender 
biases in AI

AI is a new and complex matter; thus, it is not surprising 
that there is still a small number of guidelines available 
and that—as our analysis shows—only few companies or 
organizations consider the overall spectrum of ethics by/
in and for design. The AI industry is in its early stages, and 
it’s currently exploring the most effective approaches and 
solutions. Additionally, we acknowledge the perspective put 
forth by scholars who suggest that some documents might 
be issued as part of a marketing strategy to showcase an 
organization’s commitment.

Determining the key elements of an effective guideline 
can be challenging, given the significant variation in docu-
ment content, depending on the sector, target audience, and 
EU country. Nevertheless, our state-of-the-art literature 
review and analysis of the ten guidelines reveal one crucial 
insight and four recommendations. All of them point to the 
need for governments and other entities to work collabora-
tively, providing each other with continuous feedback.

The insight is that guidelines should be structured along 
two dimensions: general principles for AI ethics and specific 
issues falling under those principles. In practical terms, gov-
ernments should define overarching principles like fairness 
and non-discrimination, while companies should outline 
their approaches to specific issues, like gender bias, within 
these broader principles.

To incentivize companies and organizations to innovate 
and find new solutions, governments can consider offering 
economic incentives or EU-approved ethical certifications, 
such as ‘non-gender-biased approval seals’, to companies 
that successfully develop or implement solutions. Another 
interesting initiative proposed by the DEGDE [71] is mak-
ing companies declare their data ethics policies as part of 
their annual financial statement. To adapt such an initiative 
to gender bias mitigation, companies can be asked to show 
their employees’ diversity level.

Moreover, the following four recommendations are 
designed to enhance guidelines addressing gender biases.

1. Proposed solutions should be specific to a single 
issue, not a principle. Moreover, solutions must be more 
than a simple checklist.

To better understand the relationship between principles 
and issues in AI guidelines, we can draw an analogy with 
books. In this analogy, principles can be likened to chapters 
in books, while specific matters correspond to subsections. 
Just as chapters in a book are distinct but related sections, 
the issues or subsections under a principle are not necessar-
ily interrelated, but they all fall under the umbrella of that 
principle.

One of the most common principles we have observed in 
literature is fairness and non-discrimination. As highlighted 
in the report by Fjeld et al. [61], specific issues must be 
addressed under this principle, including bias prevention, 
the use of representative and high-quality data, promoting 
equality, and ensuring inclusiveness in design. Proposing 
a non-discrimination questionnaire that engineers must fill 
in while developing an algorithm would possibly prevent 
bias. However, addressing issues related to poor-quality data 
or achieving equality requires additional resources, such as 
measures to ensure equal pay or the establishment of diver-
sity committees.

It is worth noting that most of the solutions presented 
in the analyzed guidelines have been developed to address 
discrimination in general, and there are relatively few design 
tools specifically created for gender bias prevention. This 
underscores the need for action on the part of designers to 
develop tools tailored for addressing gender bias. It is also 
worth considering that some tools designed to prevent dis-
crimination could be adapted for gender bias. However, it 
is important to recognize that many researchers have dem-
onstrated that using a single tool (above all if this tool is 
a checklist) may be insufficient to comprehensively solve 
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the problem (for further insights on this point, see the third 
recommendation).

2. Solutions and implementation methods should be 
both transparent and adapted to the level of involvement 
of employees with AI technology.

Transparency is critical when implementing a new 
method, especially in the context of AI and ethics. In compa-
nies, ensuring transparency means that everyone within the 
organization should be well-informed about the issues related 
to AI ethics and understand how the proposed solutions are 
intended to address these concerns. Furthermore, achieving 
transparency also entails recognizing the varying levels of 
involvement and knowledge different departments or individu-
als may have with AI technology. Some departments or team 
members may already possess a strong understanding of AI 
and its ethical implications, while others may be relatively 
new to the field. Tailoring transparency efforts to match the 
specific needs and knowledge levels of each department or 
individual can help ensure that everyone is on the same page, 
fostering a more cohesive and informed approach to AI ethics.

3. The proposed solutions should be tested with stake-
holders and allow for feedback.

Solutions should be validated in advance through engage-
ment with the affected stakeholders, encouraging an ongoing 
feedback loop to foster a culture of continuous improvement. 
The success of these solutions should be quantified, and the 
results shared with relevant stakeholders to ensure account-
ability and build of trust. This includes measuring the 
reduction in gender bias compared to the absence of these 
solutions or testing and comparing different approaches, as 
demonstrated by CIGREF [69] in their guidelines.

In line with [65], it is recommended that all private com-
panies conduct both external and, where feasible, internal 
audits focused on AI ethics. These audits play a crucial role 
in maintaining control over ethical practices and verifying 
that prevention procedures are consistently adhered to.

Additionally, as emphasized by several issuers, including 
SAP [72], the Council of Europe, the HLEG [73], and Tel-
efónica [74], ethics or diversity committees should be cre-
ated to address complex issues that may not be fully resolved 
through the provision of tools to designers and engineers.

Telefónica’s approach serves as a model for effective 
implementation. However, it is essential to stress the impor-
tance of enabling and facilitating feedback mechanisms in 
these processes.

4. Guidelines issued by governments should include a 
list of successful initiatives.

Government-issued guidelines should not only outline the 
principles and best practices for addressing gender bias and 
discrimination in AI, but also include a list of existing initia-
tives that have already proven successful. Such a compilation 
can serve as a reference point for all companies seeking to 
implement ethical AI practices effectively. By highlighting 

initiatives that have demonstrated their value, these guide-
lines can guide companies toward adopting strategies that 
have a track record of success. Notably, some forward-
thinking guidelines, such as those issued by CIGREF and 
the Council of Europe, already include this valuable resource. 
Their inclusion of successful initiatives sets an exemplary 
standard for sharing best practices within the AI ethics 
domain, ultimately benefiting a wide array of organizations 
in their quest to combat gender bias and discrimination.

5.1  The central role of gender diversity

Unlike other issuers that state that gender bias or discrimi-
nation is solved by providing engineers with good-quality 
training data, the FSAI discusses other topics such as gender 
equality and diversity. Our analysis highlighted the recur-
rence of the issue of gender diversity as a crucial indicator 
that could drastically reduce gender bias in AI systems.

As [55] pointed out, the discourse of AI ethics is primar-
ily shaped by men, which explains the limited consideration 
of gender bias as a specific issue in guidelines, as confirmed 
by our analysis. Therefore, it is crucial to promote gender 
diversity in technological companies and organizations to 
break the cycle that perpetuates gender bias.

Figure 5 summarizes the four key issues driving gender 
stereotypes in AI, as discussed in this article.

Diversity is positioned at the top of the diagram, serving 
as the catalyst for solutions that influence the subsequent 
issues. Data are placed at the bottom of the diagram, repre-
senting the final step toward achieving unbiased systems. As 
mentioned earlier, while data plays a significant role in AI 
ethics, addressing other factors is essential before attaining 
high-quality data.

Fostering diversity within a company, university, or 
organization can have a profound impact on its culture and 

Gender 
Diversity

Standards, 
guidelines and 

toolkits

Data

Organiza�onal 
Culture

Fig. 5  How diversity can positively impact other factors affecting 
gender bias in AI
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decrease biases, directly influencing the quality of data 
used to train AI algorithms. Moreover, promoting diversity 
within such entities is instrumental in shaping robust ethi-
cal guidelines and standards. This approach ensures that a 
broader spectrum of perspectives, including those of various 
groups and minorities, is considered, ultimately leading to the 
development of more effective mechanisms for detecting and 
preventing subpar training data in algorithms. The culmina-
tion of these improvements results in a significantly higher 
success rate in preventing bias during the AI design process.

Many AI experts [15, 29, 41, 55] have analyzed differ-
ent ethical issues within AI, yet they all agree that gender 
diversity is the key factor to avoiding the development of 
discriminative algorithms.

Some may argue that fostering diversity into their organi-
zation requires time and resources. However, numerous stud-
ies have shown that diversification offers multiple benefits. 
For example, a Boston Consulting Group study [75] found 
that companies, especially in the technology sector, with 
more diverse teams experience a 19% increase in revenues 
due to innovation. Additionally, businesses with more women 
tend to be more profitable. A Pew Research Center survey 
[75] indicates that females are 34% more likely to exhibit 
honesty and ethics, 30% more likely to provide fair pay and 
benefits, and 34% more adept at finding compromises.

In the long term, governments should collaborate with 
educational institutions to introduce ethics education from 
an early age [76]. Schools can host workshops to inspire 
young girls to pursue engineering and technological fields, 
offering insights into the exciting aspects of tech careers and 
providing role models. Replicating successful coding educa-
tion campaigns from several Asian countries can be benefi-
cial. European technical universities should also intensify 
efforts to achieve gender balance among both the students’ 
cohort and in the academic staff.

It is essential for companies, organizations, universities, 
and governments to incorporate diversity within their teams, 
setting in motion a chain of positive effects to combat gender 
bias in AI systems. However, it is crucial to acknowledge 
that this is a long-term process, requiring several years to 
witness substantial results. Cultural change takes time, and 
resistance to change is inherent to human nature [77].

6  Conclusion

We explored how design can combat gender bias in AI 
systems and formulated four recommendations based on 
a literature review and an assessment of ten EU AI ethi-
cal guidelines. Most guidelines lack details on how AI is 
used within the organization and do not explicitly address 
gender bias specifically but discrimination more broadly. 
The most common solutions to discrimination include 

checklists, questionnaires, diversity or ethics committees, 
and employee training. Quantitative proof of implemen-
tation success, solution effectiveness, and user feedback 
consideration is often lacking.

Gender diversity is identified as a crucial issue from 
our analysis. Promoting diversity within organizations 
improves culture, reduces societal biases, positively 
impacts data used for AI training, and results in more 
accurate guidelines and standards. This, in turn, leads 
to better mechanisms for detecting and preventing poor-
quality training data, ultimately enhancing gender bias 
prevention in AI design.

Our analysis framework and recommendations con-
tribute to addressing gender bias in AI, falling within the 
realm of design for policies, where design plays a trans-
formative role in organizational culture.

6.1  Limitations of the study and future work

This article has shed light on the current state of gender 
bias within European guidelines, supported by relevant 
literature wherever possible. However, it is important to 
acknowledge the limitations of this investigation. Nota-
bly, the analysis was confined to guidelines from a single 
database [20], which may not capture all relevant policies 
published in other databases or on issuer websites.

Furthermore, while we have proposed recommenda-
tions for comprehensive guidelines and highlighted the 
significance of gender diversity as a catalyst for eliminat-
ing gender bias in AI systems, these ideas have not been 
empirically tested.

Our investigation has revealed that gender bias is hardly 
addressed in AI ethical guidelines issued by EU institutions 
or member states, despite all the ten analyzed documents 
proposing solutions to prevent discrimination. Future 
research should explore whether similar trends in address-
ing gender bias exist in other regions worldwide, which 
could inform best practices and activism in this domain.

Subsequent investigations should focus on quantitative 
assessments of the implementation of standards and tools 
to mitigate gender bias in AI systems by companies and 
organizations. Evaluations of solution effectiveness and 
potential conflicts between initiatives should also be con-
sidered. Such research has the potential to lay the founda-
tion for the development of a grading system, quantifying 
the efforts of entities in preventing gender bias.

Appendix

Framework developed for the analysis of the guidelines. The 
framework consists of three sections: 1. Problem identifica-
tion, 2. Action implementation and 3. Feedback.
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