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Abstract
Presently, most business-to-consumer interaction uses consumer profiling to elaborate and 
deliver personalized products and services. It has been observed that these practices can be 
welfare-enhancing if properly regulated. At the same time, risks related to their abuses are 
present and significant, and it is no surprise that in recent times, personalization has found 
itself at the centre of the scholarly and regulatory debate. Within currently existing and 
forthcoming regulations, a common perspective can be found: given the capacity of micro-
targeting to potentially undermine consumers’ autonomy, the success of the regulatory 
intervention depends primarily on people being aware of the personality dimension being 
targeted. Yet, existing disclosures are based on an individualized format, focusing solely 
on the relationship between the professional operator and its counterparty; this approach 
operates in contrast to sociological studies that consider interaction and observation of 
peers to be essential components of decision making. A consideration of this “relational 
dimension” of decision making is missing both in consumer protection and in the debate 
on personalization. This article defends that consumers’ awareness and understanding of 
personalization and its consequences could be improved significantly if information was 
to be offered according to a relational format; accordingly, it reports the results of a study 
conducted in the streaming service market, showing that when information is presented in 
a relational format, people’s knowledge and awareness about profiling and microtargeting 
are significantly increased. The article further claims the potential of relational disclosure 
as a general paradigm for advancing consumer protection.
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Preliminary Considerations

It is widely acknowledged that the majority of business-to-consumer (B2C) interaction is 
based on consumer profiling and that individuals’ data are increasingly used as a tool to 
elaborate and deliver personalized products and services (Helberger, 2016).

With the development of automated analysis strategies and AI-based techniques, firms 
are able to personalize different aspects of commercial interaction, ranging from the modes 
of the offer—e.g., via behavioural advertising and microtargeting (Boerman et al., 2017)—
to the prices (Ezrachi & Stucke, 2016; Wallheimer, 2018) and even the specific features of 
products (Domurath, 2019).

In general terms, it has been observed (Article 29 Data Protection Working Party, 2017) 
that these practices are—or at least can be—welfare-enhancing if they are properly regu-
lated. From the perspective of the firm, the personalization of B2C interaction by means of 
profiling can help manage the costs for production, simplify the identification of the target 
market, and support the development of effective commercial strategies and advertising. 
As far as consumers are concerned, profiling reduces information search costs, helps iden-
tify desired products, and—if certain conditions are met—enhances consumers’ access to 
goods and services by allowing for price discrimination (Zuiderveen Borgesius & Poort, 
2017).

At the same time, risks related to unregulated abuse of personalized commercial prac-
tices are present and significant: using personalizing technologies to match individual users 
to target audiences and even to create predictive profiles might result inter alia in violation 
of users’ data protection and privacy, unjust discrimination based on the analysis of pro-
tected factors, and manipulation of consumers’ decision making to the detriment of com-
petitors (Wachter, 2020).

Also—from a macro perspective—the growing relevance of data as a functional ele-
ment being incorporated into personalized commercial interactions has been identified as 
a major power shift asset for Big Tech and platforms able to leverage economies of scale 
related to data processing and therefore to acquire overwhelming market power (Graef, 
2015; Petit & Teece, 2021).

These risks operate at the crossroads of different interests and rights related to individu-
als and to the market as a whole; it is no surprise, therefore, that in recent times, profil-
ing and microtargeting have found themselves at the centre of the scholarly and regulatory 
debate across the USA and Europe (Busch, 2019).

In the European framework, as far as existing bodies of law are concerned, the capa-
bility of the General Data Protection Regulation1 (GDPR) to provide effective regulation 
of the data management and processing methods implemented in profiling algorithms has 
been thoroughly inspected (Dobber et al., 2019; Eskens, 2016; Malgieri, 2021; Wachter, 
2018); also, competition law was identified as a potential tool to tackle the structural distor-
tions caused by personalized practices occurring at market level (Ezrachi & Stucke, 2019; 
Mundt, 2020; Picht & Tazio Loderer, 2019).

Personalized practices are also taken into major consideration in currently in-develop-
ment regulatory projects. The manipulative capacity of AI is identified as a pivotal risk 

1 Regulation (EU) 2016/679 on the protection of natural persons with regard to the processing of personal 
data and on the free movement of such data, and repealing Directive 95/46/EC (2016) OJ L 119.
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in the Proposal for a Regulation on Artificial Intelligence (AI Act or AIA)2; the AIA 
expressly forbids the use of AI techniques that deploy subliminal methods to materially 
distort a person’s behaviour or that exploit the vulnerabilities of a specific group of persons 
to cause them physical or psychological harm (Art. 5(a) and (b)). In light of recent debates, 
it is possible that even a ban of these technologies might be approved in the near future, 
especially when they are used in extremely delicate areas related to the preservation of 
the democratic process and fundamental rights—as in the case of political microtargeting 
(Eskens et al., 2017).

Yet, given the currently intense use of profiling in the commercial context, and the 
potential of tailored market practices to limit the autonomy of consumers in choosing and 
identifying products of their interest or, in general, in their transactional decision making, 
a substantive body of literature exists that is focused on the role that consumer and private 
law can play in empowering individuals against these phenomena.

As far as private law is concerned, the impact of tailored interactions has been scruti-
nized under the lens of rules on defective consent (Davola, 2021); on the other hand, when 
examining the role that consumer law can play in tackling the risks connected to unregu-
lated personalization of commercial interactions, the framework laid down by the Unfair 
Commercial Practices Directive (UCPD)3 and by the Directive on Consumer Rights4 
(especially in light of the innovations proposed in the New Deal for Consumers5 and the 
amendments subsequently introduced by the Modernization Directive6) has been of par-
ticular interest (Galli, 2021; Hacker, 2021; Laux et al., 2021; Sartor et al., 2021).

Within such a heterogeneous framework, a common perspective across the different reg-
ulations seems nevertheless identifiable: given the capacity of microtargeting to potentially 
undermine consumers’ autonomy, the success of the regulatory intervention depends pri-
marily on people being aware of the personality dimension being targeted. Enabling con-
sumers to understand what platforms do with their data and what users’ choices imply and 
to then translate this knowledge into measurable behaviours (e.g., by prompting people to 
adjust their privacy settings) is identified as an essential step towards regaining autonomy 
and promoting genuine self-determination (Lorenz-Spreen et al., 2021).

As a consequence—and consistent with the traditional role that information is acknowl-
edged to have in consumer law—disclosure rules arose as a cornerstone in regulating 

2 Proposal for a Regulation of the European Parliament and of the Council laying down harmonized 
rules on Artificial Intelligence (Artificial Intelligence Act) and amending certain Union Legislative Acts 
Com/2021/206 final.
3 Directive 2005/29/EC of the European Parliament and of the Council of 11 May 2005 concerning unfair 
business-to-consumer commercial practices in the internal market and amending Council Directive 84/450/
EEC, Directives 97/7/EC, 98/27/EC and 2002/65/EC of the European Parliament and of the Council and 
Regulation (EC) No 2006/2004 of the European Parliament and of the Council [2005] O JEC L 149/22 
(UCPD).
4 Directive 2011/83/EU of the European Parliament and of the Council of 25 October 2011 on consumer 
rights, amending Council Directive 93/13/EEC and Directive 1999/44/EC of the European Parliament and 
of the Council and repealing Council Directive 85/577/EEC and Directive 97/7/EC of the European Parlia-
ment and of the Council [2011] OJ L 304, 64–88 (hereafter CRD).
5 Communication from the Commission to the European Parliament, the Council and the European Eco-
nomic and Social Committee. A new deal for consumers Brussels [2018] COM 183 final.
6 Directive (EU) 2019/2161 of the European Parliament and of the Council of 27 November 2019 amend-
ing Council Directive 93/13/EEC and Directives 98/6/EC, 2005/29/EC and 2011/83/EU of the European 
Parliament and of the Council as regards the better enforcement and modernisation of Union consumer pro-
tection rules [2019] OJ L 328/7 (Modernisation Directive).
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microtargeting; various bodies of law mandate that consumers are provided with infor-
mation regarding the personalized nature of what they observe on the market, and this 
approach is likely to be followed in forthcoming regulations as well.

At the same time, it shall be underlined that information-based strategies do not come 
free from any concern, and doubts have been cast over their functioning. This is mostly 
because consumers experience a significant number of vulnerabilities and bias when 
assessing the relevance and quality of information: Individuals systematically suffer from 
cognitive bias, experience information overload, and are overall less efficient in under-
standing information than what the rationalist economic analysis of decision-making 
postulates (Jacoby, 1984; Kahneman, 2011; Mahlotra, 1982; Thaler, 1985). In order to 
overcome these shortcomings, scholars have argued that information should be limited to 
a minimum, functional amount (Ayres & Schwartz, 2014; Marotta-Wurgler, 2012; Sun-
stein, 2020), that bias should be taken into account when designing disclosure in order to 
unconsciously stimulate pro-social behaviours (Alemanno & Sibony, 2015; Hacker, 2016; 
Thaler & Sunstein, 2008), or that a more prominent role should be given to market supervi-
sion over consumers’ empowerment (Larsson, 2018). Yet, even if there is wide consensus 
regarding the shortcomings of information obligations, they still constitute a primary rec-
ommendation for legislative actions, with the regulation of personalized practices being no 
exception (BEUC, 2021).

Alongside, recent contributions have also focused on the format of disclosures: Legal 
design studies aim at providing effective and empowering information by re-designing 
their structure and simplifying them by using tools related to visualization and graphics 
(Corrales Compagnucci et al., 2021; Hagan, 2016; Rossi et al., 2019).

Nonetheless, it is worth observing that all attempts to rethink disclosure across regula-
tions are still based on the individualized format of the model, focusing solely on the rela-
tionship between the professional operator and its counterparty that characterizes existing 
rules. For example, when a disclosure duty regarding profiling is present, a company must 
inform the consumer about which of her data it is using, that she is being profiled, and that 
the price she receives is indeed personalized.

This approach operates in contrast with sociological studies that consider interaction and 
observation of the surrounding environment to be essential components of decision mak-
ing: growing evidence shows that people do not learn from their own personal experience 
only, but also from watching what their peers do and what happens to them when they do 
it. In particular, social learning theory (SLT) relies on the idea that people learn from their 
interactions with others in social contexts and that observing third parties’ experiences is a 
determinant to becoming aware of phenomena (Bandura, 1977). Interestingly—if the con-
ditions allow for peer observation—this effect also takes place in online environments (Hill 
et al., 2009). Over the years, the SLT framework has been employed to investigate—among 
other issues—the consumption dynamics for different sets of goods and services such as 
digital content, energy, and traditional physical products (respectively Kent & Rechavi, 
2020; Moretti, 2011; Wilhite, 2014), as well as for the development of policy strategies 
related to governance models, crime prevention measures, and public expenditure (Cas-
taneda & Guerrero, 2019; Nicholson & Higgins, 2017; Hall, 1993).

A consideration of this, we might say, “relational dimension” of decision making, 
is largely absent in the current framework for consumer protection, however, and it is 
missing in the debate on regulating personalization as well. This aspect is particularly 
problematic when we consider that the creation of micro-segmented markets—in which 
consumers are not able to observe their peers and compare respective choices—is a 
structural element in personalized practices. Consumers exposed to a personalized offer 
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for a product only see a minor (individually created) subset within the whole assortment 
of products of the same kind that are present on the market; no information is provided 
about what is happening to other people, what they are seeing, and at which conditions 
and prices. Hence, consumers are deprived of general understanding regarding the state 
of the market and the behaviour of their peers, which might be significant for them to 
develop purchase preferences consciously and autonomously.

Building on SLT, we defend that the introduction of a relational dimension in con-
sumers’ decision making regarding personalized practices—i.e., the creation of a condi-
tion in which consumers are able to compare their own personalized offers to what is 
being offered to individuals with similar or different characteristics—can significantly 
improve consumers’ awareness. For such a situation to occur, information should be 
offered according to a relational format that is a form allowing for comparison and peer 
observation.

In our view, such an amendment would promote effective transparency in terms of 
consumers’ understanding of personalization and its consequences, which demonstra-
bly enables them to better fathom what platforms do with their data, how profiling algo-
rithms process them, and what their choices imply. Accordingly, we envisioned a system 
of contextualized disclosure and tested it in the provision of personalized services. This 
article reports the result of a study conducted in the streaming service market, in which 
we show that when information is presented in a relational format, people’s knowledge 
and awareness about profiling and microtargeting are significantly increased, and consum-
ers understand with better clarity what these techniques are, how they function, and are 
consequently more open to evaluate if they want their information to be acquired and to 
eventually reconsider the transactions that require them to provide data. Overall—and con-
sidering the need for further research in different settings—the study provides a first set of 
evidence suggesting that relational disclosure could arise as a regulatory paradigm able to 
advance consumer protection in the digital environment.

The “Disclosure as a Regulatory Tool in Consumer Law” section begins by describing 
the conceptual background behind the research hypothesis, briefly reflecting on the role 
of disclosure as a regulatory strategy in consumer law and in addressing personalization. 
The “The Absence of a “Relational” Concept in the EU Disclosure Framework and Its Rel-
evance in Regulating Personalized Interactions” section then highlights the individualized 
nature of disclosure rules in existing and in-development EU laws that are relevant to the 
topic of personalization; it then introduces—drawing from SLT—the concept of “relational 
disclosure” and highlights its relevance in the context of personalized interactions. The 
“Testing Relational Disclosure on Consumers: a Study on Personalized Services” section 
provides the article’s core contribution by reporting the design, methods, and results of our 
online experiment: We show that employing a system of relational disclosure in the field of 
personalized services has a major effect on consumers’ subjective understanding of these 
techniques and their willingness to disclose (WTD) their data. The “Discussion” section 
looks at the implications of our findings for consumer law, in order to argue that the intro-
duction of a “relational” approach that improves people’s competence to detect and under-
stand personalization should be part of ongoing policy developments aimed at increasing 
platforms’ transparency and users’ autonomy. Lastly, the “Towards a General Paradigm of 
Relational Disclosure? Limitation of the Study, Perspective for Further Research, and Con-
cluding Remarks” section illustrates the current limitation of the study, laying the ground 
for further research to be conducted in the field of relational disclosure, and explores the 
possibility of extending our findings in order to establish a general paradigm of relational 
disclosure.

5No Consumer Is an Island—Relational Disclosure as a Regulatory…
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Disclosure as a Regulatory Tool in Consumer Law

Disclosure duties are a major cornerstone in consumer protection. European directives 
contemplate long lists of standardized information duties that companies must provide 
consumers before, throughout, and after the provision of goods and services (Busch, 
2016). Mandatory information pertains to the main characteristics of marketed products 
and services, to the obligations of the provider, and to the rights to which her counter-
party is entitled; information must be given regarding a product’s expected functioning, 
its modes of use, and its conformity with the contract (Carvalho, 2019; Wilhelmsson & 
Twigg-Flesner, 2006). More generally, consumer law requires that a consumer disclosed 
all the information deemed relevant for her transactional decision making(see, e.g., Art. 
5 UCPD). Such information must be provided in a clear, correct, and comprehensible 
way; therefore, information that is incomplete, misleading, factually incorrect, or likely 
to cause errors on the side of the consumer is susceptible to activating a set of rem-
edies in her favour and, eventually, actions by consumer organizations and administra-
tive authorities (Whittaker, 2008). Besides public sanctions, remedies against misinfor-
mation are heterogeneous, going inter alia from the general voidability of the contract 
to the non-application of a specific clause, from establishing a right to withdrawal and 
compensation in favour of the consumer, to shifting the burden of proof and liability 
regime to the producer’s side (Micklitz, 2013; Wilhelmsson, 2003).

The reasons behind consumer law’s heavy reliance on disclosure duties as means of 
protection have been thoughtfully inspected by legal scholars. First, duties to inform 
are a “cheap” regulatory tool: once they are created, extending their scope or content 
does not usually require significant expenditure or economic resources (Seizov et  al., 
2019). In addition, disclosure rules are perceived as less invasive than interventions that 
directly constrain behaviours, such as command-and-control policies; therefore, they 
only occasionally face strong opposition by the industries and usually enjoy bipartisan 
political support. Furthermore, and in accordance with the neoclassical theory of deci-
sion making and with the conception of consumers as homini oeconomici, information 
is expected to reduce search costs and to enable market actors to better identify the 
products and services they are interested in. From a market perspective, increased avail-
ability of information is also supposed to lead to better pricing and, at the same time, 
to foster competitiveness on the market, as it reduces the information asymmetry that 
professionals enjoy over consumers (Beales et  al., 1981; Fung et  al., 2007; Marotta-
Wurgler, 2012; Schwartz & Wilde, 1979).

Even if, due to these expectations, disclosure duties emerged as a founding feature of 
consumer law, in recent years, the abovementioned rationale for their adoption has been 
strongly disputed: many behavioural and experimental scholars defend that disclosure 
is largely overrated as a regulatory and empowerment tool, since consumers systemati-
cally experience cognitive bias and information overload, and, more generally, display 
bounded rationality when processing information for decision-making purposes (Bar-
Gill, 2008; Gigerenzer & Selten, 2001; Simon, 1982). Hence, it has been questioned 
whether the quantity of information provided to a consumer and her awareness thereof 
should be deemed to be strictly related or if, on the contrary, after reaching a certain 
threshold, providing additional information should be considered relatively insignificant 
or even detrimental to decision making (Issacharoff, 2011).

Yet, and even if EU institutions acknowledged that behavioural studies could 
provide insightful evidence regarding the modes and effectiveness of disclosure 
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obligations—and have critically re-evaluated their utility (see Baggio et  al., 2021)—
information duties are still dominant in consumer law.

This can be observed also when regulation specifically devoted to profiling and per-
sonalized commercial practices is considered; as we will observe in short, EU regulation 
heavily employs disclosure (alongside reporting to public authorities and supervision) as 
a regulatory tool to empower consumers when dealing with microtargeting, tailored adver-
tisement, and, more generally, when they are subject to processes based on automated deci-
sion making including profiling.

It goes beyond the scope of this article to discuss whether disclosure as a whole consti-
tutes a viably effective strategy for consumer protection, or if it should rather be reconsid-
ered at its roots. It is undeniable, though, on the basis of the abovementioned studies, that 
disclosure can be framed more effectively and that choosing among different framings is 
likely to have a huge impact in raising the level of consumer protection.

The Absence of a “Relational” Concept in the EU Disclosure Framework 
and Its Relevance in Regulating Personalized Interactions

Whereas it is now commonly understood that many consumer behaviours do not arise 
from purely rational or analytical considerations, consumer law rarely takes into 
account the fact that choices are also the result of insights coming from relations and 
observation. Theories related to the sociology of consumption acknowledge that inter-
action with the environment constitutes an essential aspect of any learning process 
and that the observation of peers is a major force in experience development (Ban-
dura, 1986; Hoffman, 1994).

In particular, SLT defends that—besides personal, lived experience—individuals learn 
primarily from analysing what their peers are doing and from comparing their choices to 
what they would do in analogous or similar situations. In this sense, any conduct should 
not be considered exclusively as an individual action but rather as a social act that shapes 
the behaviour and the experiences of the surrounding community (Crane, 2008).

Accordingly, awareness would operate by means of a three-way learning relationship, 
in which personal factors and cognitive competencies are intertwined with the analysis 
of the regulatory environment (comprising social norms) and with the observation of 
the behaviour of other people (McGregor, 2009). Eventually, social learning theorists 
argue that oftentimes people can learn through observation alone, without a need for 
first-hand experience. As a consequence, consumers should not be conceived as atom-
istic, independent, decision-making units but rather as being shaped in their choices by 
interaction with the social environment (Chen et al., 2017; McGregor, 2006).

Marketing studies support this narrative too. With consumers often regarding 
shopping as a social experience (Huang & Benyoucef, 2013), scholars have been long 
aware of the social dimension of consumer decision making and its potential: research 
on social commerce and information management shows that access to social knowl-
edge and experience (as in the case of online reviews) allows for the clear identifi-
cation of purchase interest, as well as informed and accurate consumption decisions 
(Lorenzo et al., 2012).

As far as legal studies are considered, such a discourse in general is not unknown to 
sociology and philosophy of law (Ambrosino, 2014)  and, with specific consideration to 
the debates that have occurred in the field on consumer law, some scholars have put forth 
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similar ideas in the discourse on libertarian paternalism and nudging (Thaler & Sunstein, 
2003), especially, while peer observation has been seen as a resource to promote socially 
desirable behaviours. Also, Helberger et  al. (2021) recently identified relationality as a 
structural characteristic of consumers’ digital vulnerability.

If, as these studies defend, aware decision making requires the diffusion of informa-
tion related to peers and their experiences to allow consumers to examine and (eventually) 
revise their beliefs and preferences, the risks arising from personalized practices emerge 
with clarity.

When stringent profiling techniques—and the subsequent tailoring of product and 
services offered—are employed, consumers are exposed to individually crafted adver-
tising based on their preferences and interests. Everyone sees a (different, individu-
ally created) subset within the whole assortment of products of the same kind that 
are present on the market and is not able to observe what is shown to her peers. This 
is likely to profoundly affect general understanding regarding the state of the market 
and consumers’ conscious decision making overall. Furthermore, this effect weakens 
the ability of consumers to recognize and understand the way profiling algorithms can 
craft what is offered to them, as they are deprived of a yardstick. Also, even if a web-
site allows for the use of comparing tools within their systems—such as the “product 
related to this item” function employed by Amazon—this option is always functional 
to the platform’s market strategy (e.g., promoting sponsored products) and no infor-
mation is provided to the consumer regarding why those specific elements are shown 
for comparison.

If the learning process encompasses the observation of similar and different group 
entities and individuals as a structural means to infer information that can guide deci-
sion making, then the pervasive market segmentation determined by personalization 
operates as an exogenous effect that potentially undermines consumers’ conscious-
ness and awareness.

Indirect support for this consideration stems from studies grounding the appropriate-
ness of profiling and microtargeting for political messages: scholars inspecting the effects 
and risks of political filter bubbles underline that uncontrolled profiling might enhance 
polarization and undermine critical thinking (Balkin, 2018; Crain & Nadler, 2019; Micklitz 
et al., 2021; Zuiverdeen Borgesius et al., 2018) and, as the events surrounding Cambridge 
Analytica made clear, many voices asserted that confrontation is needed for rationalization 
and aware decision making (Rhum, 2021).

Against this background, though, disclosure rules pertaining to profiling and micro-
targeting are generally inconsiderate of the social dimension of decision making. The 
abovementioned Modernization Directive amends the Directive 2011/83/EU by clarify-
ing that consumers must be informed if the price of products they are offered is person-
alized on the basis of automated decision making (Art. 4(4)(ii)(ea)). According to EU 
institutions, the fact that consumers are clearly informed that the price is personalized 
is in fact sufficient “to take into account the potential risks in their purchasing decision” 
(see Recital 45 of the Modernisation Directive). If and when personal data are processed, 
the GDPR requires users’ consent to subject them to a decision based solely on auto-
mated processing, including profiling (Art. 22) and, in order to ensure this consent is 
well informed, the data subject needs to be informed of the existence of such techniques, 
the logic involved, their significance, and the envisaged consequences of such processing 
(Art. 13). Once again, this model of disclosure is deemed sufficient to enable the con-
sumer’s (acting in her capacity as data subject) informed decision, as well as her ability 
to enforce the rights awarded by the Regulation.

8 A. Davola et al.
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The situation does not change when looking at more recent regulations, where it 
is possible to distinguish between proposals for platform governance and interven-
tions specifically aimed at regulating artificial intelligence. As for the first group, the 
recently approved Digital Services Act7 indirectly regulates certain aspects of profil-
ing when such a technique is used to craft personalized advertisements; under the 
DSA (Art. 24(c)), online platforms must provide their recipients meaningful informa-
tion regarding the main parameters used to determine to whom a specific advertise-
ment is displayed. In addition (Art. 30(2)(d)), very large online platforms must create 
publicly available repositories including information on whether the advertisements 
they show were intended to be displayed specifically to one or more particular groups 
of recipients of the service and, if so, to illustrate the main parameters used for that 
purpose. On the other hand, the Digital Markets Act (DMA) introduces disclosure 
obligations related to microtargeting and profiling only towards the EU institutions. 
According to the DMA (Art. 13), gatekeepers shall, in fact, submit to the Commission 
independently audited descriptions of any technique for profiling of consumers that 
they apply to or across their core platform services. No information obligation, there-
fore, is established in direct favour of consumers.

With regard to proposals regulating artificial intelligence, profiling and micro-
targeting are taken into account in the AI Act as indirect outcomes of AI-based prac-
tices: according to the AIA, when a high-risk AI (defined in accordance with Art. 6 
of the Act) is employed, users must be informed about the characteristics, capabili-
ties, and limitations of performance of such a system, including inter alia information 
about its intended purpose, level of accuracy, and performance as regards the per-
sons or groups of persons on which the system is intended to be used (Art. 13(3)). It 
should be observed that even if this obligation is referred to deployers of AI systems 
developed by third parties and therefore does not mandate information to be directly 
provided to consumers, this approach still heavily relies on information as the main 
tool for empowerment regarding personalization.

As can be observed, both existing and in-development bodies of law, while gener-
ally acknowledging that consumers must be advised about profiling and personaliza-
tion, conceive the provision of information as a fundamentally individualized interac-
tion; all disclosures pertain either to neutral aspects concerning the technology (how 
the AI or the algorithm is designed, what are the purposes of personalization, the 
fact that profiling and personalization techniques are implemented in the first place, 
etc.) or the characteristics and data of the user that are employed through the process-
ing. This assumption is maintained even in those proposals arguing in favour of more 
personalized disclosures (Ben-Shahar & Porat, 2021; Porat & Strahilevitz, 2021). No 
“relational” information—useful for allowing the consumer to put the personalized 
outcome in context—must be provided.

In contrast with this approach, we argue that SLT can operate as a credible theoretical 
framework for advancing consumers’ awareness of profiling and personalization. In par-
ticular, we defend that an integrated perspective informed by SLT can assist in designing 
disclosures that are effective for consumers’ empowerment and that providing a relation-
ally attentive disclosure can empower individuals regarding the features and functioning of 
personalization.

7 Proposal for a Regulation of the European Parliament and of the Council on a Single Market for Digital 
Services (Digital Services Act) and amending Directive 2000/31/EC (2020)—hereafter, DSA.
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Testing Relational Disclosure on Consumers: A Study on Personalized 
Services

In order to understand how effective a system of relational disclosure would be in rais-
ing consumers’ empowerment regarding the characteristics and functioning of personal-
ized interactions, our intention was to replicate an interaction that consumers have with a 
service based on profiling. Hence, we recruited participants on Prolific, and simulated their 
involvement in the beta testing of a new streaming media service (“Stream Now,” herein-
after SN).

In the first phase of the study, the participants were informed that they were involved 
in the development of SN, a media service offering subscription-based videos on demand 
from a library of movies. Participants were also informed that SN provides personalized 
movie recommendations based on users’ characteristics and preferences. Hence, we asked 
participants to identify the three movie genres they like the most (in no particular order) 
and the three genres they like the least (in no particular order). Study participants also 
answered various demographic questions including age, gender, and education. At the end 
of this phase, participants were informed that they could be contacted in the forthcoming 
weeks in order to participate to the subsequent phases of the SN beta test. After this phase, 
participants were compensated via Prolific.

In the second phase of the study, participants were exposed to traditionally intended 
individual (i.e., recommendations for movies based on the consumer’s preferences only) 
vs. “relational” (i.e., recommendations for movies based on the consumer’s preferences, 
but also for movies suggested to randomly selected users with different preferences and 
tastes) types of disclosure (TOD). This was done to observe how consumers would react 
to different TODs and how a relational TOD would impact consumers’ interaction with 
AI-based products, both in terms of subjective understanding of how personalization oper-
ates and willingness to provide information (willingness to disclose, WTD) for the sake of 
subsequent profiling by the platform.

Across the experiment, we tested the following hypotheses:

H1: Presenting relational TOD increases consumers’ WTD more than providing them 
with individual, traditional, TOD.
H2: A condition of increased WTD, in response to the presentation of relational TOD, 
is mediated by consumers’ subjective understanding of how AI-based personalization 
operates.

Overview of the Study

We conducted an online experimental study using Prolific, an online platform that enables 
large-scale data collection by connecting researchers to respondents who participate in the 
studies in exchange for money (Palan & Schitter, 2018; Paolacci et al., 2010). We followed 
Sauter et al.’s (2020) protocol for ensuring high-quality responses on Prolific (e.g., ques-
tionnaire length). The study tests H1 and H2 (see Fig. 1) and aims at demonstrating that 
TOD affects WTD. Specifically, when TOD is provided in a relational format, the WTD 
increases compared to when TOD is presented in an individual format. In addition, the 
study seeks to demonstrate that this effect occurs through the mediation of participants’ 
subjective understanding of how AI-based personalization operates.

10 A. Davola et al.
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The study identifies AI-enabled TV-streaming services as its empirical context; such a 
venue is particularly appropriate to test consumers’ interaction with personalized recom-
mendations since these services are commonly used by consumers (Baine, 2021), who are 
therefore already familiar with their characteristics and with the fact that these platforms 
collect and aggregate extensive personal data to generate personalized recommendations 
(Gomez-Uribe & Hunt, 2015). Furthermore, we include two control variables in the study 
to address their potential influence on WTD: ownership of a subscription to an AI-ena-
bled TV-streaming service and data collection concerns. To avoid any confounding effects 
of brand familiarity or brand awareness, the study uses a fictitious brand by the name of 
Stream Now (SN).

Method

Participants and Study Design

We recruited 246 US respondents via Prolific and asked them to participate in a 10-min 
survey in exchange for money. Each participant received 1.10 £ once the survey was com-
pleted. Five of the respondents were excluded from the sample because of uncompleted-
ness of the answers (see Table 1 for more details about sociodemographic information). 
Respondents were selected on the basis of a preliminary survey run on Prolific. The pre-
liminary survey lasted 3  min, and each participant received 0.30 £. In the preliminary 

Fig. 1  The conceptual model

Table 1  Sociodemographic 
characteristics of the sample

Sociodemographic characteristics Relative frequencies 
or mean and standard 
deviation

Gender 56.8% women
43.2% men

Age M = 36.73 years
SD = 12.58

Level of education 33.6% high school
46.9% bachelor’s degree
18.3% master’s degree
1.2% less than high school

Number of observations 241

11No Consumer Is an Island—Relational Disclosure as a Regulatory…



1 3

survey, 783 respondents were asked to engage in an imaginative task about a possible sub-
scription to SN and to simulate the subscription for the 1-month free trial, providing their 
preferences regarding movie genres. These preferences were used to categorize respond-
ents. Respondents reporting similar preferences were then invited to take part in the study 
and were randomly assigned to one of the two TOD (individual vs. relational) conditions. 
Figure 2 illustrates the process through which participants were selected.

Procedure

In the preliminary survey, all respondents read a passage introducing SN, a newly released 
AI-enabled TV-streaming service offering subscription-based video on demand from a 
library of movies; they were also informed that SN is equipped with an AI algorithm that 
would leverage users’ personal data to provide personalized movie recommendations.

Fig. 2  Participants selection 
process

12 A. Davola et al.
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Then, respondents were prompted to engage in an imaginative task, hypothesizing that 
they were considering subscribing to SN and that they decided to subscribe to SN for a 
one-month free trial. They were then told that they had to provide information about their 
movie preferences to SN to start using the service. Therefore, participants were asked to 
select three movie genres that interested them most and three movie genres they liked least, 
choosing from a list of nine movie genres (i.e., comedy, action, crime, drama, fantasy, hor-
ror, romance, thriller, and sci-fi).

The aim of this survey was twofold. First, it was important to involve participants in a 
credible experience of subscribing and receiving a personalized recommendation. Second, 
this survey permitted the identification and selection of participants with similar tastes in 
order to simulate the functioning of a profiling system that delivers its recommendation 
using a relational TOD.

The preliminary survey showed that the most-liked movie genre among participants was 
comedy and the least liked was horror; hence, participants who reported comedy among 
their three most-liked genres and horror among their three least liked were selected and 
invited to participate in the main study. The information arising from the preliminary sur-
vey and that retrieved from the analysis of the functioning of actual AI-powered stream-
ing service companies’ websites—e.g., Netflix, NowTV (Johnson, 2017)—was also used 
to craft the realistic stimuli for the 10-min study. In the 10-min study, participants were 
exposed to the stimuli reflecting one of the two TOD conditions (Fig. 3); then, they pro-
vided information regarding their subjective understanding (3-item, 7-point Likert scale, 

Fig. 3  Stimuli

13No Consumer Is an Island—Relational Disclosure as a Regulatory…
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e.g., “My understanding of how Stream Now’s recommendation algorithm elaborates 
users’ data is complete,” 1 = “strongly disagree,” 7 = “strongly agree”) and WTD (5-item, 
7-point Likert scale, e.g., “I am willing to continue to provide my personal information 
to Stream Now,” 1 = “strongly disagree,” 7 = “strongly agree”). For more details about the 
operationalization and measurement of constructs, see Table 2.

The ownership of a subscription to an AI-powered TV-streaming service was assessed 
via a multiple-choice question asking participants to declare whether they already owned a 
subscription to a video-on-demand service.

Participants also provided insights about their data collection concerns with reference 
to companies’ requests for and collection of personal information (4-item, 7-point Lik-
ert scale, e.g., “It usually bothers me when companies ask me for personal information,” 
1 = “strongly disagree,” 7 = “strongly agree”).

Lastly, to assess the correct functioning of the manipulation of TOD, i.e., the independ-
ent variable, we conducted a manipulation check. In other words, we assessed whether the 
manipulation of TOD represented the precise concept we had in mind (i.e., the concept of 
individual vs. relational TOD), and therefore whether the manipulation is related to a direct 
measure of the variable we wanted to alter (Cook et al., 1979; Festinger, 1953; Perdue & 
Summers, 1986). In our case, TOD has been manipulated by representing the outcome of 
the recommendation produced by SN’s algorithm in two different ways: individual vs. rela-
tional TOD. Specifically, as Fig. 3 shows, we created two images representing the users’ 
homepages for SN, and each image represented one experimental condition. In the image 
about the individual TOD condition, we reported the movies that the SN’s algorithm rec-
ommends based on the user’s preferences, while in the image about the relational TOD 
condition, we reported the movies that the SN’s algorithm recommends based on the user’s 
preferences and on the preferences of users who are different from her in terms of movie 
tastes. Through our manipulation check, we wanted to determine whether participants in 
the individual TOD condition rated their level of agreement (on a scale from 1 = “strongly 
disagree” to 7 = “strongly agree”) lower than those in the relational TOD condition when 
asked whether their SN homepage showed both movies that matched their preferences and 
movies that did not match their preferences. Finally, all respondents provided demographic 
information.

Results

Manipulation Check

The manipulation of TOD was successful: respondents in the relational condition perceived 
the TOD as composed of movie suggestions based on both their own preferences and those 
of users different from them (MrelationalTOD = 5.96, SD = 0.99), compared with respondents 
in the individual condition (MindividualTOD = 4.02, SD = 1.05; t(239) =  − 14.84, p < 0.001).

Mediation Analysis

With a one-way ancova of the effect of TOD (0 = individual; 1 = relational) on WTD, it 
was possible to observe significant effects (Table 3).

The mean WTD level reported by respondents exposed to the relational TOD condition 
(MrelationalTOD = 4.98, SD = 1.20) is significantly higher than the mean WTD level reported 
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Table 3  Study 1— The effect of TOD on WTD

TOD, type of disclosure; WTD, willingness to disclose

Tests of between-subjects effects

Source Type III sum 
of squares

df Mean square F Sig Eta squared

Intercept 515.19 1 515.19 400.06  < .001 .63
Data collection concerns 38.99 1 38.99 30.28  < .001 .11
Ownership of a subscription 10.48 1 10.48 8.14 .005 .03
TOD 6.35 1 6.35 4.93 .027 .02
Error 305.20 237 1.29
Number of observations 241

Fig. 4  Results of the study: mediation via subjective understanding. Notes: Mediation analysis with 5,000 
bootstrap samples (model 4 in PROCESS; Hayes, 2018). Coefficients significantly different from zero 
are indicated by asterisks (*p < .05; **p < .01; ***p < .001). Non-significant coefficients are indicated by 
dashed arrows

Table 4  Study 1— The indirect effect of TOD on WTD via subjective understanding

Direct effects

Consequent

Subjective understanding WTD

b (SE) t p CI b (SE) t p CI

Antecedent
Constant 4.86 (.52) 9.32 < .001 [3.83, 5.89] 5.39 (.47) 11.45 < .001 [4.46, 6.32]

TOD b2 .73 (.18) 4.02 < .001 [.37, 1.08] .15 (.14) 1.03 .30 [-.14, .43]

Subjective understanding ––– ––– ––– ––– .24 (.05) 4.80 < .001 [.14, .34]

Control variables
Data collection concerns -.18 (.07) -2.67 .008 [-.31, -.05] -.26 (.05) -4.85 < .001 [-.36, -.15]

Ownership of a subscription -.49 (.26) -1.89 .06 [-1.00, .02] -.48 (.20) -2.37 .02 [-.88, -.08]

R2 = .11 R2 = .25

F(3, 237) = 9.80, p < .001 F(4, 236) = 19.34, p < .001

Indirect effect

b (SE) CI

TOD → Subjective understanding → WTD .18 (.06) [.07, .31]

Number of observations 241

b3

b1

TOD, type of disclosure; subjective understanding, subjective understanding of how AI-based personaliza-
tion functions; WTD, willingness to disclose
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by those exposed to the individual TOD condition (MindividualTOD = 4.62, SD = 1.26; F(1, 
237) = 4.93, p = 0.027, η2 = 0.02). These results support H1.

Then, to assess the variables that might explain the relationship between TOD and 
WTD, a simple mediation model with confidence intervals (CI) and 5,000 bootstrap itera-
tions (Hayes, 2018, PROCESS model 4)—in which subjective understanding of how AI-
based personalization functions as mediator—was employed. The results shown in Fig. 4 
and Table  4 indicate a significant indirect effect of TOD on WTD, through subjective 
understanding (bindirect = 0.18, 95% CI: 0.07 to 0.31).

After accounting for this indirect effect, the direct effect of TOD on WTD is no longer 
significant (b1 = 0.15, 95% CI: − 0.14 to 0.43). That is, relational TOD increases par-
ticipants’ subjective understanding of how AI-based personalization operates (b2 = 0.73, 
p < 0.001) which, in turn, increases WTD (b3 = 0.24, p < 0.001).

These results support H2 and clarify how increased WTD results from relational TOD, 
namely, through a mediation effect by which greater subjective understanding of how AI-
based personalization functions increases WTD.

Discussion

The experiment demonstrated that prompting people to reflect on the targeted dimension 
for personalized services by introducing relational disclosures—instead of the current indi-
vidual format—boosts their subjective understanding regarding the functioning of person-
alization algorithms as well as their willingness to adhere to processes based on profiling, 
e.g., by providing further data to the service platform.

In particular, it was observed that exposing users to relational TODs results in an 
enhanced understanding regarding the modes and functioning of personalization tech-
niques, as well as in an increased willingness to interact with profiling algorithms.

Both of these aspects are indeed significant in order to strike a balance between the 
need to achieve a high level of consumer protection and the interest not to curb innovations 
which—while still presenting risks to be addressed—are potentially welfare-enhancing for 
users and the market as a whole. Thusly, as was observed with regard to AI systems more 
generally (High-Level Expert Group, 2019), the creation of a clear and effective regula-
tory framework must go hand in hand with interventions aimed at establishing a system of 
“trustworthy AI.”

In addition, these findings provide further relevant insights from (at least) a twofold 
perspective. First, and consistent with information design studies (Corrales Compagnucci 
et al., 2021; Hagan, 2016), they develop upon the concept that the framing of information 
provided is a pivotal aspect of promoting consumers’ awareness in making choices regard-
ing personalized techniques; second, this consideration has, of course, a potentially broader 
relevance for the goal of reaching transparency in online commerce. Boosting individuals’ 
ability to perceive microtargeting, to understand its meaning, and to consciously decide 
whether they want to be profiled—and provide their data for such purpose—is essential 
in moving from nominal to technical transparency, consistent with the idea that providing 
information is useful only as long as users are able to engage with such content and under-
stand what it means for them.

Lastly, the study offers valuable insights in terms of policy making, and possible pro-
posals for currently in-development regulations addressing AI and personalization: if the 
introduction of a “relational” approach can improve people’s competence to detect and 
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understand personalization, and therefore could operate as an amendment to the traditional 
way of providing disclosures, then encompassing this approach into regulatory interven-
tions could play a key role in increasing platforms’ transparency and users’ autonomy, 
advancing consumers’ protection in the online environment.

Towards a General Paradigm of Relational Disclosure? Limitation 
of the Study, Perspective for Further Research, and Concluding 
Remarks

The analysis demonstrates that the employment of a system of relational disclosure can 
enhance users’ understanding of the modes and functioning of personalization features in 
the case of streaming services.

At the same time, the study is not exempt from limitations that leave a margin for fur-
ther promising research directions. First, we showed that relational TOD increases con-
sumers’ subjective understanding, which increases WTD. These effects arise along with a 
significant effect of the control variables (ownership of a subscription and data collection 
concerns) confirming the fact that consumers’ WTD is in part conditioned by the two vari-
ables (Aiello et al, 2020; Cloarec et al., 2022; Martin & Murphy, 2017). However, we did 
not assess the role of these variables in influencing the effect of TOD on WTD, as this 
aim is beyond the scope of this work. Future research should investigate whether variables 
related to consumers’ personality traits or habits, such as the ownership of a subscription 
to the service, familiarity with the service, or data collection concerns, may moderate the 
relationship between TOD and WTD.

Second, our study shows that increasing consumers’ intentions to disclose their per-
sonal data is possible using relational disclosure. Previous psychological theories have 
established that the intention to perform a behaviour is a predictor of the actual behaviour 
(Ajzen, 1991). However, other theories have shown that this is not always true: people’s 
actual behaviour is not always consistent with the declared intention (Sheeran & Webb, 
2016), especially in sharing personal information in AI-powered contexts (Sun et  al., 
2020). For this reason, in several sectors (e.g., health care and food), scholars prefer to 
directly measure the actual behaviour rather than the respective intention (de Bekker-Grob 
et al., 2020; Lizin et al., 2022). Future research should therefore extend the external valid-
ity of our study testing whether consumers’ WTD in this context translate into actual dis-
closure behaviour, recurring in both online scenarios and field experiments.

Third, the experimental approach helps establish causality and high levels of internal 
validity; we used a fictitious brand to avoid the potentially confounding influence of brand 
attitudes. Still, in a realistic environment, brand attitudes might affect consumers’ WTD 
(Daems et  al., 2019). Brand-related factors then might moderate the effect of TOD on 
WTD. Additional research should therefore explore these influences.

Lastly, our experimental approach establishes some degree of generalizability. 
Our results can be extended to the sector of personalized recommendations in online 
streaming services, as we conducted the experiment in this context. For further exter-
nal validity, additional studies might test our hypotheses using other empirical contexts, 
platforms, or types of data. This aspect is, furthermore, particularly relevant to evalu-
ating whether relational disclosure should be analysed as a general strategy to inform 
consumer protection in digital markets or, rather, as a sector-specific tool. Despite the 
achieved results being significant per se, in order to hypothesize the application of 
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relational disclosure as a more comprehensive paradigm in digital interactions, it is in 
fact necessary to investigate its deployment and functioning in other services and in 
relation to heterogeneous contexts in which personalization occurs.

Therefore, another aspect worth further investigation concerns the validity of the 
findings of the study beyond its material scope, id est, evaluating if relational disclosure 
can rise as a general paradigm suitable to incorporation within the traditional under-
standing of decision making.

While further research will be conducted in the future to empirically assess the 
effectiveness of relational disclosure in relation to different services, it is nevertheless 
already possible to hypothesize how disclosures might work in other fields in which 
personalization is utilized.

An interesting alternative setting—which has already been mentioned in this work—
is the case of personalized pricing; as previously clarified, the Modernization Directive 
currently requires consumers to be informed if the price of products they are offered 
is personalized on the basis of automated decision making, without providing details 
regarding the modes of such disclosure. This provision was mostly interpreted as requir-
ing a piece of generic information regarding the personalized nature of the offered 
price (Loos, 2020), while some scholars recently argued—also by leveraging the rights 
enshrined in the GDPR—in favour of the existence of a “right to impersonal prices” for 
consumers (Esposito, 2022).

In our view, in the case of personalized prices, a relational disclosure system could 
operate, for example, by mandating the business operator to show users, besides the 
price that is offered to them for the product or service of interest, a randomized sam-
pling of the prices that have been offered to other consumers for that same good in 
a pre-defined timelapse (e.g., a set of ten other prices at which the product was sold 
in that same year). This way, the consumer would be able to locate herself within the 
spectrum of offers that have been made based on personalization and to be aware of the 
functioning of the system. As an alternative setting, it is also conceivable that consum-
ers should be provided with information regarding the most (and the least) statistically 
offered prices.

As far as the case of disclosures regarding personalized product offers is concerned, a 
similar system might be employed as well: instead of merely informing the consumer that 
a product is being shown as the result of profiling, she might be shown the targeted adver-
tisement combined either with random sorting of other search results responding to the 
same query, or with results sorted based on the search history of other individuals showing 
different preferences. An exploratory study on online market segmentation through person-
alized pricing and offers in the EU applying a similar methodology—yet without specifi-
cally using relational disclosure—was carried out by the European Commission in 2018 in 
the car rental market (European Commission, 2018), and it would be possible to capitalize 
on that first experience to conduct further research and accordingly identify the best format 
for relational disclosure.

Considering these aspects, it is certainly conceivable for relational disclosure to oper-
ate beyond the isolated problem of personalization in the streaming services market and to 
emerge as a comprehensive paradigm to advance consumer protection, similarly to how, in 
the current framework, each disclosure (while being intended as a general mode of regula-
tion) is differently declined on the basis of the category of products and services consid-
ered (and subsequently standardized within sets of homogeneous ones). Relational disclo-
sure could then operate in different scenarios depending on the specific application of the 
personalization and the relevant technology.
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