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Abstract. Tetravalent modal logic (TML) was introduced by Font and
Rius in 2000. It is an expansion of the Belnap-Dunn four-valued logic
FOUR, a logical system that is well-known for the many applications found
in several fields. Besides, TML is the logic that preserves degrees of truth
with respect to Monteiro’s tetravalent modal algebras. Among other things,
Font and Rius showed that TML has a strongly adequate sequent system,
but unfortunately this system does not enjoy the cut-elimination property.
However, in a previous work we presented a sequent system for TML with
the cut-elimination property. Besides, in this same work, it was also pre-
sented a sound and complete natural deduction system for this logic.

In the present article we continue with the study of TML under a
proof-theoretic perspective. In the first place, we show that the natural
deduction system that we introduced before admits a normalization theo-
rem. In the second place, taking advantage of the contrapositive implication
for the tetravalent modal algebras introduced by A. V. Figallo and P. Lan-
dini, we define a decidable tableau system adequate to check validity in the
logic TML. Finally, we provide a sound and complete tableau system for
TML in the original language. These two tableau systems constitute new
(proof-theoretic) decision procedures for checking validity in the variety of
tetravalent modal algebras.

Keywords: tetravalent modal logic; natural deduction; tableaux; normal
proofs; paraconsistent logics; paracomplete logics; Belnap-Dunn logic

1. Introduction

The class TMA of tetravalent modal algebras was first considered by An-
tonio Monteiro (1978), and mainly studied by Loureiro, Figallo, Ziliani
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and Landini. From Monteiro’s point of view, in the future these algebras
would give rise to a four-valued modal logic with significant applications
in Computer Science [see 21]. Later on, Font and Rius were indeed
interested in the logics arising from the algebraic and lattice-theoretical
aspects of these algebras.

Although such applications have not yet been developed, the two
logics considered in [21] are modal expansions of Belnap-Dunn’s four-
valued logic FOUR, a paraconsistent and paracomplete logical system
that is well known for the many applications it has found in several
fields. In these logics, the four non-classical epistemic values emerge: 1
(true and not false), 0 (false and not true), n (neither true nor false)
and b (both true and false). We may think of them as the four possible
ways in which an atomic sentence P can belong to the present state of

information: either it was told that (1) P is true (and it was not told that
P is false); (2) P is false (and it was not told that P is true); (3) P is both
true and false (perhaps from different sources, or in different instants
of time); or (4) nothing was told about the truth value of P . In this
interpretation, it makes sense to consider a modal-like unary operator �

of epistemic character, such that for any sentence P , the sentence �P
would mean “the available information confirms that P is true”.1 It is
clear that in this setting the sentence �P can only be true in the case
where we have some information saying that P is true and we have no
information saying that P is false, while it is simply false in all other
cases (i.e., lack of information or at least some information saying that P
is false, disregarding whether at the same time some other information
says that P is true); that is, on the set {0, n, b, 1} of epistemic values
this operator must be defined as �1 = 1 and �n = �b = �0 = 0 . This
is exactly the algebra that generates the variety of tetravalent modal
algebras (TMAs).

In [21], Font and Rius studied two logics related to TMAs. One
of them is obtained by following the usual “preserving truth” scheme,

1 This is closely related to the so-called logics of evidence and truth (LETs),
introduced by Carnielli and Rodrigues in [13]. That logics are paraconsistent and
paracomplete expansions of FOUR by the addition of a classicality operator ◦ which
locally recovers the classical properties of negation for the given negation ¬. Indeed,
it can be proven that TML, the logic preserving degrees of truth asociated to TMAs
to be studied in the present paper, is a LET in which ◦ϕ =def �(ϕ ∨ ¬ϕ) (meaning
that the information conveyed by ϕ is reliable). Thus, �ϕ is equivalent to ◦ϕ∧ϕ, the
claim that “ϕ is reliably true” under the perspective of LETs.
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taking {1} as designated set, that is, ψ follows from ψ1, . . . , ψn in this
logic when every interpretation that sends all the ψi to 1 also sends ψ to
1. The other logic, denoted by TML (the logic we are interested in), is
defined by using the preserving degrees of truth scheme, that is, ψ follows
from ψ1, . . . , ψn when every interpretation that assigns to ψ a value that
is greater or equal than the value it assigns to the conjunction of the ψi’s.
These authors proved that TML is not algebraizable in the sense of Blok
and Pigozzi, but it is finitely equivalential and protoalgebraic. However,
they confirm that its algebraic counterpart is also the class of TMAs:
but the connection between the logic and the algebras is not so good
as in the first logic. As a compensation, this logic has a better proof-
theoretic behavior, since it has a strongly adequate Gentzen calculus [see
21, Theorems 3.6 and 3.19].

In [21], it was proved that TML can be characterized as a matrix
logic in terms of two logical matrices, but later, in [21], it was proved
that TML can be determined by a single logical matrix (see Proposi-
tion 2.3 below). Besides, taking profit of the contrapositive implication
introduced by Figallo and Landini [18], a sound and complete Hilbert-
style calculus for this logic was presented. Finally, the paraconsistent
character of TML was also studied in [14] from the point of view of
the Logics of Formal Inconsistency (LFIs), introduced by Carnielli and
Marcos in [12] and afterward developed in [11].2

In this paper we continue with the study of TML from a syntactic
point of view. For the reader’s convenience, in Section 2 we recall the
definition of logic TML as well as its sequent calculus introduced in
[21]. In Section 3 we recall the natural deduction system presented in
[17] with introduction and elimination rules for every connective, and
we show that every deduction D in this system reduces to a normal
form. In Section 4 we present TML in a different signature containing
the contrapositive implication defined in [18]. In Section 5, by adapting
the general technique introduced in [7], a decidable tableau system is
defined, in the language {¬,≻}, proving the corresponding soundness
and completeness theorems. Finally, in Section 6 we provide a new
tableau system for TML in the original language.

2 Moreover, as mentioned above, TML is both paraconsistent and paracomplete,
being in fact a LET.
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2. The logic TML

Recall that a De Morgan algebra is a structure 〈A,∧,∨,¬, 0〉 such that
〈A,∧,∨, 0〉 is a bounded distributive lattice and ¬ is a De Morgan nega-
tion, i.e., an involution that additionally satisfies De Morgan’s laws: for
every a, b ∈ A ¬¬a = a, and ¬(a ∨ b) = ¬a ∧ ¬b.

A tetravalent modal algebra (TMA) is an algebra A = 〈A,∧,∨,¬,
�, 0〉 of type (2, 2, 1, 1, 0) such that its non-modal reduct 〈A,∧,∨,¬, 0〉
is a De Morgan algebra and the unary operation � satisfies the following:

�a ∧ ¬a ≈ 0,

¬�a ∧ a ≈ ¬a ∧ a.

Every TMA A has a top element 1 which is defined as ¬0. These algebras
were studied mainly by Loureiro [25, 26], and also by Figallo and Landini
[18] and Ziliani [19], at the suggestion of the late Monteiro [see 21].
The class of all tetravalent modal algebras constitute a variety which is
denoted by TMA. Let M4 = {0, n, b, 1} and consider the lattice given
by the following Hasse diagram:

1

n b

0

This is a well-known lattice and it is called L4 [see 1, p. 516]. Then, TMA
is generated by the above four-element lattice enriched with two unary
operators ¬ and � given by ¬n = n, ¬b = b, ¬0 = 1 and ¬1 = 0 and the
unary operator � is defined as: �n = �b = �0 = 0 and �1 = 1 [see 21].
This tetravalent modal algebra, denoted by M4m, has two prime filters,
namely, Fn = {n, 1} and Fb = {b, 1}. As we said, M4m generates the
variety TMA, i.e., an equation holds in every TMA iff it holds in M4m.

Lemma 2.1 ([21]). In every TMA A and for all a, b ∈ A the following
identities hold:

(i) ¬�a ∨ a ≈ 1,
(ii) ��a ≈ �a,

(iii) �a ∨ ¬a ≈ a ∨ ¬a,
(iv) �(a ∧ b) ≈ �a ∧ �b,
(v) �a ∨ ¬�a ≈ 1,

(vi) �(a ∨ �b) ≈ �a ∨ �b,
(vii) �a ∧ ¬�a ≈ 0,

(viii) �¬�a ≈ ¬�a
(ix) �a ∧ a ≈ a,
(x) a ∧ �¬a ≈ 0,
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(xi) �1 ≈ 1,
(xii) �(�a ∧ �b) ≈ �a ∧ �b,

(xiii) �0 ≈ 0,
(xiv) �(�a ∨ �b) ≈ �a ∨ �b.

Let L = {∨,∧,¬,�} be a propositional language. From now on, we
shall denote by Fm the absolutely free algebra of type (2,2,1,1,0) gener-
ated by some denumerable set of variables, i.e., Fm = 〈Fm,∧,∨,¬,�,⊥〉.
As usual, we refer to formulas by lowercase Greek letters α, β, γ, . . . and
so on; and to finite sets of formulas by uppercase Greek letters Γ , ∆,
etc. Then

Definition 2.1 ([21, 14]). The tetravalent modal logic TML defined
over Fm is the propositional logic 〈Fm, |=TML〉 given as follows: for
every finite set Γ ∪ {α} ⊆ Fm, Γ |=TML α if and only if, for every
A ∈ TMA and for every h ∈ Hom(Fm,A),

∧

{h(γ) : γ ∈ Γ} ≤ h(α). In
particular, ∅ |=TML α if and only if h(α) = 1 for every A ∈ TMA and
for every h ∈ Hom(Fm,A).

Remark 2.1. Observe that, if h ∈ Hom(Fm,A) for any A ∈ TMA, we
have that h(⊥) = 0. This follows from the fact that ⊥ is the 0-ary
operation in Fm, 0 is the 0-ary operation in A and the definition of
homomorphism (in the sense of universal algebra).

It is worth mentioning that there are a number of works on modal
logics which either share the non-modal fragment with TML or have
non-modal fragments which are characterized by the same four-element
matrix. Clearly, these logics have some relation to TML. Some ex-
amples of such systems are Priest’s KFDE [30], Belnapian modal logics
of Odintsov and Wansing [28, 29] and modal bilattice logic [31]. The
following result was proved in [14] and will be useful in the sequel.

Lemma 2.2. Let h ∈ Hom(Fm,M4m), V ′ ⊆ Var and h′ ∈ Hom(Fm,
M4m) such that, for all p ∈ V ′,

h′(p) =















h(p) if h(p) ∈ {0, 1},

n if h(p) = b,

b if h(p) = n

Then for all α ∈ Fm whose variables are in V ′,

h′(α) =















h(α) if h(α) ∈ {0, 1},

n if h(α) = b,

b if h(α) = n.
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Font and Rius proved in [21] that the tetravalent modal logic TML
is a matrix logic. In fact, TML can be determined by the matrix
Mn = 〈M4m, {n, 1}〉 and simultaneously, it can be determined by Mb =
〈M4m, {b, 1}〉 (both matrices are isomorphic).

Proposition 2.3 ([21]). TML is the logic determined by the matrix
Mb = 〈M4m, {b, 1}〉.

In order to characterize TML syntactically, that is, by means of a
syntactical deductive system, it was introduced in [21] the Gentzen-style
system G. The sequent calculus G is single-conclusion, that is, it deals
with sequents of the form ∆ ⇒ α such that ∆ ∪ {α} is a finite subset of
Fm. The axioms and rules of G are the following:

Axioms

(Structural axiom) α ⇒ α (Modal axiom) ⇒ α ∨ ¬�α

Structural rules

(Weakening)
∆ ⇒ α

∆, β ⇒ α
(Cut)

∆ ⇒ α ∆, α ⇒ β

∆ ⇒ β

Logic rules

(∧ ⇒)
∆,α, β ⇒ γ

∆, α ∧ β ⇒ γ
(⇒∧)

∆ ⇒ α ∆ ⇒ β

∆ ⇒ α ∧ β

(∨⇒)
∆,α ⇒ γ ∆, β ⇒ γ

∆, α ∨ β ⇒ γ

(⇒∨)
∆ ⇒ α

∆ ⇒ α ∨ β

∆ ⇒ β

∆ ⇒ α ∨ β

(¬)
α ⇒ β

¬β ⇒ ¬α
(⊥)

∆ ⇒ ⊥

∆ ⇒ α

(¬¬⇒)
∆,α ⇒ β

∆,¬¬α ⇒ β
(⇒¬¬)

∆ ⇒ α

∆ ⇒ ¬¬α

(�⇒)
∆,α,¬α ⇒ β

∆, α,¬�α ⇒ β
(⇒�)

∆ ⇒ α ∧ ¬α

∆ ⇒ α ∧ ¬�α

The notion of derivation in the sequent calculus G is the usual. Besides,
for every finite set Γ∪{ϕ} ⊆ Fm, we write Γ ⊢G ϕ iff the sequent Γ ⇒ ϕ
has a derivation in G. We say that the sequent Γ ⇒ ϕ is provable iff
there exists a derivation for it in G.
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In [21], it was proved that G is sound and complete with respect to the
tetravalent modal logic TML, constituting therefore a proof-theoretic
counterpart of it.

Theorem 2.4 (Soundness and Completeness, [21]). For every finite set
Γ ∪ {α} ⊆ Fm,

Γ |=TML α if and only if Γ ⊢G α.

Moreover,

Proposition 2.5 ([21]). An arbitrary equation ψ ≈ ϕ holds in every
TMA iff ψ ⊣⊢G ϕ (that is, ψ ⊢G ϕ and ϕ ⊢G ψ).

As a consequence of it we have that:

Corollary 2.6 ([21]). (i) ψ ≈ 1 holds in every TMA iff ⊢G ψ.
(ii) For all ψ, ϕ ∈ Fm, A ∈ TMA, h ∈ Hom(Fm,A),

ψ ⊢G ϕ iff h(ψ) ≤ h(ϕ).

Corollary 2.6 is a powerful tool for determining whether a given se-
quent of G is provable or not. For instance,

Proposition 2.7 ([17]). In G we have that the sequent ¬�α ⇒ α is
provable iff the sequent ⇒ α is provable.

Recall that a rule of inference is admissible in a formal system if the
set of theorems of the system is closed under the rule; and a rule is said
to be derivable in the same formal system if its conclusion can be derived
from its premises using the other rules of the system.

A well-known rule for those readers familiar with modal logic is the
Rule of Necessitation, which states that if ϕ is a theorem, so is �ϕ.
Formally,

(Nec)
⇒ ϕ

⇒ �ϕ

Then, we have that:

Lemma 2.8 ([17]). The Rule of Necessitation is admissible in G.

Proposition 2.9 ([17]). Every proof of ⇒ �(α ∨ ¬�α) in G uses the
cut rule.

Moreover, we have that, for every ϕ ∈ Fm such that ⇒ ϕ is provable
in G then ⇒ �ϕ is provable in G; and every proof of ⇒ �ϕ in G makes
use of the cut rule [see 17]. Consequently,

Theorem 2.10 ([17]). G does not admit cut-elimination.
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In [14], taking advantage of the contrapositive implication ≻ intro-
duced by Figallo and Landini in [18], we introduced a sound and com-
plete Hilbert-style calculus for TML. Later, using a general method
proposed by Avron, Ben-Naim and Konikowska [3], it was provided an
ordinary two-sided multiple-conclusioned sequent calculus, SCTML, for
TML with the cut-elimination property; and, inspired by the latter,
it was presented a natural deduction system, sound and complete with
respect to TML [17]. The axioms and rules of SCTML are the following:

Axioms

α ⇒ α

Structural rules

(w⇒)
Γ ⇒ ∆

Γ, α ⇒ ∆
(⇒w)

Γ ⇒ ∆

Γ ⇒ ∆,α

(cut)
Γ ⇒ ∆,α Γ, α ⇒ ∆

Γ ⇒ ∆

Logic rules

(⇒ ∨)
Γ ⇒ ∆,α, β

Γ ⇒ ∆,α ∨ β
(∨ ⇒)

Γ, α ⇒ ∆ Γ, β ⇒ ∆

Γ, α ∨ β ⇒ ∆

(¬∨ ⇒)
Γ,¬α,¬β ⇒ ∆

Γ,¬(α ∨ β) ⇒ ∆
(⇒ ¬∨)

Γ ⇒ ∆,¬α Γ ⇒ ∆,¬β

Γ ⇒ ∆,¬(α ∨ β)

(∧ ⇒)
Γ, α, β ⇒ ∆

Γ, α ∧ β ⇒ ∆
(⇒ ∧)

Γ ⇒ ∆,α Γ ⇒ ∆, β

Γ ⇒ ∆,α ∧ β

(¬∧ ⇒)
Γ,¬α ⇒ ∆ Γ,¬β ⇒ ∆

Γ,¬(α ∧ β) ⇒ ∆
(⇒ ¬∧)

Γ ⇒ ∆,¬α,¬β

Γ ⇒ ∆,¬(α ∧ β)

(¬¬ ⇒)
Γ, α ⇒ ∆

Γ,¬¬α ⇒ ∆
(⇒ ¬¬)

Γ ⇒ ∆,α

Γ ⇒ ∆,¬¬α

(� ⇒)1
Γ, α ⇒ ∆

Γ,�α ⇒ ∆
(� ⇒)1

Γ ⇒ ∆,¬α

Γ,�α ⇒ ∆

(⇒ �)
Γ ⇒ ∆,α Γ,¬α ⇒ ∆

Γ ⇒ ∆,�α
(¬� ⇒)

Γ ⇒ ∆,α Γ,¬α ⇒ ∆

Γ,¬�α ⇒ ∆

(⇒ ¬�)1
Γ, α ⇒ ∆

Γ ⇒ ∆,¬�α
(⇒ ¬�)2

Γ ⇒ ∆,¬α

Γ ⇒ ∆,¬�α
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3. Normal proofs for TML

From now on, it will be assumed that the reader is acquainted with the
basic definitions related to natural deduction systems, such as minor and
major premises of a rule, as well as the notion of normal proof. A good
reference is the book [33].

In this section, we shall present a natural deduction system for TML.
We take our inspiration from the construction made earlier. In particu-
lar, it threw some light on how the connective � behaves. The proof sys-
tem NDTML will be defined following the notational conventions given
in [33].

Definition 3.1. Deductions in NDTML are inductively defined as fol-
lows:

Basis: The proof tree with a single occurrence of an assumption φ with
a marker is a deduction with conclusion φ from open assumption φ.

Inductive step: Let D, D1 ,D2, D3 be derivations. Then, they can be
extended by one of the following rules below. The classes [¬φ]u, [¬ψ]v,
[φ]u , [ψ]v below contain open assumptions of the deductions of the
premises of the final inference, but are closed in the whole deduction.

MA
φ ∨ ¬�φ

D1

φ

D2

ψ
∧I

φ ∧ ψ

D
φ ∧ ψ

∧E1φ

D
φ ∧ ψ

∧E2ψ

D

¬φ
¬∧I1

¬(φ ∧ ψ)

D

¬ψ
¬∧I2

¬(φ ∧ ψ)

D1

¬(φ ∧ ψ)

[¬φ]u

D2

γ

[¬ψ]v

D3

γ
¬∧E,u,vγ

D
φ

∨I1φ ∨ ψ

D
ψ

∨I2φ ∨ ψ

D1

φ ∨ ψ

[φ]u

D2

γ

[ψ]v

D3

γ
∨E,u,vγ

D1

¬φ

D2

¬ψ
¬∨I

¬(φ ∨ ψ)

D
¬(φ ∨ ψ)

¬∨E1¬φ

D
¬(φ ∨ ψ)

¬∨E2¬ψ
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D
φ

¬¬I
¬¬φ

D
¬¬φ

¬¬E
φ

D1

φ

[¬φ]u

D2

⊥
�I,u

�φ

D
�φ

�E
φ

D
¬φ

¬�I
¬�φ

D1

¬�φ

D2

φ
¬�E

¬φ

D
¬φ ∧ �φ

⊥I
⊥

D
⊥

⊥E
φ

Remark 3.1. (i) Actually, in [17], the introduction rule for � is

D1

ψ ∨ φ

[¬φ]u

D2

ψ
�I∗,u

ψ ∨ �φ

If we take ψ as ⊥ in �I∗ we get �I as in Definition 3.1.
(ii) The intuition behind rule �I is the following: “if we have a de-

duction for φ and ¬φ is not provable, then we have a deduction for �φ”.

As usual, by application of the rule ¬∧E (∨E) a new proof-tree is
formed from D, D1, and D2 by adding at the bottom the conclusion
γ while closing the sets [¬φ]u and [¬ψ]u of open assumptions marked
by u and v, respectively. By application of the rule �I a new proof-
tree is formed from D1 and D2 by adding at the bottom the conclusion
�φ while closing the set [¬φ]u of open assumptions marked by u. Note
that we have introduced the symbol ⊥: it behaves here as an arbitrary
unprovable propositional constant whose negation is provable.

Let Γ ∪ {α} ⊆ Fm. We say that the conclusion α is derivable from
a set Γ of premises, written Γ ⊢ α, if and only if there is a deduction in
NDTML of α from Γ . Direct consequences of the I-rules and E-rules for
∧, ∨ and ¬ we obtain:
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Lemma 3.1. For all α, β ∈ Fm:

(i) (α ∨ β) ∧ γ ⊣⊢ (α ∧ γ) ∨ (β ∧ γ),
(ii) (α ∧ β) ∨ γ ⊣⊢ (α ∨ γ) ∧ (β ∨ γ),

(iii) ¬(α ∨ β) ⊣⊢ ¬α ∧ ¬β
(iv) ¬(α ∧ β) ⊣⊢ ¬α ∨ ¬β,
(v) ¬¬α ⊣⊢ α.

Lemma 3.2. For all α, β ∈ Fm:

(i) ⊢ �(α ∨ ¬�α),
(ii) ¬�α ∧ α ⊣⊢ ¬α ∧ α ,

(iii) ⊢ �α ∨ ¬�α,
(iv) �α ∧ ¬�α ⊣⊢ ⊥,
(v) �(�α ∧ �β) ⊣⊢ �α ∧ �β,

(vi) �(�α ∨ �β) ⊣⊢ �α ∨ �β,
(vii) �α ∨ ¬α ⊣⊢ α ∨ ¬α,

(viii) ��α ⊣⊢ �α,
(ix) �(α ∧ β) ⊣⊢ �α ∧ �β,
(x) �(α ∨ �β) ⊣⊢ �α ∨ �β,

(xi) �¬�α ⊣⊢ ¬�α
(xii) α ∧ �¬α ⊣⊢ ⊥.

Proof. We shall only prove (i), (ii), (ix) and (xi).
(i)

MA
α ∨ ¬�α

¬(α ∨ ¬�α)u

¬α ∧ ¬¬�α ∧E1¬α

¬(α ∨ ¬�α)u

¬α ∧ ¬¬�α ∧E2¬¬�α
¬¬E

�α
∧I

¬α ∧ �α (⊥)
⊥

�I,u
�(α ∨ ¬�α)

(ii)
¬α ∧ α ∧E1¬α

¬�I
¬�α

¬α ∧ α ∧E2α
∧I

¬�α ∧ α

¬�α ∧ α ∧E1¬�α
¬�α ∧ α ∧E2α

¬�E¬α
¬�α ∧ α ∧E2α

∧I¬α ∧ α

(ix) See figure 1.
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(xi) By �E we have that �¬�α ⊢ ¬�α. For the converse, consider
the following deduction

¬�α

¬¬�αu

�α ¬�α ∧I and item (iv)
⊥

�I,u
�¬�α

⊣

Note that all syntactic proofs displayed in Lemma 3.2 are normal.

Theorem 3.3 (Soundness and Completeness, [17]). Let Γ,∆ ⊆ Fm, Γ
finite. The following conditions are equivalent:

(i) the sequent Γ ⇒ ∆ is derivable in SCTML,
(ii) there is a deduction of the disjunction of the sentences in ∆ from

Γ in NDTML.

In what follows, the del-rules (for “disjunction-elimination-like") of
NDTML are ∨E and ¬∧E. As usual, a segment (of length n) in a deduc-
tion D of NDTML is a sequence α1, . . . , αn of consecutive occurrences of
a formula α in D such that for 1 ¬ n, i < n,

(a) αi is a minor premise of a del-rule application in D, with conclusion
αi+1,

(b) αn is not a minor premise of a del-rule application, and
(c) α1 is not the conclusion of a del-rule application.

It is worth observing that, in this paper, the complexity (or degree) of a
formula α is defined as follows:

Definition 3.2. Let α be a formula. The complexity (degree) of α,
c(α), is the natural number obtained by

(i) if p is a propositional variable then c(p) = 0,
(ii) c(β♯γ) = c(β) + c(γ) + 1 for ♯ ∈ {∨,∧},

(iii) c(¬α) = c(α) + 1,
(iv) c(�α) = c(α) + 2.

A formula occurrence which is neither a minor premise nor the con-
clusion of an application of a del-rule always belongs to a segment of
length 1.

A segment is maximal, or a cut (segment) if αn is the major premise
of an E-rule, and either n > 1, or n = 1 and αn is the conclusion of
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⊥I
⊥
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�(α ∧ β)
α ∧ β
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¬βv
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⊥
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�α ∧ �β
∧E2
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⊥
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⊥
�I,w

�(α ∧ β)

Figure 1. The proof of (ix)
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an I-rule. The cutrank cr(σ) of a maximal segment σ with formula α is
the complexity of α. Besides, the cutrank cr(D) of a deduction D is the
maximum of the cutranks of cuts in D. If there is no cut, the cutrank
of D is zero. A critical cut of D is a cut of maximal cutrank among all
cuts in D. A deduction without critical cuts is said to be normal.

Lemma 3.4. Let D be a deduction in NDTML. Then, D reduces to a
deduction D′ in which the consequence of every application of the ⊥E
rule is a propositional variable p (atomic) or its negation ¬p.

Proof. Consider the following deduction with an application of the ⊥E

D
⊥

⊥Eα

It is not difficult to check that if α has the shape of γ1∧γ2, γ1 ∨γ2, ¬(γ1 ∧
γ2), ¬(γ1 ∨ γ2), ¬¬γ1, �γ1 and ¬�γ1 we can remove this application of
⊥E using application(s) of ⊥E with consequence formula(s) that has
complexity strictly less that the complexity of α. Thus, by successively
repeating this transformation we can finally obtain a deduction with the
required characteristics. ⊣

In what follows, we shall only consider deductions in which the con-
sequence of every application of the ⊥E rule is a propositional variable
p (atomic) or its negation ¬p. Observe that, in this kind of deductions,
there cannot be occurrences of formulas that are consequences of ⊥E
and the major premise of an E-rule.

We first show how to remove cuts of length 1. Besides, ∧-conversions
and ∨-conversions are as in the system of natural deduction for intu-
itionistic (or classical) logic.

¬∧-conversion

D
¬αi

¬(α1 ∧ α2)

[¬α1]u

D1

γ

[¬α2]v

D2

γ
u,v

γ

converts to

D
[¬αi]
Di

γ

for

i = 1, 2.

¬∨-conversion

D1

¬α1

D2

¬α2

¬(α1 ∧ α2)
¬αi

converts to Di

¬αi
for i = 1, 2.
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¬¬-conversion

D
α

¬¬α
α

converts to D
α

�-conversion

D1

α

[¬α]u

D2

⊥
�α
α

converts to D1

α

¬�-conversion

D1

¬α
¬�α

D2

α
¬α

converts to D1

¬α

In order to remove cuts of length > 1, we permute E-rules upwards over
minor premises of del-rules:

D
α1 ∨ α2

[α1]u

D1

γ

[α2]v

D2

γ
∨Eγ D′

E-rule
γ’

converts to

D
α1 ∨ α2

[α1]u

D1

γ D′

E-rule
γ’

[α2]v

D2

γ D′

γ’
γ’

,

D
¬(α1 ∧ α2)

[¬α1]u

D1

γ

[¬α2]v

D2

γ
∨Eγ D′

E-rule
γ’

converts to

D
¬(α1 ∨ α2)

[¬α1]u

D1

γ D′

E-rule
γ’

[¬α2]v

D2

γ D′

γ’
γ’

,
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Applications of ∨E (¬∧E) with major premise α1 ∨ α2 (¬(α1 ∧ α2)),
where at least one of [α1], [α2] ([¬α1], [¬α2]) is empty in the deduction
of the first or second minor premise, are redundant and can be removed
easily. We are now ready to prove the main result of this section.

Theorem 3.5 (Normalization). Every deduction D in NDTML reduces
to a normal deduction.

Proof. We assume that, in every application of an E-rules, the major
premise is always to the left of the minor premise(s), if there are any
minor premises. We use a main induction on the cutrank n of D, with
a subinduction on m, the sum of lengths of all critical cuts (= cut seg-
ments) in D. By a suitable choice of the critical cut to which we apply a
conversion we can achieve the result that either n decreases (and we can
appeal to the main induction hypothesis), or that n remains constant
but m decreases (and we can appeal to the subinduction hypothesis).
Let σ be a top critical cut in D if no critical cut occurs in a branch of
D above σ. Now apply a conversion to the rightmost top critical cut
of D; then the resulting D′ has a lower cutrank (if the segment treated
has length 1, and is the only maximal segment in D), or has the same
cutrank, but a lower value for m. ⊣

4. The contrapositive implication in TML

The original language of the logic of TMAs  in particular, the language
of logic TML  does not have an implication operator as a primitive
connective. It is a natural question to ask how to define a binary operator
in TMAs, in terms of the others, with the behavior of some kind of
implication. Such operators are useful in order to characterize the lattice
of congruences of a given class of algebras.

Some proposal for an implication operator in TMAs have appeared
in the literature. For instance, Loureiro proposed in [25] the following
implication for TMAs:

x → y = ¬�x ∨ y.

In turn, by considering the operator

x 7→ y = (x → y) ∧ (¬�¬y ∨ ¬x),
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Figallo and Landini introduced in [18] an interesting implication operator
for TMAs defined as follows:

x ≻ y = (x 7→ y) ∧ ((¬x ∨ y) → (�¬x ∨ y)).

This operator was called in [34] contrapositive implication for TMAs.
It is easy to see that the contrapositive implication can be written in

a simpler form:

x ≻ y = (x → y) ∧ (¬y → ¬x) ∧ ((¬x ∨ y) → (�¬x ∨ y)).

The main feature of contrapositive implication is that it internalizes the
consequence relation (whenever just one premise is considered), as we
shall see in Theorem 4.5. Another important aspect of contrapositive
implication is that all the operations of the TMAs can be defined in
terms of ≻ and 0. In fact:

Proposition 4.1 ([18]). In every TMA it holds:

(i) 1 ≈ (0 ≻ 0),
(ii) ¬x ≈ (x ≻ 0),

(iii) x ∨ y ≈ (x ≻ y) ≻ y,

(iv) x ∧ y ≈ ¬(¬x ∨ ¬y),
(v) �x ≈ ¬(x ≻ ¬x).

Therefore, ≻ and 0 are enough to generate all the operations of a given
TMA.

Additionally, from Proposition 4.1 an axiomatization for TMAs was
given in [18] in terms of ≻ and 0 as follows.

Proposition 4.2 ([18]). In every TMA it can be defined a binary oper-
ation ≻ and an element 0 such that the following holds:

(C1) (1 ≻ x) ≈ x,
(C2) (x ≻ 1) ≈ 1,
(C3) (x ≻ y) ≻ y ≈ (y ≻ x) ≻ x,
(C4) x ≻ (y ≻ z) ≈ 1 implies y ≻ (x ≻ z) ≈ 1,
(C5) ((x ≻ (x ≻ y)) ≻ x) ≻ x ≈ 1,
(C6) (0 ≻ x) ≈ 1,
(C7) (x ≻ 0) ≈ ¬x,
(C8) ((x ∧ y) ≻ z) ≻ ((x ≻ z) ∨ (y ≻ z)) = 1.

Conversely, if an algebra with a binary operation ≻ and an element 0
satisfies (C1)–(C6) and (C8), where 1 := 0 ≻ 0, x ∨ y := (x ≻ y) ≻ y
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and x ∧ y := ¬(¬x ∨ ¬y) such that ¬x := (x ≻ 0), then the resulting
structure is a TMA, where �x := ¬(x ≻ ¬x).

Definition 4.1. A contrapositive tetravalent modal algebra is an algebra
〈A,≻, 0〉 of type (2, 0) that satisfies items (C1)–(C6) and (C8) of Propo-
sition 4.2 (with the abbreviations defined therein). We shall denote the
class of these algebras by TMAc.

Observe that the classes TMA and TMAc are termwise equivalent.
The main differences reside in the underlying language defining both
classes and the fact that the characterization of the latter does not allow
to see that in fact it is a variety. As it was showed in [14], the contraposi-
tive implication operator ≻ is very useful when describing a Hilbert-style
system for TML.

It is worth noting that in M4m, the canonical TMA, the contraposi-
tive implication operator ≻ has the following truth-table:

≻ 0 n b 1

0 1 1 1 1

n n 1 b 1

b b n 1 1

1 0 n b 1

Remark 4.1. Clearly, the logic of the contrapositive tetravalent modal
algebras |=T MAc can be defined by analogy with Definition 2.1.

The new connective ≻ has some nice properties, displayed below. As
usual, we define the dual connective ♦ as an abbreviation of ¬�¬. By
the simple inspection of the truth-tables we obtain:

Proposition 4.3. For all α, β ∈ Fm, the following holds in TML:

(i) |=TML ⊥ ≻ α,
(ii) |=TML α ≻ ⊤,

(iii) |=TML α ≻ (β ≻ α),
(iv) |=TML (α ∨ β) ≻ (β ∨ α),
(v) |=TML ¬¬α ≻ α,

(vi) |=TML α ≻ ¬¬α,
(vii) |=TML �α ≻ ��α,

(viii) |=TML �α ≻ α,
(ix) |=TML α ≻ �♦α,
(x) |=TML �α ≻ ♦α,

(xi) |=TML �(α ≻ β) ≻ (�α ≻ �β),

(xii) |=TML (♦α ∧ ♦β) ≻ (♦(α ∧ ♦β) ∨ ♦(α ∧ β) ∨ ♦(β ∧ ♦α)).

Remark 4.2. Theorem (xi) is the (K) axiom [see 6]. Theorems (vii),
(viii), (ix), (x) and (xii) correspond to the axioms (4), (T), (B), (D) and
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(.3), respectively [see 6]. Therefore TML satisfies all the modal axioms
of the classical modal logic S5. Nevertheless, we cannot affirm that TML
is a normal modal logic since the implication operator ≻ does not satisfy
some properties of classical implication [see 6].

There exist interesting similarities between Łukasiewicz’s Ł3 (seen as
a modal logic) and TML. In both logics, �α and ♦α are defined by the
same formulas, namely ¬(α ≻ ¬α) and ¬α ≻ α, respectively (in the case
of Ł3, ¬ and ≻ denote the respective negation and implication operators).
Moreover, both implications (Ł3’s implication and the contrapositive
implication) do not satisfy the contraction law: α ≻ (α ≻ β) is not
equivalent to (α ≻ β). From this follows that both logics satisfy the
following modal principle: α ≻ (α ≻ �α), which is not valid in the
classical modal logic S5.

Let �
0α =def α and �

n+1α =def �
n
�α for any n ∈ N. ♦nα is

defined analogously. Then, from Proposition 4.3 we obtain:

Proposition 4.4. TML satisfies the following well-known instance of
the Lemmon-Scott schemes [cf. 24] for any n, l, k,m ∈ N,

|=TML ♦k
�

lα ≻ �
m♦nα

but 6|=TML �♦α ≻ ♦�α.

Finally, in TML we have a weak version of the Deduction Metathe-

orem with respect to the contrapositive implication.

Theorem 4.5 ([18]). Let α, β ∈ Fm. The following conditions are
equivalent:

(i) α |=TML β,
(ii) |=TML α ≻ β.

This last result shows that contrapositive implication ≻ internalizes
the consequence relation of TML whenever just one premise is consid-
ered. In algebraic terms, ≻ internalizes the partial order ≤ of TMAs.

It is worth noting that it is not possible to improve Theorem 4.5 in
the following sense:

Proposition 4.6. In TML both directions of the deduction metathe-
orem, with respect to ≻, fail if more than one premise are allowed.
Specifically:

(i) α, β |=TML γ does not imply that α |=TML β ≻ γ,
(ii) α |=TML β ≻ γ does not imply that α, β |=TML γ.
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Proof. (i) Observe that n ∧ b ≤ 0, but n 6≤ b ≻ 0 = b. In order to
find an example of this, consider α = (•p∧ •q ∧ •(p ≻ q) ∧ p), β = q and
γ = ⊥, where p, q are two different propositional variables, and •δ =def

♦(δ ∧ ¬δ) is the inconsistency operator. Then h(α ∧ β) = 0 = h(γ) for
every h ∈ Hom(Fm,M4m). That is, α, β |=TML γ. Now, let h such
that h(p) = n and h(q) = b. Then h(α) = n and h(β) = b and so
h(α) 6≤ h(β ≻ γ) = b ≻ 0 = b. Therefore, α 6|=TML β ≻ γ.

(ii) Note that n ≤ n ≻ 0 = n, but n ∧ n = n 6≤ 0. For instance, con-
sider α = p, β = ¬p and γ = ⊥, where p is a propositional variable. Then
α |=TML β ≻ γ, since α |=TML ¬¬α. Consider h ∈ Hom(Fm,M4m) such
that h(p) = n. Then h(α ∧ β) = n 6≤ 0 = h(γ) and so α, β 6|=TML γ. ⊣

In particular, the contrapositive implication does not satisfy local
modus ponens (in the sense of [10]).

The importance of the contrapositive implication was confirmed in
[14], where a Hilbert-style axiomatization for TML was given in terms
of ≻ and ⊥.

5. A tableau system for TML in the language {¬, ≻}

In this section, by adapting the general techniques introduced in [7], we
define a decidable tableau system adequate to check validity in the logic
TML. This constitutes a new (proof-theoretic) decision procedure for
checking validity in the variety of tetravalent modal algebras, besides the
four-valued truth-tables of TML and the one available in terms of the
cut-free sequent system introduced in [17].

The procedure for finding a set of tableau-rules for TML is based
on the general method presented in [7] for obtaining bivalued semantics
and tableau rules for a wide class of finite matrix logics [see 8 for further
development of this technique]. The given matrix logic must satisfy
just one condition: to be expressive enough to “separate” among the
different truth-values of the same kind, namely distinguished and non-
distinguished.

Since we are here interested in just one example, the logic TML,
we will simplify the procedure for obtaining the tableau rules without
entering in the (rather involved) details of the general construction pre-
sented in [7, 8]. Moreover, for the sake of the reader, we will present
original proofs of soundness and completeness of the generated tableau
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system, generalizing the classical ones of [32], and so this section will be
self-contained.

For simplicity, and making use of contrapositive implication, we will
use the language Fm

′′ = 〈Fm′′,≻,¬〉. The use of ¬ instead of ⊥ as
primitive will be convenient in order to simplify the presentation of the
rules, besides the fact that the negation ¬ will play a fundamental role in
the sequel. It is worth noting that the “expressive power” of Fm′′ is the
same as that of Fm′, since ⊥ can be defined in the former as ¬(α ≻ α)
for any α. Additionally, the tableau rules will be extended to the usual
language Fm of tetravalent modal algebras.

In the following subsections, we will assume that the reader is ac-
quainted with the definition of tableaux, as well as with the related
notions such as closure rules, closed and open branches etc. The reader
unfamiliar with such concepts can consult [32].

5.1. Separating the truth-values of TML

From now, TML will be seen as the matrix logic MN = 〈M4m, {b, 1}〉.
Consider the function f : M4 → {T,F} given by f(1) = f(b) = T and
f(0) = f(n) = F. This function splits the truth-values into two classes:
the distinguished and the non-distinguished ones.

Consider now the formula ¬p in Fm′′. This formula (seen as an
operator over M4) “separates” the truth-values of TML as follows: for
x ∈ M4,

x = 1 iff f(x) = T and f(¬x) = F;

x = b iff f(x) = T and f(¬x) = T;

x = n iff f(x) = F and f(¬x) = F;

x = 0 iff f(x) = F and f(¬x) = T.

From this it follows:

(†)















x ∈ {1, b} iff f(x) = T;
x ∈ {1, n} iff f(¬x) = F;
x ∈ {0, b} iff f(¬x) = T;
x ∈ {0, n} iff f(x) = F.
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5.2. Describing the truth-table of ≻ in terms of T/F

By inspection of the truth-table of ≻ and by using (†) it follows, for all
x, y ∈ M4:

f(x ≻ y) = T iff



























f(y) = T OR

f(¬x) = T, f(y) = F, f(¬y) = T OR

f(x) = F f(y) = F, f(¬y) = F

f(x ≻ y) = F iff















f(x) = T, f(y) = F, f(¬y) = F, OR

f(¬x) = F, f(y) = F, f(¬y) = T.

f(¬(x ≻ y)) = T iff







f(x) = T, f(y) = F, f(¬y) = T OR

f(¬x) = F, f(y) = T, f(¬y) = T.

f(¬(x ≻ y)) = F iff



























f(¬y) = F OR

f(¬x) = T, f(y) = T, f(¬y) = T OR

f(x) = F, f(y) = F, f(¬y) = T

5.3. Obtaining the tableau rules for TML

By substituting in the expressions above the truth-values x, y by for-
mulas α, β of Fm′′, and by substituting equations “f(x) = T” and
“f(x) = F” by signed formulas T (α) and F (α), respectively, we obtain
automatically the following tableau rules for TML:

T (α ≻ β)
T (β) |T (¬α), F (β), T (¬β) |F (α), F (β), F (¬β)

F (α ≻ β)
T (α), F (β), F (¬β) | F (¬α), F (β), T (¬β)

T (¬(α ≻ β))
T (α), F (β), T (¬β) | F (¬α), T (β), T (¬β)

F (¬(α ≻ β))
F (¬β) |T (¬α), T (β), T (¬β) |F (α), F (β), T (¬β)
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T (¬¬α)
T (α)

F (¬¬α)
F (α)

Closure rule:
T (α), F (α)

⋆

Let T be the tableau system defined by the rules above. Given a signed
formula η, a completed tableau starting from η is called a tableau for η.
We say that a formula α in Fm′′ is provable in T, written as ⊢T α, if
there exists a closed tableau for the signed formula F (α).

Given a tableau system, it is in general convenient to define derived
rules in order to get shorter proofs. So straightforward, by using the
rules of T. we state a fundamental set of derived rules:

Proposition 5.1. The following rules can be derived in T:

T (α ≻ β), T (¬(α ≻ β))
F (¬α), T (β), T (¬β) |T (α), T (¬α), F (β), T (¬β)

F (α ≻ β), F (¬(α ≻ β))
T (α), F (β), F (¬β) |F (α), F (¬α), F (β), T (¬β)

F (α ≻ β), T (¬(α ≻ β))
T (α), F (¬α), F (β), T (¬β)

T (α ≻ β), F (¬(α ≻ β))

F (α), T (¬α) |F (α), F (¬α), F (β), F (¬β) | T (α), T (¬α), T (β), T (¬β) |T (β), F (¬β)

5.4. Soundness and completeness of T

Now we will prove the adequacy of T, that is, that ⊢T α if and only if
|=TML α, for every formula α. We begin by introducing some definitions
and previous results.

Given a formula α ∈ Fm′′, the degree of α, denoted by d(α), is a
natural number defined as follows: d(p) = 1 (for p ∈ Var); d(α ≻ β) =
d(α) + d(β) + 1; d(¬α) = d(α) + 1.

It is clear that the degree of the formulas occurring in the conclusion
of a rule of T is strictly less than the degree of the premise of the rule.
From this, it is easy to prove the following useful result:

Proposition 5.2. Given a signed formula η, it is always possible to
build a (open or closed) completed tableau in T for η.
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Given a homomorphism h : Fm′′ → M4m and a signed formula η, we
say that h satisfies η if

• η = T (α) and h(α) ∈ {1, b};
• η = F (α) and h(α) ∈ {0, n};

It follows that h satisfies T (¬α) iff h(α) ∈ {0, b}, and h satisfies F (¬α)
iff h(α) ∈ {1, n}.

Let Υ be a set of signed formulas. Then h satisfies Υ if h satisfies η
for every η ∈ Υ . By a straightforward proof by cases we obtain:

Lemma 5.3. Let h : Fm′′ → M4m be a homomorphism, and let

η

Υ1 | . . . | Υn

be a rule of T. If h satisfies η then h satisfies Υi for some 1 ¬ i ¬ n.

Proposition 5.4. If 6|=TML α then every completed tableau for F (α)
is open.

Proof. Assume that 6|=TML α and suppose that there exists a com-
pleted closed tableau T for F (α). Since 6|=TML α, there is a homo-
morphism h such that h(α) ∈ {0, n}. Thus, h satisfies F (α). By the
previous lemma, h must satisfy the set of signed formulas occurring in
some branch θ of T . Since T is closed, the branch θ is closed, that is,
the closure rule was used in θ. But it is an easy task to verify that no
homomorphism can satisfy simultaneously both premises of the closure
rule. This leads to a contradiction, and then every completed tableau
for F (α) must be open. ⊣

Corollary 5.5 (Soundness of T). If ⊢T α then |=TML α.

In order to prove completeness, we need to state the following result.

Proposition 5.6. Let θ be an open branch of a completed open tableau
T , and let Υ be the set of signed formulas occurring in θ. Let h be a
homomorphism such that, for every α ∈ Var :

(‡)















h(α) ∈ {1, b} if T (α) ∈ Υ ;
h(α) ∈ {1, n} if F (¬α) ∈ Υ ;
h(α) ∈ {0, n} if F (α) ∈ Υ ;
h(α) ∈ {0, b} if T (¬α) ∈ Υ .

In any other case h(α) is arbitrary, for α ∈ Var . Then (‡) holds for any
complex formula α.
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Proof. By induction on the degree of α.
(i) α ∈ Var . The result is clearly true.
(ii) α = ¬β. If T (α) ∈ Υ then T (¬β) ∈ Υ and so h(β) ∈ {0, b},

by the induction hypothesis. Thus, h(α) ∈ {1, b}. If T (¬α) ∈ Υ then
T (¬¬β) ∈ Υ and so T (β) ∈ Υ , since T is completed. Thus h(β) ∈ {1, b},
by induction hypothesis and then h(α) ∈ {0, b}. The other cases are
proved analogously.

(iii) α = β ≻ γ.
(iii.1) T (α) ∈ Υ . Since T is completed then the rule for T (β ≻ γ)

was eventually used, splitting into three branches. One of them is a
sub-branch of θ, thus one of the following cases hold:

(iii.1.1) T (γ) ∈ Υ . Then h(γ) ∈ {1, b}, by the induction hypothesis.
Then, h(α) ∈ {1, b}, by the definition of ≻.

(iii.1.2) T (¬β), F (γ), T (¬γ) ∈ Υ . Then h(β) ∈ {0, b} and h(γ) = 0,
by the induction hypothesis, and so h(α) ∈ {1, b}.

(iii.1.3) F (β), F (γ), F (¬γ) ∈ Υ . Then h(β) ∈ {0, b}, by the induction
hypothesis, and so h(α) = 1 ∈ {1, b}.

The proof of the remaining sub cases for (iii) (namely: F (α) ∈ Υ ,
T (¬α) ∈ Υ and F (¬α) ∈ Υ ) are analogous. ⊣

Proposition 5.7. Assume that there is a completed open tableau for
F (α). Then 6|=TML α.

Proof. Consider, by hypothesis, an open branch θ of a completed open
tableau T for F (α), and let Υ be the set of signed formulas occurring
in θ. Let h be a homomorphism defined as in Proposition 5.6. Then
h(α) ∈ {0, n}, since F (α) ∈ Υ , and so 6|=TML α. ⊣

Theorem 5.8 (Completeness of T). If |=TML α then ⊢T α.

Proof. If |=TML α then, by Proposition 5.7, every completed tableau
for F (α) is closed, and so there exists (by Proposition 5.2) a closed
tableau for F (α). That is, ⊢T α. ⊣

Corollary 5.9. Let α be a formula. Then every completed tableau for
F (α) is open, or every completed tableau for F (α) is closed.

Proof. Suppose that there exists a completed open tableau T for F (α),
as well as a completed closed tableau T ′ for F (α). By Proposition 5.7,
6|=TML α. On the other hand, by Corollary 5.5, it follows that |=TML α,
a contradiction. ⊣
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Proposition 5.10. Suppose that ⊢T α. Then every completed tableau
for T (¬α) is closed.

Proof. If ⊢T α then |=TML α, by Corollary 5.5. Thus, h(α) ∈ {1, b}
for every homomorphism h. Suppose that there exists a completed open
tableau T for T (¬α), and let Υ be the set of signed formulas obtained
from an open branch θ of T . Define a homomorphism h as in Proposi-
tion 5.6. Then h(α) ∈ {0, b} since T (¬α) ∈ Υ . But h(α) ∈ {1, b} and
so h(α) = b. Using Lemma 2.2 there exists a homomorphism h′ such
that h′(α) = n, a contradiction. Therefore every completed tableau for
T (¬α) is closed. ⊣

The last result shows from the tableau perspective the fact that, in
TML, the tautologies just get the truth-value 1 by means of homomor-
phisms.

It is worth noting that the tableau system T allows us to decide
whether a given formula is valid or not in TML, and so it decides the
validity in the variety TMA of equations of the form α ≈ 1. With respect
to inferences of the form α ⊢TML β, they can be recovered in T by means
of tableaux for F (α ≻ β). Thus, T decides the validity in the variety
TMA of equations α ≈ β. Finally, as it happens with the classical case
[cf. 32], the set of signed formulas of an open branch of a completed open
tableau allows us to find a model for that set of formulas: in particular,
it finds a counter-model for a non-valid formula.

6. A tableau system for TML in the original language

In this short section, we use the results exposed in the previous section
to present a tableau system for TML in the original language.

Definition 6.1. Let T′ be the tableau system defined by the following
set of rules:

T (α ∨ β)
T (α) |T (β)

T (¬(α ∨ β))
T (¬α), T (¬β)

F (α ∨ β)
F (α), F (β)

F (¬(α ∨ β))
F (¬α) |F (¬β)

T (α ∧ β)
T (α), T (β)

T (¬(α ∧ β))
T (¬α) |T (¬β)
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F (α ∧ β)
F (α) |F (β)

F (¬(α ∧ β))
F (¬α), F (¬β)

T (¬¬α)
T (α)

F (¬¬α)
F (α)

T (�α)
T (α), F (¬α)

F (�α)
F (α) | T (¬α)

T (¬�α)
F (�α)

F (¬�α)
T (�α)

Closure rules:

T (α), F (α)
⋆

T (⊥)
⋆

F (¬⊥)
⋆

The satisfaction of a signed formula η by a homomorphism h : Fm →
M4m is defined as in Subsection 5.4. Then, by a straightforward proof
by cases, we obtain:

Lemma 6.1. Let h : Fm → M4m be a homomorphism, and let

η

Υ1 | . . . | Υn

be a rule of T′ for n = 0, 1, 2. If h satisfies η then h satisfies Υi for some
1 ¬ i ¬ n.

By a similar argument to the one given for T, the following result is
clearly valid:

Proposition 6.2. Given a signed formula η, it is always possible to
build a (open or closed) completed tableau in T′ for η.

By analogous proof to the proof of Proposition 5.4 we have:

Proposition 6.3. If 6|=TML α then every completed tableau for F (α)
is open.

Corollary 6.4 (Soundness of T′). If ⊢T′ α then |=TML α.

Next, we prove a version of Proposition 5.6 for this setting.

Proposition 6.5. Let θ be an open branch of a completed open tableau
T in T′, and let Υ be the set of signed formulas occurring in θ. Let h be
a homomorphism such that, for every α ∈ Var :

(‡)















h(α) ∈ {1, b} if T (α) ∈ Υ ;
h(α) ∈ {1, n} if F (¬α) ∈ Υ ;
h(α) ∈ {0, n} if F (α) ∈ Υ ;
h(α) ∈ {0, b} if T (¬α) ∈ Υ .
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In any other case h(α) is arbitrary, for α ∈ Var . Then (‡) holds for any
complex formula α.

Proof. By induction on the complexity of α (see Definition 3.2). We
analyze just some cases, the others are analogous.

(i) α ∈ Var or α = ⊥. The result is clearly true.
(ii) α = ¬β. If T (α) ∈ Υ then T (¬β) ∈ Υ and so h(β) ∈ {0, b},

by the induction hypothesis. Thus, h(α) ∈ {1, b}. If T (¬α) ∈ Υ then
T (¬¬β) ∈ Υ and so T (β) ∈ Υ , since T is completed. Thus h(β) ∈ {1, b},
by the induction hypothesis and then h(α) ∈ {0, b}. The other cases are
proved analogously.

(iii) α = β ∧ γ.
Suppose that T (α) ∈ Υ . Since T is completed then the rule for

T (β∧γ) was eventually used. Then T (β), T (γ) ∈ Υ , and by the induction
hypothesis, h(β), h(γ) ∈ {1, b}, hence h(β ∧ γ) ∈ {1, b}.

If T (¬α) ∈ Υ , then the rule for T (¬(β ∧ γ)) was eventually used
splitting into two branches. One of them is a sub-branch of θ, thus one
of the following conditions hold:

(iii.1) T (¬β) ∈ Υ . Then h(¬β) ∈ {1, n}, by the induction hypothesis.
Then, h(¬α) ∈ {1, n}, by the definition of of the operations in TML and
by the fact that h(¬α) = h(¬β ∨ ¬γ).

(iii.2) T (¬γ) ∈ Υ . Analogous to (iii.1).
The proof of the remaining sub cases, namely F (α) ∈ Υ and F (¬α) ∈

Υ ), are analogous.
(iv) α = �β.
We just analyze the case where F (�β) ∈ Υ . Since T is completed,

the rule F (�β) was used splitting into two branches. Then, one of the
following conditions hold.

(iv.1) F (β) ∈ Υ . By the induction hypothesis, h(β) ∈ {0, n} and
then h(�β) = 0 ∈ {0, n}.

(iv.2) T (¬β) ∈ Υ . By the induction hypothesis, h(β) ∈ {0, b} and
therefore h(�β) = 0 ∈ {0, n}. ⊣

Finally,

Theorem 6.6 (Completeness of T′). If |=TML α then ⊢T′ α.

Proof. Let α be a formula. Note that (as in Proposition 5.7), if there
is a complete open tableau in T′ for F (α), then 6|=TML α. So, if |=TML α
then every tableau in T′ for F (α) is closed and therefore, by Proposi-
tion 6.2, there exists a closed tableau for F (α). That is, ⊢T′ α. ⊣
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Corollary 6.7. Let α be a formula. Then every completed tableau in
T′ for F (α) is open, or every completed tableau in T′ for F (α) is closed.

Proof. Analogous to the proof of Corollary 5.9, but now by using
Proposition 6.5. ⊣

Proposition 6.8. Suppose that ⊢T′ α. Then every completed tableau
for T (¬α) is closed.

Proof. It is similar to the proof of Proposition 5.10, but now by using
Corollary 6.4 and Proposition 6.5. ⊣

Now it can be proved, only by tableau tools, the admissibility of the
Rule of Necessitation (Nec) (recall Lemma 2.8). In order to see this,
suppose that |=TML α, and start a tableau in T′ for F (�α). By Defi-
nition 6.1, two branches are created: one with F (α) and the other with
T (¬α). By Proposition 6.2, both tableaux will eventually terminate.
Using Theorem 6.6, Corollary 6.7 and Proposition 6.8, both tableaux
are closed. From this, the original tableau in T′ for F (�α) is closed.
This shows that |=TML �α, by Corollary 6.4.

7. Concluding remarks

In this paper, we have continued the study of TML under a proof-
theoretic perspective. First, we showed that the natural deduction sys-
tem NDTML introduced in [17] admits a normalization theorem. Later,
taking advantage of the contrapositive implication for the tetravalent
modal algebras introduced in [18], we defined a decidable tableau system
for TML. The original language of the logic of TMAs  in particular,
the language of logic TML  does not have an implication connective
as a primitive connective. However, using the contrapositive implication
for TML as a primitive connective and following a general techniques
introduced in [7], we defined a sound an complete tableau system for
this logic. Finally, inspired by this last system, we provided a sound and
complete tableau system for TML in the original language. These two
tableau systems constitute new (proof-theoretic) decision procedures for
checking validity in the variety of tetravalent modal algebras, besides the
four-valued truth-tables of TML and the one available in terms of the
cut-free sequent system introduced in [17].
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An interesting task (for future work) would be to provide a natural
deduction system for TML in terms of negation and implication (¬, ≻).
This would involve to find proper introduction/elimination rules for ≻
which does not seem an easy job in the light of the unusual properties
of this implication.

Also, we propose to extend TML to first-order languages. This would
provide a suitable context for studying and developing its potential ap-
plications in computer science as envisaged by Antonio Monteiro fifty
years ago.
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