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Abstract 

Multiple sclerosis (MS) is a chronic and severe disease of the central nervous system characterized 

by complex pathology including inflammatory demyelination and neurodegeneration. MS impacts 

>2.8 million people worldwide, with most starting with a relapsing-remitting form (RRMS) in 

young adulthood, and many of them worsening to a secondary-progressive course (SPMS) despite 

treatment. So, there is a clear need for improved disease characterization. MRI is an ideal tool for 

non-invasive assessment of MS pathology, but there is still no established measure of disease 

activity and functional consequences. This project aims to overcome the challenge by developing 

novel imaging measures based on brain diffusion MRI and phase congruency texture analysis of 

conventional MRI. Through advanced modeling and analysis of clinically feasible brain MRI, this 

thesis investigates whether and how the derived measures differentiate MS pathology types and 

disease severity and predict functional outcomes in MS. The overall process has led to important 

technical innovations in several aspects. These include: innovative modeling of simple diffusion 

acquisitions to generate high angular resolution diffusion imaging (HARDI) measures; new 

optimization and harmonization techniques for diffusion MRI; innovative neural network models 

to create new diffusion data for comprehensive HARDI modeling; and novel methods and a 

graphic user interface for optimizing phase congruency analyses. Assisted by different machine 

learning methods, collective findings show that advanced measures from both diffusion MRI and 

phase congruency are highly sensitive to subtle differences in MS pathology, which differentiate 

disease severity between RRMS and SPMS through multi-dimensional analyses including chronic 

active lesions, and predict functional outcomes especially in physical and neurocognitive domains. 

These results are clinically translational and the new measures and techniques can help improve 

the evaluation and management of both MS and similar diseases.
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Chapter 1: Introduction 

1.1 Overview of research 

Multiple sclerosis (MS) is a chronic and severe disorder of the central nervous system (CNS) 

characterized by inflammatory demyelination and neurodegeneration (1–3). There is still no cure. 

MS is complex in both pathology and clinical manifestations. Most people begin MS with a 

relapsing-remitting clinical form (RRMS) during young adulthood (4) and therefore MS is literally 

a life-long disease. Without appropriate management, over half of the people with MS will suffer 

from progressive functional decline including being wheelchaired or bed-bound (5–7). The 

etiology of MS is not completely clear, and both environmental and genetic factors among others 

may play a role (8). However, MS is seen primarily distributed in northern latitudes such as North 

America, and Canada has one of the highest prevalence rates of MS in the world (9). Further, MS 

is highly imbalanced in sex with ≥3X more presentation in women than men in many regions 

globally (9). Development of a cure for MS individuals requires a clear understanding of disease 

activity and the associated pathology, along with the ability to measure them non-invasively. 

 

Focal lesions are hallmarks of MS pathology. There are different types of MS lesions which may 

feature different degrees of pathologies that lead to different consequences. In addition, MS 

pathology not only occurs as focal lesions but also presents in non-lesion areas such as normal-

appearing white matter (NAWM) and diffusely-abnormal white matter (DAWM) (10). While the 

underlying mechanisms remain unclear, it is commonly considered that MS pathology is an 

immune-mediated process that often varies between individuals, and between structures (4,8). 

Immune processes cause a variety of tissue damage including loss of myelin, and with 

dysregulation of axonal membrane and eventual disruption of cellular activity, loss of axons (11). 
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With time, the resulting damages can worsen, leading to clinically significant increases in severity 

and eventually transformation of disease phenotype. 

 

For people with RRMS, the natural consequence of their disease is converting to the secondary 

progressive form (SPMS) (1–3,12–14,8). A progressive functional decline characterizes SPMS for 

which no effective disease-modifying therapy is available. In MS, progression frequently occurs 

due to clinical relapses but also because of other factors, including age at diagnosis and subclinical 

disease activities. Specifically, long-term disability in MS has been linked to the frequency of 

lesion development and lesion load in early disease stages (15). Further, the presence and amount 

of chronic active lesions, typically characterized by ongoing tissue damage, are associated with an 

increased likelihood of disease progression (15,16). The conversion from RRMS to SPMS is 

associated with a shift to reduced inflammatory activity despite progressive loss of mobility and 

function (15,17). Current understanding of disease mechanisms suggest that the shift from an 

inflammatory to progressive disease pattern in MS is accompanied by a notable degree of neural 

degeneration such as axonal loss, as evidenced by the correlation between brain atrophy and 

disease progression (3,15,18). However, the change in disease forms is not always clear clinically, 

and when it becomes clear, irreversible damage may have occurred and it may be too late to 

intervene. The availability of methods that help identify the pathological changes early would be 

critical for early disease management.  

 

Disease development will unavoidably lead to worsened functional performance (5). 

Consequences of MS include negative impact to different functional areas such as physical 

disability and cognitive impairment (19). There are different approaches developed for assessing 
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functional performance for people with MS, including clinical exams (e.g. Extended Disability 

Status Scale, EDSS) and neuropsychological batteries (6,20). Nonetheless, many of these clinical 

assessment tools may not be sensitive enough to detect subclinical changes, which typically occur 

earlier than clinical manifestations (21). As such, robust assessment methods for early 

identification of functional wellbeing would also be crucial for improving outcomes of MS 

individuals.  

 

Magnetic resonance imaging (MRI) serves as a pivotal tool in the diagnosis, monitoring, and 

management of MS. Conventional MRI is instrumental in clinical imaging, including utilities in 

quantifying the number and volume of MS lesions, and identifying new and existing lesion activity 

(18,22,23). By direct observation or software assisted quantification, conventional MRI also offers 

the ability to estimate the changes in gross neural structure in MS such as atrophy. However, 

conventional MRI alone is limited by its ability to characterise specific processes of tissue 

pathology (22). Moreover, while relationships between lesion load and functional outcomes have 

been frequently documented in MS, the importance of specific lesion types such as chronic active 

lesions and their compositional characteristics in pathology are not intuitive to detect using 

conventional MRI, further confounding its use (24–26).  

 

Advanced MRI has improved specificity to MS pathology and has the potential to overcome some 

of the challenges mentioned above. While not routinely in clinical use, multiple advanced MRI 

methods have been developed. Myelin water imaging and magnetization transfer imaging have 

been investigated to quantify myelin integrity using measures such as myelin water fraction 

(MWF) and magnetization ratio (MTR), highly applicable in MS (27,28). In addition, 
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susceptibility-weighted imaging is a method sensitive to iron accumulation and is useful for 

inferring inflammatory activities as well as identifying chronic active lesions as detected by a 

paramagnetic rim in MS (16,22,29). Diffusion MRI is capable of providing information related to 

both myelin and axonal changes with competitive sensitivity and specificity (22,30,31). Assisted 

by different modeling approaches, a range of advanced imaging measures can be developed using 

clinically applicable diffusion MRI, which helps identify lesion formation and intra-lesion activity 

(32,33). Further, in combination with physiological modeling, diffusion MRI measures have also 

shown the likelihood of characterizing chronic active lesions in MS (33). Despite the promises, 

robust MRI measures of whole brain pathology is still lacking in MS. 

 

In addition to the above, advanced analysis of already acquired MRI data serves as an alternative 

method for improved characterization of disease activity including those in MS. These types of 

methods are under the scope of image postprocessing. With the focus of characterizing image 

patterns and trends associated with individual people, these methods also have the option to take 

advantage of the new artificial intelligence (AI) technologies such as machine learning/deep 

learning. Texture analysis is a pattern recognition method. By assessing the distribution of voxel 

signals voxels in an image, texture analysis methods can identify different tissue integrity 

characteristics invisible to human eyes (34). Applied to MS, texture analysis measures based on 

conventional MRI have shown the utility to assess pathological changes associated with de- and 

remyelination (35,36). Phase congruency is one such texture analysis method. Unlike many other 

methods, phase congruency extract image features using frequency domain information and 

therefore is robust to variations in image intensity and contrast (37). Machine learning is an 

approach that builds models automatically based on samples of data to learn patterns to enable it 
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to make predictions and classifications to unseen data (38). Combining with texture analysis 

methods, machine learning has the power to improve the pattern recognition and disease 

characterization abilities in various disorders including MS, in addition to their competitive ability 

to handle high dimensional datasets (33,39,40). 

 

The main goal of this project is to advance our understanding of the neuroscience mechanisms 

underlying disease severity and brain function alterations in MS bolstered by innovations in data 

science methods. To achieve this objective, I take advantage of recent advances in the fields 

especially those on cutting-edge diffusion MR imaging, image processing and analysis such as 

image texture analysis, and machine learning/deep learning. These processes are based largely on 

archived data acquired from people with different types of MS as part of at least three well-

characterized clinical studies. 

 

1.2 Hypothesis and Aims 

Current MS research is challenged by the lack of connections between MRI-measured disease 

activity and patient outcome. One critical factor is the lack of methods that reliably detect clinically 

relevant information of MS pathology. I hypothesize that brain diffusion MRI and phase 

congruency texture analysis will provide new micro- and macro-scale measures of MS pathology 

that in combination with novel data science algorithms, will facilitate advanced classification of 

injury patterns across brain areas, differentiation of phenotypes with different disease severity, and 

correlation with functional outcomes in MS. Diffusion MRI has shown considerable potential in 

assessing changes in tissue microstructure in numerous studies. Phase congruency, on the other 

hand, can detect signal intensity patterns that are difficult to assess using conventual MRI but that 
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may be critical for additional probing of pathological and functional integrity. The overall goal of 

this project is to establish methods that are sensitive to MS pathology, disease severity, and 

functional changes based on innovative brain diffusion MRI and phase congruency analyses. 

Specifically, this work will establish measures that detect tissue structural changes in both focal 

MS lesions and non-lesion areas, particularly those associated with critical tracts of brain white 

matter, to advance the specificity and clinical relationship of the methods. Moreover, this study 

will apply novel data augmentation and model optimization procedures with diffusion MRI, and 

integrate machine learning techniques into the analyses with both types of imaging where 

applicable to improve the applicability of the techniques to clinical data. Collectively, this thesis 

includes 3 specific aims: 

 

Aim 1: Identify advanced imaging measures that are sensitive to pathological changes in MS based 

on brain diffusion MRI and texture analysis along with machine learning. 

 

Aim 2: Discover key imaging measures that differentiate disease severity between RRMS and 

SPMS based on important brain diffusion MRI and phase congruency measures. 

 

Aim 3: Assess the relationships of advanced imaging measures based on brain diffusion MRI & 

phase congruency with functional outcomes in RRMS and SPMS participants versus controls. 

 

1.3 Thesis Organization 

To address the problem of missing tools and measures that link tissue structural changes to disease 

activity and functional changes in MS, this thesis has taken a stepwise approach. Ranging from an 
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overview and literature review to method developments, evaluation, and application, and then to 

conclusion, this thesis includes 7 chapters. 

 

Chapter 1 introduces major topics concerning this thesis and provides a general highlight and 

contextualization of the problem addressed by the investigations of the thesis. Background 

information includes an overview of MS, the concerns of disease pathology, phenotypes and 

severity, and functional performance, the challenges and potential of different types of MRI 

especially that pertaining to MS, and the potential of image postprocessing techniques including 

texture analysis such as phase congruency and machine learning as alternative methods of 

advanced imaging investigations. 

 

Chapter 2 gives a more thorough literature review of topics pertinent to this project. It provides 

an overview of MS epidemiology, pathology, and clinical understandings, as well as current 

knowledge and gaps on tissue pathophysiology and their relationship with function. The chapter 

then gives an overview of a range of imaging techniques and outcomes, including the benefits they 

offer and limitations they may have, that guide their current and potentially future use in the 

research and clinical management of MS. The range of offerings by diffusion MRI and phase 

congruency texture analysis are specifically explored in depth along with methods employed in 

this project to advance their application such as machine learning/deep learning. A highlight of 

these methods for their potential to enhance our study of the structural and functional relationships 

is also included. 
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Chapter 3 outlines knowledge developments with regards to new methodologies implemented in 

this thesis. These developments cover explorations made for both diffusion MRI and phase 

congruency analyses. For diffusion MRI, I outline innovations in obtaining novel measures using 

diffusion orientation distribution function and tractography models. Further, I present the 

contributions of some of the orientation modelling approaches to harmonizing diffusion MRI data 

between samples, and then provide an overview of a relevant experiment. This experiment 

involves development of competitive neural network models for predicting new copies of diffusion 

MRI data not typically acquired in clinical imaging such as diffusion scans with a high b-value. 

Based on both the newly predicted data and original data, this study then shows the feasibility of 

reconstructing high-quality diffusion metrics equivalent to those derived using purely original data 

in high angular resolution diffusion imaging (HARDI) for advanced analysis of brain 

microstructure. In addition, I also present a framework including a graphic user interface 

established for improved understanding and investigation of phase congruency parameters. This 

interface allows the identification of optimal settings needed for desired analysis of tissue 

structural properties using conventional MRI in this project. 

 

Chapter 4 presents the initial investigation and selection of advanced brain diffusion MRI and 

textural phase congruency outcomes in the context of measurement sensitivity to MS pathology 

associated with lesion formation and intra-lesion activity, assisted by a recognized, supervised 

machine learning technique known as support vector machine. Experiments include comparisons 

of lesions and NAWM regions of the brain, and lesion cores versus lesion rims. Regarding 

diffusion MRI, this chapter involves the study of measures obtained through multiple modeling 

approaches based on a single-shelled diffusion MRI acquisition with relatively high numbers of 
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diffusion acquisition directions (single-shell diffusion MRI). For phase congruency, outcomes are 

calculated based on systemic tests of associated parameters from multiple mathematical functions. 

In particular, the parameters are tuned in a way that the eventual phase congruency measures can 

detect structural changes in a spatial scale range of MS lesions, and that the measures are sensitive 

to local pattern changes in tissue structure according to experiments with known structural 

characteristics. The tuning processes are done based on empirical heuristics or prior lab 

experiences. The derived brain diffusion MRI and phase congruency outcomes are dimensionality 

reduced by a recursive feature elimination method as part of the support vector machine modelling. 

 

Chapter 5 goes one step further, which focuses on investigating the potential of the associated 

brain diffusion MRI and phase congruency measures for differentiating disease severity, based on 

data from new cohorts of people with RRMS and SPMS. For maximal understanding, this chapter 

takes a systemic approach that includes investigations of disease pathology across the whole brain 

at different scales. This involves analyses of whole-brain NAWM pathology using histogram 

approaches, tract-based lesion and NAWM analysis, and along-tract analysis based on critical 

brain white matter tracts commonly affected in MS: corpus callosum, cerebrospinal tracts, and 

optic radiation tracts. Further, given the importance of chronic active lesions, this chapter has 

developed a novel method for assessing the activity of these MS lesions based on diffusion MRI 

followed by cohort comparisons between RRMS and SPMS. Furthermore, built upon 

contemporary advances in AI, this chapter also employs new deep learning models developed in 

tandem with this thesis to improve the calculation of several advanced diffusion MRI measures 

using only single-shell diffusion data. 
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Chapter 6 represents the culmination of the development based on advanced diffusion MRI and 

textural phase congruency methods. The overall goal is to assess whether and how the advanced 

imaging measures under study predict functional outcomes of RRMS and SPMS participants. This 

Chapter proceeds with the imaging measures that have shown significance in differentiating MS 

phenotypes (Chapter 5), particularly measures out of the lesion and non-lesion areas of the 

aforementioned brain white matter tracts. To further reduce potential ‘noises’ in the data, recursive 

feature elimination processes are taken such that only imaging measures that are most relevant are 

chosen for subsequent functional predictions. The prediction models are implemented based on a 

different machine learning method, Ridge Regression, and the prediction is done for each of the 

identified functional outcomes that span physical, neurocognitive, and affective domains. Similar 

to the above, to minimize variances, only functional outcomes that show significant differences 

between MS participants and matched controls are used in the prediction. Using a competitive 

method, the strength of the prediction models is also compared quantitatively to maximize 

understanding in each study group: MS, healthy control, and both.  

 

Chapter 7 presents an overall summary of the investigations and research findings accompanied 

by a discussion of the results with respect to current literature. Finally, limitations of the current 

research are discussed, future steps are suggested, and significance is provided. 

 

Overall, this project is expected to discover new knowledge and novel technologies for advanced 

probing of MS pathology and function that can further enhance our disease evaluation and 

management abilities for people with MS and similar diseases.
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Chapter 2: Literature Review 

As listed in Chapter 1, this Chapter provides a detailed review of the literature directly associated 

with this thesis project. The main topics include disease overview, pathology, measurement 

methods from clinical, neuropsychological, and imaging perspectives, advancement of data 

analysis methods along with artificial intelligence technologies, and summary. 

 

2.1 Multiple Sclerosis 

2.1.1 Overview 

Multiple sclerosis (MS) is a severe and common disorder of the brain and spinal cord, affecting 

>2.8 million people worldwide. The disease begins primarily at young adulthood, for many at 20-

40 years old, and has a notable sex bias. Depending on geographic locations, the female versus 

male ratio ranges from 2:1 to 4:1 and this skew is observed to be increasing in some regions of the 

world (4,9,41). Different opinions exist on the inciting cause of this disease. Common 

considerations include environmental factors (e.g. place of residence prior to age 15, latitude, and 

vitamin D levels), genetics (HLA haplotype, relationship risk factors), and the presence of 

underlying infections (1). In general, MS is manifest with a range of symptoms including visual 

dysfunction, loss of balance and coordination, cognitive decline, and mood dysfunction, making 

MS diagnosis a process of elimination sometimes (26,42,43). In pregnant women, MS symptoms 

sometimes exhibit a remission pattern likely attributed to the elevation of the hormone prolactin 

during the period (44). Diagnostic tests include physical examinations for clinical outcomes, 

cerebrospinal fluid analysis for cellular and molecular activity, and MRI for subclinical changes 

such as lesions (22,42,45,46).  
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MS presents with several phenotypes clinically, including primary-progressive (PPMS) and 

progressive-relapsing (PRMS), besides RRMS and SPMS (8,15). The patterns of presentation 

differ significantly between these forms, where progressive MS often demonstrates progressive 

physical disability in the absence of acute attacks, while the relapsing forms typically show 

intermittent development of neurological deficits with partial or complete recovery (Figure 2.1) 

(15). Current therapies are most efficient in managing the inflammatory processes of MS as seen 

primarily in RRMS; for PPMS and SPMS, treatment availability has improved with the promising 

results of B-cell therapies and some immunomodulatory medications for active SPMS patients, 

though for some managing symptoms is the main form of treatment (8,15,47–49). To improve the 

management strategy and patient outcome, accurate understanding of tissue pathology is critical. 

 

 

Figure 2.1: Relapse and disability progression in RRMS and SPMS clinical courses. The greater 

relative frequency of relapses in RRMS than SPMS phenotypes is seen alongside a difference in 

persistence and severity of clinical disability. (Adapted from Filippi et al., 2018) (4). 
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2.1.2 MS Pathology 

Demyelination, axonal degeneration, and certain degrees of remyelination and gliosis mark the 

key histological characteristics of MS pathology (2). Microstructural damages underlying much 

disease activity in MS are mediated by inflammatory processes that involve different cell types 

including atypical microglia and lymphocytes, and the inflammatory intensity varies depending on 

disease course, occurrence of relapses, and the activity or type of lesions (1–3,50,51). Increased 

inflammatory activity causes damages to myelin-forming oligodendrocytes (1–3). Myelin injury 

in turn can cause axonal damage as well as dysregulation of axonal membrane components, 

including ion channels which makes axons become more vulnerable to homeostatic changes and 

subsequent injury (2,3,15). Axonal damage has also been suggested to occur through other 

mechanisms other than demyelination, suggesting the complexity of the disease (3,52).  

 

MS pathology is seen most prominently within lesions of the white and gray matter but also 

extends into areas with no visible lesions such as the diffusely-abnormal (DAWM) and normal-

appearing white matter (NAWM) of the brain (10). The pathology is spatially and temporally 

heterogeneous both within and across patients (42), presenting in different patterns including those 

characterized by macrophage associated injury, antibodies and complement or apoptosis of 

oligodendrocytes (Figure 2.2), and with lesion frequencies that vary by disease phenotype 

(1,2,51,53,54), making disease activity and functional outcomes highly unpredictable. Focal 

lesions may accompany temporary functional impairment during relapses as commonly seen in 

RRMS presentations. Progressive forms of MS exhibit mostly continuous progression in disability 

in conjunction with slow lesion growth leading to the formation of confluent lesions (1,18,55,56). 

Nonetheless, the lack of clear association between patterns of lesion development and functional 
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loss may suggest the importance of investigating the seemingly lesion-free regions, such as the 

anatomically critical NAWM areas including the corpus callosum and corticospinal tracts. Indeed, 

strong evidence indicate that microstructural changes within non-lesion regions have significant 

functional consequences (10). As such, understanding the exact patterns of tissue damage 

associated with different disease phenotypes such as RRMS and SPMS would be critical for 

improved disease evaluation and treatment for people with MS. 

 

 

Figure 2.2: Immunologic patterns of acute white matter lesions. Shown are three types of tissue 

damage underlying lesion pathogenesis: T-cell infiltration and macrophage injury (Type I), 

mediation of immune interactions by antibody and complement (Type II), and dysfunction and 

apoptosis of oligodendrocytes (Type III) (Adapted from Reich et al., 2018) (8). 

 

2.2 RRMS and SPMS  

RRMS is the most common form of MS, accounting for 85% of the initial MS diagnoses, and 

RRMS and SPMS are two disease course classifications on a continuum of disease activity and 

accumulation (1,2,7,57). RRMS is characterized by ongoing inflammation and frequent active 

lesion development during relapses, much more than the progressive MS forms (57). In addition, 

given the heterogeneity of RRMS from mild to severe presentations, it is thought that many RRMS 

cases may go undiagnosed (50,57). With a diagnosis, people with RRMS also face a number of 

uncertainties including the temporal onset and debilitating effects of future relapses, and the 

likelihood of transition to the hardly manageable SPMS phenotype. SPMS is diagnosed following 
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an initial diagnosis of RRMS presenting with relentless decline in function. Patients who 

commence with RRMS vary in the duration of relapses, time between relapses, and timing of 

progression to SPMS. About 15% of those with RRMS experience only one incident of relapse 

without further disease worsening while in others, they may begin to experience continuous 

functional decline after a single relapse attack (57). Approximately 65% of those with RRMS will 

develop SPMS after 10 to 20 years of disease presentation (51,57,58). Clinically, relapse frequency 

is a primary classifier of RRMS disease activity, and the conversion from RRMS to SPMS marks 

the beginning of progressive disability although the conversion point is often far from being clear 

(2,14).  

 

Mechanisms underlying the ongoing disability and the shift from a relapsing to progressive 

presentation in MS are not fully understood despite the link between disability accumulation and 

relapse-associated worsening and progression independent of relapse activity (17,51,59). Ongoing 

pathological processes including axonal degeneration and oxidative injury are commonly 

considered to be drivers of disease progression, but disability outcomes have also been attributed 

to lesion load and the frequency of chronic active lesions in people with MS (15,16,24,60). The 

lack of knowledge on disease progression mechanisms limits the ability to discover new measures 

and new effective therapies for MS patients. Given the unique association between RRMS and 

SPMS, further understanding of the pathological characteristics of these phenotypes and the 

patterns of abnormalities that differentiate them would be invaluable. Achieving this goal would 

require competitive in vivo measures of disease outcome for people with MS. 
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2.3 Methods for assessing disease outcome in MS 

2.3.1 Clinical Assessments 

Different measures exist for assessing clinical outcomes of MS. Common measures of function 

include expanded disability status scale (EDSS) and multiple sclerosis functional composite 

(MSFC) assessments (45,61). The EDSS primarily focuses on the presence of physical disabilities 

(6). With a score range of 0 to 10, the EDSS assessment covers several functional systems 

including cerebral, brainstem, cerebellar, pyramidal, visual, sensory, bowel and bladder function, 

and other systems. A score of 0 represents no disability, 1-3 reflect mild to moderate impairment 

of one or two functional systems, 4-5.5 reflect changes in mobility and more severe functional 

impairments, 6 indicates the requirement for unilateral or bilateral support for ambulation, 8 refers 

to bed- or wheelchair-bound with some independence, and 10 indicates death due to MS. People 

with RRMS generally rank lower in this scale (1 – 4.5) than those with SPMS. Notably, the EDSS 

score faces multiple challenges, such as its accuracy in measuring changes over a short time period, 

repeatability across raters, and completeness in function representations (50,62). The MSFC is a 

combined measure of physical and cognitive function and is expected to provide more accurate 

assessments of disease outcomes than EDSS (63). This assessment includes three components: 25-

foot walk for assessing lower limb function, 9-hole pegboard test for upper limb function, and 

paced auditory serial addition test (PASAT)-3 for cognitive function.  

 

2.3.2 Neuropsychological Assessments 

Various neuropsychological evaluations are available for characterizing the cognitive and affective 

outcomes of MS people, such as fatigue, executive function, and depression for the latter (24–

26,53,64,65). Similar to physical functions, affective states and executive functions wane with the 
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progression of disease severity (25). The number of assessments is more expansive than the above 

as made available through the minimal assessment of cognitive function in MS (MACFIMS) and 

the brief international cognitive assessment for MS (BICAMS) (66,67). Among these 

neuropsychological batteries, the brief visuospatial memory test and symbol digit modalities test 

are specifically used to assess information processing and working memory abilities (26,50,62). 

Common tests of affective symptoms include Beck’s depression inventory and modified fatigue 

impact scale to assess function in the associated domains (65,66,68). In addition to accurate 

functional assessment, understanding the underlying mechanisms causing functional alterations is 

also crucial for MS individuals, where the availability of robust imaging methods is fundamental. 

 

2.3.3 Imaging Assessments  

MRI is an exquisite tool that allows non-invasive detection of multiple types of tissue structural 

changes in people with MS. Most conventional MRI methods can provide information sensitive to 

the anatomy and gross structural changes of MS individuals useful for clinical management and 

trials, such as that of focal lesions (14,22). But these methods lack the ability to detect minute 

changes in a tissue. Advanced MRI methods, based on competitive image acquisitions or post-

processing technologies, appear to be more specific to pathological alterations than conventional 

MRI (Figure 2.3) (27,28,55,69). The sections below will give a brief overview of methods related 

to these entities.  
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Figure 2.3: Conventional brain MRI from an MS patient. The images represent T1-weighted, T2-

weighted, and T2-FLAIR MRI (left to right) offering in vivo visualization of neural changes such 

as atrophy and lesions (arrows). Lesions are visible with differential proximity to corticospinal 

fluid (CSF) and cortical regions supporting potential inference of functional outcomes. 

 

Conventional imaging 

T1-weighted (T1-w) imaging is based on T1 relaxation achieved by short echo times (TE) and 

short repetition times (TR). T1-w contrast is brighter in tissues with more fat content. The CSF 

regions appear dark while white matter regions appear bright, with gray matter regions having an 

intermediate look. T1-w images are useful in detecting brain volume changes, and presence of 

tissue loss as observed with T1-w hypointense lesions (black holes) that generally indicate myelin 

and/or axonal loss, or oedema (42,50). On T1-w images, myelin and axonal loss decreases the fat 

content of a tissue, and oedema increases the water content. Both changes increase the T1 

relaxation time and so decrease T1-w signal (22,70). The presence of chronic black holes have 

been found to be related to patient disability, and the number of black holes is predictive of EDSS 

score after 10 years of disease development (71). 
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With use of gadolinium (Gd) contrast, the T1-w (T1-Gd) images serve as an ideal method for 

detecting acute inflammation associated with MS lesions. Lesion enhancement in T1-Gd imaging 

suggests acute inflammatory activity that disrupts the blood brain barrier (BBB). This process 

causes the gadolinium to infiltrate lesioned regions resulting in a hyperintense appearance on T1-

Gd MRI (14,22). The enhancement will resolve with resolution of BBB disruption at future 

timepoints. In T1-w MRI, these lesion areas may change from hypo- to iso-intense, and such a 

change in image intensity is believed to indicate tissue repair (22,70). Axonal loss can lead to 

persistent signal hypointensities in T1-w MRI, particularly in chronic lesions (70,72).  

 

T2-weighted (T2-w) images show an almost opposite appearance to T1-w images given the 

hyperintense (bright) appearance of lesions instead. The contrast of T2-w MRI depends on the 

water content. It is highly sensitive to white matter lesions, and the changes therein may arise from 

different pathological processes including demyelination, axonal loss, inflammation, and gliosis 

(50). T2-w MRI appearance of lesions endures beyond that of T1-w, spanning from acute to 

chronic stages, making this sequence an ideal option for assessing lesion load. According to the 

literature, lesion load of MS patients at disease onset predicts long-term disability accumulated at 

15 – 20 years, but the lesion measure is not as sensitive to neuropsychological changes (14,24). T2 

lesion load is generally higher in SPMS than RRMS so T2-w MRI is often highly regarded in 

assessing treatment impact in MS (22). One caveat of T2-w imaging is the superfluous appearance 

of hyperintense paraventricular lesions with the cerebrospinal fluid (CSF) due to the bright 

intensity of both structures, which makes it difficult to distinguish between the two without aid of 

a different anatomical contrast (70). 
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T2 fluid-attenuated inversion recovery (FLAIR) images are like T2-w except for their use of CSF 

signal suppression. This makes FLAIR images more effective than T2-w MRI in detecting 

periventricular lesions and other ventricle-adjacent inflammatory activities as they appear distinct 

from the CSF-filled structures (72–74). The increased discernibility of lesions in FLAIR MRI also 

makes it highly useful for assessing cortical and juxtacortical lesions that are believed to play a 

key role in MS-led dysfunction (22). Finally, the FLAIR sequence is a critical component in many 

lesion segmentation methods in research or clinical use (46,75). 

 

Advanced Imaging 

Advanced MRI may provide stronger relationships to disease activity than conventional MRI due 

to increased microstructure specificity (13,23,76–78). There are various advanced MRI methods 

under development, including myelin water fraction and magnetization transfer ratio commonly 

used to characterize myelin content (70). Susceptibility weighted imaging (SWI) is often employed 

to detect iron accumulation, which is related to oxidative stress due to production of free radicals, 

and an indicator of “iron-laden activated microglia” (29,79). SWI is also used to identify phase 

rim lesions, which show strong associations with chronic active lesions that in turn are considered 

a symbol of disease progression in MS (16,79). Magnetic resonance spectroscopy measures the 

composition of a tissue, including the presence of subcellular metabolic structures such as N-acetyl 

aspartate and glutamate, as indicators of neuroaxonal damage (70). Diffusion-weighted imaging 

has shown tremendous potential to detect microstructural changes in different tissues including 

nerve fiber tracts (70,80,81). There have been several technical advances in diffusion imaging, 

which have also led to the derivation of multiple new measures that may enhance our 

understanding of structure-function relationships. Likewise, various promising image post-
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processing methods exist. One such example is image texture analysis. In this project, I will focus 

on both brain diffusion-related MRI and MRI texture analysis as two complementary advanced 

imaging approaches to probe MS pathology. 

 

2.4 Diffusion MR imaging 

Diffusion MRI detects the random movement properties of water molecules. Quantifying water 

movement along different orientations in a specified time period can inform tissue directional 

information, which along with assessment of the degree of restriction in diffusion can give insight 

into the overall architecture of a tissue such as neural tracts (72,82–84). The magnitude and 

orientation of water movement are critical considerations in the acquisition of diffusion MRI and 

in building models to estimate the diffusion signal. The models vary in both design and 

implementation; however, they generally provide metrics that reflect unique combinations of 

diffusion magnitude and orientation, which serve as an integral estimation of tissue microstructure 

at millimeter and sub-millimeter scales. 

 

2.4.1 Diffusion Tensor Imaging (DTI) 

DTI is a modelling approach based on diffusion imaging acquired at a minimum of six directions 

regarding the presence and properties of structures that restrict the movement of water (85). The 

DTI measures have shown considerable potential in MS assessment (86). Signal modeling in DTI 

uses a second order tensor that reflects the relative magnitude of diffusion in perpendicular 

directions (82–84). The tensor defines three perpendicular axes of diffusion to form an ellipsoid 

with primary, secondary, and tertiary diffusion axes based on the relative magnitude of diffusion, 

with the primary axis (longest axis of the tensor) oriented in the direction of greatest diffusion. 
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Underlying the tensor model in DTI is the assumption of a single dominant diffusion orientation 

with the probability of diffusion displacement in other directions, defined by a Gaussian 

distribution centered at the primary axis of the diffusion tensor. The magnitudes of each axis, 

eigenvalues of the tensor, are used to calculate scalar diffusion metrics that describe the magnitude 

and/or alignment of diffusion, ranging from a spherical distribution such as that associated with 

CSF to a linear ellipsoid distribution, as typically seen in the white matter (Figure 2.4) 

(73,76,82,87,88). 

 

 

Figure 2.4: Tensor representations of diffusion orientation and magnitude. Diffusion Tensor 

Imaging represents distributions of diffusion according to second-order tensors that characterize 

the oriented distribution of diffusion according to three perpendicular axes (green, blue, pink). 

Isotropic distributions (A) have roughly equal magnitudes of diffusion across the three axes and 

typically reflect diffusion patterns in CSF regions while anisotropic distributions (B) have unequal 

diffusion magnitudes with one direction possessing a magnitude greater than the second and third 

perpendicular orientations resulting in oriented net diffusion typically presenting within uniform 

white matter structures. 

 

DTI provides several common parameters. Fractional anisotropy (FA) describes the alignment of 

diffusion in a single orientation (anisotropic), and mean diffusivity (MD) gives the average 
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diffusion magnitude for the three perpendicular axes of the tensor (84). Other metrics include axial 

diffusivity (AD) that gives the magnitude of diffusion along the primary diffusion axis, and radial 

diffusivity (RD) that gives the average diffusion along the perpendicular axes. These parameters 

have demonstrated various importance in correlating with neural tract properties. FA represents 

fiber coherence and is a promising measure of tissue damage in NAWM and MS lesions (89). RD 

correlates with myelin integrity; MD detects early microstructural changes prior to lesion 

development (90–93); and AD is sensitive to changes in axonal density particularly in tracts of 

high density and parallel orientations. While with considerable potential, these DTI metrics are not 

without limitations. FA is noted to have varied responses to microstructure damage as it is a 

combined measure of neurite dispersion and density which can vary independently. Likewise, the 

AD and RD can change with the complexity of the underlying tissue architecture, limiting their 

ability to directly estimate myelin and axonal densities, respectively (94,95). 

 

Another major limitation of DTI is its Gaussian distribution assumption which leads to the 

modelling of only one major fiber orientation in each voxel. Prior studies have reported that many 

(30%–90%) voxels in the brain are associated with crossing fibers, which require the 

representation of multiple diffusion directions in each voxel, a reality that cannot be handled by 

tensor models (96). Many diffusion MRI investigations have focused on traditional DTI 

descriptors such as FA and MD. However, due to the limitation of the tensor model in dealing with 

complex microstructures, these metrics are considered nonspecific as they respond similarly to 

different microstructure patterns (55,90,92,97). Various evidence support the investigation of new 

diffusion models to enhance the measurement of complex structures (98–101). One potential 

diffusion MRI technique that may serve this purpose is high angular resolution diffusion imaging 
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(HARDI), a method that densely samples the diffusion signal to improve modelling accuracy and 

specificity to nerve fiber properties (76,102,103).  

 

2.4.2 High Angular Resolution Diffusion Imaging 

HARDI samples the diffusion signal at a greater orientational density than what is needed for DTI 

to more accurately capture the orientation variations in the diffusion signal (Figure 2.5) (102,104). 

Originally developed to solve the problem of detecting multiple fiber orientations in a single voxel, 

the acquisition methods of HARDI have expanded to include Q-Ball imaging, diffusion kurtosis 

imaging, and diffusion spectrum imaging, all of which involve dense orientation samplings, and 

at times, multiple diffusion weightings (i.e. multi-shell HARDI) (105–107). Single-shell HARDI 

involves acquiring diffusion imaging with many sampling orientations at a single b-value 

weighting, the parameter that modulates sensitivity to the magnitude of diffusion in imaging, 

though multi-shell HARDI acquisition can significantly improve the modelling of the diffusion 

signal, but it also costs extra scanning time (99). Due to their detailed representation of the 

diffusion signal, HARDI methods have led to the development of various new analytic techniques 

that improve upon DTI. These analytic methods fall into two broad categories: 1) Model-free and 

2) Mixture models. Model-free methods rely on mathematical descriptors of the diffusion signal 

over the sphere, and compartment models make assumptions about diffusion properties in unique 

compartments such as free water and intra-axonal regions. 
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Figure 2.5: Diagram of High Angular Resolution Diffusion Imaging (HARDI) orientation 

distribution functions (ODF). HARDI models aim to retain sensitivity to local oriented variations 

in diffusion magnitude (low=yellow, medium=orange, high=red) and capture the complexity of 

multiple diffusion orientations often using ODFs. Isotropic (A) diffusion distributions can result 

from mostly equal diffusion magnitudes in all orientations like CSF or can be deciphered with 

HARDI techniques to relate to the overlap of multiple fiber orientations or unique fiber 

architectures like fanning fibers identified by orientational modeling of local “hot spots” (orange). 

Anisotropic (B) diffusion distributions can be related by HARDI techniques to multiple underlying 

fiber architectures ranging from highly cohesive (highly focal hot spots - red) to dispersed with 

acquisition schemes supporting delineation of additional properties such as axonal density or 

diameter. 

 

Model-free methods focus on reconstructing q-space to describe the probability of diffusion across 

a given distance and direction from the point of origin. These methods have been used primarily 

for the advancement of tractography techniques given their ability to refine the detection of 

diffusion in multiple orientations within a single voxel (99,100). Diffusion orientation distribution 

function (dODF) models are one example of such modeling and are designed to capture the 

probability of diffusion along individual orientations (88,98,100). Some fiber ODF (fODF) models 

have been developed to support the detection of neural fiber orientations, where the 3D fiber 

orientations can be tracked between voxels to produce likely trajectories of major neural tracts 
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through tractography (103,108). The mean apparent propagator method is another model-free 

approach that attempts to characterize information from the ensemble average propagator (EAP) 

(109). The EAP describes the average displacement by diffusion in a voxel over the acquisition 

time (109). This approach supports the estimation of diffusion behaviours as that measured under 

slightly modified conditions like alternate b-values (110). 

 

Mixture models are also known as compartment models that assume the presence of multiple 

compartments, each with unique diffusion behaviours and different contributions to the signals 

observed within a voxel (111). These models attempt to model the diffusion signal as different 

volumes of water undergoing diffusion with different spatial restrictions within each compartment. 

Many HARDI models take such a compartmental approach, but they vary in the complexity of 

properties to be estimated and assigned to each compartment (77). In neurological tissues, models 

generally derive estimates for three compartments: intra-axonal, extra-axonal, and isotropic 

diffusion. As the development is ongoing in this field, the underlying assumptions about diffusion 

have also been changing , which may involve the number and properties of the compartments, and 

the methods through which they are derived (77,112). Among some of the promising compartment 

models are neurite orientation dispersion and density index (NODDI) and ActiveAx (77,78,113–

115). Both models take advantage of HARDI and multi-shell techniques in signal sampling, in 

conjunction with optimization search methods. NODDI is based on a three-compartment model 

that models intra-neurite diffusion with dispersed sticks, extracellular hindered diffusion with a 

symmetric tensor, and isotropic diffusion with a spherical tensor. This provides measures of 

intracellular volume fraction, which relate to the density of neurites and integrity of myelin, 

isotropic volume fraction, and orientation dispersion index of neurites. ActiveAx is similarly based 
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on a three-compartment model, with neurites modelled by parallel cylinders with a fixed diameter, 

extracellular hindered diffusion by a zeppelin, and isotropic diffusion by a spherical tensor. 

Therefore, ActiveAx indices include the intracellular volume fraction, neurite density, and average 

neurite diameter. ActiveAx has not been applied to MS, but studies using HARDI models have 

found increases in axonal diameter within MS lesions (116,117). The NODDI studies have 

identified decreased ODI and NDI in MS lesions and increased ODI and decreased NDI in the 

NAWM (118,119). There is also evidence showing correlations of ODI with demyelination in MS 

and MS-like spinal cord lesions (23,36). 

 

While model-free HARDI methods are generally compatible with both single- and multi-shell 

HARDI schemes, compartment models typically improve by modelling with multi-shell data. For 

compartment models, multiple parameters must be investigated for each compartment, so multi-

shell diffusion data is better posed for the multiple equations used to derive solutions for outcome 

parameters. Single-shell data supplied to such models is typically considered underdetermined 

because there are not enough equations available to solve the parameters. In this regard, model-

free HARDI methods can be used to overcome the limitations (110,120). This can include 

predicting the diffusion signal at alternate gradient directions, or predicting different b-values. 

Another caveat of compartment models is that the calculations underlying these models are time 

intensive: it can take hours to days to conduct the model fitting per brain volume depending on the 

resolution of the images. To improve efficiency, one useful option is accelerated microstructure 

imaging via convex optimization (AMICO). This method employs linear optimization to increase 

the speed of calculations and, importantly, it offers quality microstructure-specific parameters 

similar to those from both NODDI and ActiveAx (121). The AMICO tool has been further 
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developed as AMICOx to support the modeling of crossing fibers beyond methods established 

specifically for the compartment models (122). 

 

2.4.3 Tractography 

Tractography is another method out of diffusion imaging. It tracks diffusion orientations from 

voxel to voxel to generate digital streamlines that represent possible neural tract configurations in 

vivo (123–125). Different methods exist to derive the orientation information for tractography, 

including the original approaches with orientations derived from the Gaussian DTI primary 

eigenvector, and current models utilizing HARDI ODF outputs sampled over the sphere 

(88,98,100,101). HARDI ODF approaches are superior to DTI models for resolving multiple fiber 

orientations within individual voxels, which can occur in kissing, crossing, and even fanning fiber 

configurations (80,102,126). The range of tractography models is further expanded by the various 

settings used in defining the different interpolation methods for orientations between voxels; such 

settings include maximum angles of curvature between tracking steps, step sizes within voxels, 

and seeding methods for initiating tracking algorithms. Tractography has been predominantly used 

to segment white matter tracts for tract-specific analysis, but different analytic methods have been 

developed to assess structural connectivity and identify anatomic localizations of diffusion 

metrics. Many tools have been built around tractography with a range of applications. For tract-

based analyses where the contribution of distinct tracts is important, new tools have been 

developed to improve the automaticity and accuracy of tracking (127). Definitions of tract 

trajectories have been made available through extensive evaluations and have been incorporated 

into deep learning tools such as TractSeg (Figure 2.6) (128,129). 
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Figure 2.6: Diffusion tractography of the corpus callosum. TractSeg deep learning methods 

support tracking of multiple cerebral tracts using grey matter connections and likely neural 

trajectories with a probabilistic tracking algorithm. These methods support segmentation of 

different neural tract regions that coordinate different functional outcomes. 

 

The utility of tractography in analysing white matter tracts has been shown in many diseases such 

as MS where white matter is a major target (123,125,130–133). In conjunction with tractography, 

the analytic tools in diffusion imaging may also enable the measurement of additional parameters 

along specific white matter tracts for improved understanding of disease activity (80,115,133,134). 

One critical aspect of tractography that is applicable in this project is developing a means to 

understand how orientation information relates to MS pathology, given the evidence that tissue 

pathology disrupts tractography (125,131,135). One approach is the use of tractography in 

connectomics where anatomical connectivity is inferred based on frequencies of streamline 

connections between two ROIs and the pathways taken by multiple connections, as measured by 

streamline abundance and endpoint counts. While this approach provides a global perspective of 
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neural integrity, the local quantitative potential of tractography has been explored using streamline 

counts (fiber density index). Fiber density index (FDi) as one of the tractography metrics has been 

successfully used to assess tractography responses to pathology and microstructural damage 

(125,131,135). Along-tract statistics is another method for investigating tract-associated changes, 

which may reveal pathologies not readily detectable with voxel-based analyses (Figure 2.7) (80). 

With the potential to detect diffusion orientation-based microstructural changes, tractography 

methods may provide new insight into the mechanisms and evolving patterns of MS pathology 

(81,131,135). 

 

 

Figure 2.7: Processing pipeline for along-tract statistics in corpus callosum segments. The 

procedure involves initial tract segmentation (left), grouping of streamline vertices through 

correspondence mapping (middle), and along-tract projection of investigated measures onto a 

mean tract geometry (right). This method supports localization of pathological changes that occur 

in vivo and comparisons of projected measurements between health and disease to investigate the 

extent of neural damage. 
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2.5 Phase Congruency as a new Texture Analysis Method 

2.5.1 Texture Analysis 

Texture is a characteristic defined by the distribution patterns of signal intensity within an image. 

It can be qualitatively described as organizations of homogeneous to heterogeneous compositions 

whose component may vary in size, contrast, and other properties. Texture analysis refers to the 

approach used to uncover features associated with textures, with many approaches providing 

quantitative measures of texture properties or distributions (136,137). Within images, natural or 

MRI-based, texture measures can differentiate regions based on their unique patterns and signal 

qualities (34,136). The features form the building blocks capable of characterizing texture patterns 

and differentiating regions of interest in many image types and analyses. These features are not 

easily detectable by visual inspection and so require specialized computation techniques to assist. 

 

 

Figure 2.8: Examples of texture properties in natural and MRI images. Larger coarse textures of 

rocks (A) are contrasted with finer textures of the coffee (B1) neither with regular patterning. In 

contrast, orientation and linearity features characterize another texture with local variations (B2). 

In the T2-weighted MR image of an MS brain (C), lesion appear to have heterogeneous intensities 

and smooth boundaries with surrounding regions (C1) while sharp texture transitions define 

structural divisions between the NAWM and CSF, each with mainly smooth textures (C2). 
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Quantitative methods are required for advanced characterization of texture. Common quantitative 

texture techniques reported in the literature include statistical, transform/frequency-based, model-

based, and morphological, which can provide different texture measures useful in medical imaging 

for a range of applications (136,137). In the literature, statistical and transform/frequency-based 

methods are most frequently used.  

 

Statistical texture methods can generate features from second order statistics such as those from 

the grey level co-occurrence matrix (GLCM) technique, where the texture patterns are derived 

based on spatial arrangement of the signal intensity in images (138). The GLCM method has 

specifically been successfully employed in tandem with random forest and support vector machine 

(SVM) machine learning techniques to differentiate normal-appearing and pathological white and 

gray matter tissues within individuals and between time points (40,139). 

 

Model-based approaches seek to estimate parameters that describe the texture of a signal where 

the parameters can in turn be applied together with a range of analyses including regression and 

classification (137). Markov random fields is one such method that models image signals as a 

function of local surrounding patterns with a general additive model and that has been applied to 

model de- and re-myelination patterns in a lysolecithin mouse model of multiple sclerosis (39). 

Morphological texture analysis methods are otherwise rarely used in the imaging setting because 

they work typically by identification of a fundamental structure whose presence or spatial pattern 

is expected to indicate qualities of an analyzed region (137). Such fundamental structures are 

typically difficult to identify even for natural images that are often less complicated than medical 
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images, though methods associated with edge detection have played a role in some region 

segmentation approaches (140). 

 

2.5.2 Spatial Frequency Based Texture Analysis 

The spatial domain representation of images allows us to observe how signal intensity varies over 

space within which they are bound. The frequency domain displays how the signal is distributed 

amongst fundamental waveforms of different frequencies at different phases in their periods. Phase 

in a sense refers to the location of a point within the cycle of a periodic function. Different methods 

are available to transform signals between time or spatial domains and the frequency domain. 

These transform methods employ different basis functions whose frequencies comprise the signal 

representation in the frequency domain. The Fourier transform serves as a foundation for many of 

these methods. 

 

The Fourier transform operates with imaginary orthogonal sine and cosine basis function pairs to 

form a complex-valued frequency transform (141). In addition to temporal signals, the Fourier 

transform can be applied to images with varying dimensionalities including 2D and 3D images 

associated with MRI by using multiple convolutions for each dimension. The fundamental 

implementation of the Fourier transform is intended to represent continuous periodic signals and 

therefore is limited by its inability to locally characterize frequency compositions, describing when 

or where they occur (141). The Fourier transform power spectrum has further shown considerable 

potential to characterize tissue structure alignment and different other properties of MS pathology 

as seen in animal models of de- and remyelination supported by linear regression (36,142,143). 

                 𝐹(𝜇) =  ∫ 𝑓(𝑡)𝑒−𝑖2𝜋𝜇𝑡𝑑𝑡
∞

−∞
=  ∫ 𝑓(𝑡)[cos(2𝜋𝜇𝑡) − 𝑖 sin(2𝜋𝜇𝑡)]𝑑𝑡

∞

−∞
  ( 2.1 ) 
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The short-time Fourier transform (STFT) was developed to address the localization limitation of 

the Fourier transform by applying a fixed window shape fixed in time to provide signal localization 

(144,145). This localization can support analysis of unstationary data, having locally varying 

frequency compositions such as that within MRI. According to the Fourier uncertainty principle, 

as the width of the window in the time domain is narrowed, frequency resolution decreases while 

a wider time window decreases temporal resolution but increasing frequency resolution (141). The 

implementation of the STFT using a fixed Gaussian window is intended to optimize the balance 

between resolution in the signal and frequency domains and is referred to as the Gabor transform 

(144). 

                             𝑆𝑇𝐹𝑇{𝑓(𝑡)}(𝜏, 𝜔) ≡ 𝑋(𝜏, 𝜔) =  ∫ 𝑓(𝑡)𝑤(𝑡 − 𝜏)𝑒−𝑖2𝜋𝜇𝑡𝑑𝑡
∞

−∞
  ( 2.2 ) 

 

The wavelet transform similarly provides windowed frequency transforms for localized signal 

analysis; however it improves upon the STFT by supporting multiresolution analysis (141). 

Wavelets are waveforms that encode bandpass filters in the frequency domain where they can be 

modulated by a windowing function. Wherein the STFT uses constant bandwidth and positionally 

fixed signal windows, wavelet transforms implement convolution of varied window sizes to 

provide multiresolution analyses that similarly support signal localization (141). Following the 

Fourier uncertainty principle as mentioned above, wavelet analyses typically employ large 

windows in high frequency regions to improve spatial localization of high-frequency regions while 

smaller windows in low-frequency areas supporting detection of the corresponding low-resolution 

spatial signal changes. The scalings and transformations of the mother wavelet are what define the 

wavelet transform. Wavelet implementation with a Gaussian window similar to the Gabor STFT 
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optimizes the balance between resolution in both signal and frequency domains and is termed the 

Morlet wavelet, or Gabor wavelet when specifically references the Morlet wavelet using the 

complete complex basis functions instead of solely the real component (144,146). Phase 

congruency uses the Gabor wavelet to support analysis of the phase component of the signal. 

                                      𝑊𝑇ψ{𝑥}(𝑎, 𝑏) = ⟨𝑥, ψ𝑎,𝑏⟩ = ∫ 𝑥(𝑡)ψ𝑎,𝑏(𝑡)
𝑅

𝑑𝑡   ( 2.3 ) 

 

The Stockwell transform advances upon the Gabor wavelet by providing a global representation 

of phase information and may therefore be referred to as a phase-corrected Morlet wavelet 

(146,147). It overcomes the STFT limitations regarding the Fourier uncertainty principle by 

performing multiresolution analysis with scalable gaussian windows correlated to the banded 

frequencies, similar to the wavelet transform (146,147). By provide globally-referenced phase 

information, The Stockwell transform improves upon the continuous wavelet transform by 

providing globally-referenced phase information using the Fourier transform (146). Modifications 

of this transform have been developed to reduce its computation complexity and improve its 

applicability to different analytic task. A fast implementation of the Stockwell transform has 

shown promise for predicting head and neck squamous cell cancers with different tendencies for 

metastasis using a Bayesian network classifier (148). Further, the polar Stockwell transform has 

been successfully employed to classify pathological tissue types within MS patients using a 

random forest model (149). 

                                        𝑆𝑥(𝑡, 𝑓) = ∫ 𝑥(𝜏 )|𝑓|𝑒−𝜋 (𝑡−𝜏 )2𝑓2
𝑒−𝑗2𝜋 𝑓𝜏  𝑑𝜏

∞

−∞
   ( 2.4 ) 
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Overall, texture analysis methods have proven to be useful in identifying tissue structural changes 

in different diseases such as MS based on an array of MRI contrasts, including conventional 

imaging (34,35,40,150).  

 

The phase congruency method employed in this thesis is developed on a modification of the 

discrete Gabor wavelet transform, though with innovations to improve the computational 

complexities; similar implementations may be sought with the Stockwell transform. Phase 

congruency has shown promise in applications to analyze medical imaging including 

discriminating the presence and type of lung disease based on chest radiographs with linear 

discriminant analysis (151). The concepts underlying spatial frequency analyses and the phase 

congruency approach will be explored with further detail. 

 

2.5.3 Phase Congruency 

Phase information obtained from transformation of images into the frequency domain have been 

found to retain more pertinent structural information than the corresponding magnitude 

information. In isolation, phase components of the signal have been found to support independent 

image reconstruction and capture the dominant portion of image features. The interaction of phases 

of different frequencies at any point in an image contribute to notable features central to image 

perception including edge geometries. Specifically, the Local Energy Model suggests the regions 

where phases of multiple frequency components are most in phase are where most features are 

observed (152). The points at which frequency components are maximally in phase can result in 

different feature appearances such as sharp transitions in intensity associated with square waves 

or indicating peak points of local gradient intensity (Figure 2.9). 
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Figure 2.9: Alignments of phase characterize a range of feature types. Points of phase alignment 

across multiple frequencies are noted in A) a square wave at the points of the step ups and downs 

notable for sharp transitions in images and in B) a triangular wave at the peak and trough. 

 

Phase congruency is a frequency-based texture analysis technique based on the local energy model 

that focuses on representing features according to the degree to which the frequency components 

are in phase (37,153,154). In association with structural edge features, phase congruency can also 

be classified as a structural texture method. Compared to many other local energy techniques, 

phase congruency is unique as it is highly robust to variations in image contrast and illumination, 

a common challenge in medical imaging (154,155). It further offers high spatial localization of 

features at different scales by employing a high pass filtering approach to the addition of frequency 

filters (156). 

 

Phase congruency in its application to image processing is a spatial frequency technique calculated 

based on how phases calculated from wavelet filters are distributed around their average. A 

sensitive measure (𝑃𝐶2) of this distribution is obtained by combining both the cosine and sine 
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phase deviations of local Fourier components weighted by their amplitudes across frequency filters 

scaled to different central frequencies. This formulation was found to improve feature localization 

beyond original formulations based solely on cosine deviations and is not based on the overall 

signal magnitude making it invariant to brightness and contrast. The measure is then refined by 

subtracting the estimated noise contribution (𝑇) according to the Rayleigh distribution, weighting 

(𝑊(𝑥)) with a sigmoid curve according to the range of frequencies (𝑠(𝑥)) contributing to the 

calculation, and then summed over multiple orientations. As phase congruency is applied to 

varying architectures of phase associated with gradients or steps, these characteristics of features 

can be described by the weighted mean phase (�̅�(𝑥)) to offer more characterization of feature 

properties. 

                        𝑃𝐶2(𝑥) = ∑
∑ 𝑊(𝑥)⌊𝐴𝑛(𝑥)[cos(𝜙𝑛(𝑥)− �̅�(𝑥))−|sin(𝜙𝑛(𝑥)− �̅�(𝑥))|]−𝑇⌋𝑛

∑ 𝐴𝑛(𝑥)𝑛 +𝜀𝑜   ( 2.5 ) 

 

Kovesi’s phase congruency implementation uses the discrete Log-Gabor wavelet to provide 

spatially localized analysis that better fit patterns in the statistics of natural images relative to the 

Gabor wavelet (157). Log-Gabor wavelets are also implemented on the basis that spatial filters of 

the visual system may be symmetric in the logarithmic frequency domain, and beyond Gabor 

wavelets, supporting wider bandwidth filters and removing the contribution of the average signal 

intensities (DC component) (157). Gaining these properties trade off with the optimal balance 

between frequency and spatial widths offered by the Gaussian window with Log-Gabor wavelets 

having a positively skewed distribution in the linear frequency domain. 

 

To address the loss of the optimal trade-off between frequency and spatial localization offered by 

Gaussians, Kovesi empirically determined the relationships between Log-Gabor filter widths and 
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spatial localization (156). It was determined filter bandwidths between 1 and 3 octaves offered 

optimal spatial localization. The choice of filter bandwidth in turn influences other steps of 

parameter selection to define filter bank properties including frequency and orientation coverage. 

                                                                𝒢(𝜔) = 𝑒
(

−(log(𝑓/𝑓0) )2

2(log( 𝜎/𝑓0))2)
    ( 2.6 ) 

When working with images, the transform space is a function of both frequency and orientation. 

The windowing and tiling of filters across orientations can be performed using uniformly-spaced 

gaussians organized in a rosette with appropriate angular widths determined by their bandwidth 

and correspondingly, their standard deviation (𝜎𝜃) (157). 

                                                           G(f, θ)  =  𝒢(𝜔) 𝑒
(  

−(𝜃−𝜃0)2

2𝜎𝜃
2  )

    ( 2.7 ) 

 

 

Figure 2.10: A visualization of frequency-shifted and oriented Gaussian filters. A) The Gabor 

function shows a symmetric Gaussian distribution in the linear frequency axis while log Gabor 

show this pattern on the log frequency axis which corresponds to a positively-skewed distribution 

on the linear frequency axis. (Adapted from Field, 1987) (157). B) Gaussian filters are tiled in a 

‘rosette’ formation in the frequency domain to provide optimal coverage of the spectrum. The 

combination of filters shifted in the frequency domain and tiled in across orientations forms filter 

banks for image processing and analysis (Adapted from Kovesi, 1996) (156). 
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To provide coverage of the full frequency spectrum, filters with constant octave bandwidth (𝛽) are 

defined by maintaining the ratio between the standard deviation of the window (𝜎𝑓) and the filter 

central frequency (𝑓0) for each wavelet filter (𝜂𝛽 =
𝜎𝑓

𝑓0
) (158). This constructs filters that are wider 

for high frequencies and narrower for lower frequencies to benefit frequency localization. 

Modulating the overlap of adjacent wavelet filters varies the net sensitivity and its balance across 

the full spectrum to different frequency scales. This balance is controlled by identifying a multiple 

of central frequencies that defines the spacing between adjacent filters and the resulting sum of 

their sensitivities to specific frequencies for a given octave bandwidth. Finally, to balance 

orientational sensitivities based on the angular filters, a ratio between the angular separation of 

filters and the standard deviation of the window can be imposed to scale according to filter 

positions (156). 

 

Following calculation of phase congruency in multiple orientations across different frequency 

scales, the contribution of noise (𝑇) to each calculation is removed then the resulting values are 

further processed with multiplication by a weight (𝑊(𝑥)) that penalizes values based on the 

distribution of frequency responses. The noise contribution is calculated as a function of the filter 

responses at the highest frequency using the median or mode ([𝐴0
′ ]) according to the Rayleigh 

distribution for non-negative random variables (156). They are then scaled based on the influence 

of spatial width on the estimated noise response according to the scaling between successive 

central frequencies (𝑚) (156). The weighting for frequency spread is performed on the basis that 

phase congruency is more notable when present over a wide range of frequencies. To this end, the 

range of frequencies contributing to phase congruency is determined by a width (𝑠(𝑥)) function 

based on relative filter responses normalized by the number of wavelet scales analyzed. A sigmoid 
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curve is then applied to differentially weight narrow and wide widths modulated by the steepness 

(𝑔) and shift (𝑐). 

                                                              𝑇 =
𝑘[𝐴0

′ ](1−(
1

𝑚
)

𝑁
)

1−
1

𝑚

     ( 2.8 ) 

                                         𝑊(𝑥) =
1

1+𝑒𝑔(𝑐−𝑠(𝑥))
 | 𝑠(𝑥) =

1

𝑁
(

∑ 𝐴𝑛(𝑥)𝑛

𝐴𝑚𝑎𝑥(𝑥)+ 𝜀
)   ( 2.9 ) 

 

Notably, phase congruency requires the declaration of multiple parameter values best suited for 

target analyses. Phase congruency use of the discrete Log-Gabor wavelet requires definition of the 

number of wavelet scales where each serves as a filter of certain frequency components whose 

responses are used in the calculations. Most studies have resorted to manual optimization; 

however, that is difficult to translate across studies and is time consuming; there is strong evidence 

showing the possibility of automatic optimization of the model parameters for both natural and 

MR images (159). However, as parameters are tuned, the interpretation of measured outcomes will 

change accordingly, so there is a need for robust and straightforward approaches to optimize the 

method to promote its applications. 

 

Given its ability to detect the resonance points of image phases, phase congruency analysis outputs 

multiple feature characteristics including phase congruency for each assessed orientation, the 

summed phase congruency across all orientations, weighted mean phase, and the feature 

orientations. The phase congruency method is highly sensitive to the ‘edge and corner’ features of 

tissue structures and may be an ideal candidate to detect visually silent pathologies in the NAWM 

of MS patients, the tissue type showing strong relevance to the progression of the disease. Phase 

congruency has demonstrated the potential to differentiate lung diseases including cancers. It is 

not highly used in the study of MS, though it has been previously explored in this lab to detect 
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lesions in brain white matter, characterize NAWM damage differentiating RRMS and SPMS 

subtypes, and detect gray matter abnormalities (151,160,161). Phase congruency will be employed 

not to expand on diffusion MRI but to explore its potential to provide complementary information 

for the analysis of MS.  

 

2.6 Data Analysis Augmentation with machine learning 

Machine learning is an area of AI aiming to support decision making using computerized 

algorithms. Based on patterns and trends learned from existing data, machine learning can predict 

outcomes for new unseen data central to a variety of data science activities. In particular, machine 

learning has been instrumental in supporting various imaging driven tasks ranging from data 

acquisition to data pre- and post-processing. Specifically related to this thesis, data post-processing 

and analysis would be the focus of interest. In this direction, the following paragraphs will briefly 

introduce the most relevant components including the common formats and associated applications 

of machine learning, and its potential for optimizing feature selection processes. Given the 

complexity of MS pathology and the high number of variables expected to be generated in disease 

characterization, integration of the associated machine learning techniques would be encouraging. 

 

2.6.1 Common Formats of Machine Learning  

Supervised and unsupervised modelling highlight two common options of machine learning (38). 

Supervised learning works with labeled data. The goal is to establish a relationship between input 

and output data based on the known labels for each. In this regard, the output is modelled as a 

function of the patterns measured from the input variables or images. With this approach, the 

predicting variables are typically selected based on prior hypotheses about the relationship with 
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the outcomes being investigated. Unsupervised learning comes into play when there is no labeled 

data available. In other words, this method is used to detect patterns and trends within data that are 

not previously known or completely understood. In medical applications, supervised learning is 

commonly used because labels are often available, it generally performs better than unsupervised 

learning, and it can be implemented through various approaches (162). The description here 

involves 2 main types: statistical machine learning and neural networks/deep learning. 

 

2.6.2 Statistical Machine Learning 

This method is also known as classical machine learning that refers to learning from existing or 

user engineered variables at input. Regression and classification are supervised machine learning 

paradigms used to model data, with the goal of predicting continuous or categorical outcomes. A 

range of statistical machine learning methods exist. Linear models are a fundamental machine 

learning approach as represented by the regression-related techniques, where ridge regression 

specifically aims to improve model generalizability in relating continuous variables. Other 

techniques include random forest models, which employ ensemble learning to improve model 

performance, and support vector machines, which identify multidimensional hyperplanes that 

separate identified groupings underlying the data (163–165). This thesis makes use of different 

machine learning algorithms to characterize MS pathology and regress functional outcomes. 

 

2.6.3 Support Vector Machine 

Support vector machines (SVMs) can be used for both classification and regression tasks, though 

the focus in this thesis centers on classification. The method is aimed at separating classes using a 

hyperplane embedded within a multidimensional feature space (Figure 2.11) (166). This is 
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implemented with the goal of optimizing the tolerance of classification to local variations around 

the decision plane due to noise, and therefore sample points closest to the hyperplane are identified 

as support vectors (166). The separation of sample points from different classes across the 

hyperplane is called the margin, and the SVM hyperplanes are designed to maximize these margins 

to improve generalization to new samples. The identified hyperplane is defined by normal vectors 

(weights — 𝑤) and a separation from the origin (bias — 𝑏), which show how it splits each feature 

dimension to obtain its discriminative ability. The optimization of hyperplane separations can be 

tuned for specific data samples and investigations by adjusting the permissibility of the hyperplane 

to misclassifications through regularizations (165,166). Instead of a hard-margin approach aimed 

at eliminating all errors during training, a soft-margin approach allows tuning of regularization 

parameters to allow more errors in the training samples to improve model generalizability (166). 

                                                                   𝑤𝑇𝑥 +  𝑏 =  0     ( 2.10 ) 

 

 

Figure 2.11: Support vector machine (SVM) classification. SVMs assign weights to modelled 

features to define multidimensional hyperplanes (purple) that separate different classes of data (red 

and blue) based on key data samples (support vectors). Here a linear SVM is shown however 

nonlinear hyperplanes support classification amidst more complex distributions. Soft-margin 

classifications allow for errors close to the hyperplane while optimizing the separation of classes.  
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The use of a linear hyperplane is most beneficial when the classes are linearly separable based on 

the selected features. This implementation is employed in this thesis to facilitate more direct 

interpretation of the coefficients relative to input features. Where this is not a clear linear 

separability based on input features, SVMs can employ kernel functions to map samples from the 

original input feature domain to a higher dimensional space (𝜙(𝑥)) in which linear separability 

may be better achieved (166). The hyperplane in these transformed dimensions may reflect as 

nonlinear in the original feature space. Routinely investigated kernels include the linear, 

polynomial, Gaussian/radial basis function (RBF), Laplacian, and sigmoid kernels (166). 

                                                                   𝑤𝑇𝜙(𝑥)  +  𝑏 =  0    ( 2.11 ) 

 

2.6.4 Neural Networks and Deep Learning 

Deep learning is a subset of machine learning based on the concept of neural networks in the brain, 

so the methods are also known as artificial neural networks. This type of method aims to train 

weights of successive layers to learn patterns in an increasingly abstract way, and therefore they 

are particularly useful for learning complex relationships among data. Once the algorithms are 

trained, they will be used to predict outcomes similarly to that in statistical machine learning. The 

neural networks can be shallow or deep depending on the application. Based on cutting-edge 

technologies in this field such as convolutional neural networks (CNNs), deep learning has shown 

enormous promise in a range of tasks in the realm of image processing and analysis, including 

classification of disease pathology and subtypes (167,168). In addition, with limitations in imaging 

time in clinical settings, neural network models including CNNs have been developed to predict 

unacquired images based on subsampled imaging data. In this way, both predicted and initially 

acquired can be modelled together to provide desired outcomes but without the cost of extra 
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acquisition time. The strategy has been shown to be particularly useful in augmenting diffusion 

MRI data as seen in this thesis (169). 

 

2.6.5 Feature Selection Assisted by Machine Learning 

In addition to the above, machine learning approaches can also help reduce the dimensionality of 

features used in modeling processes. Multiple methods are available to reduce feature 

dimensionality, including recursive feature elimination (RFE) (165). This method works by 

iterative identification of the best-performing subsets of predictors. Machine learning methods 

typically construct models by assigning weights to different features, commensurate with their 

contribution to model performance. These weight coefficients rank the importance of each feature 

in the associated machine learning tasks. Regarding RFE, it works on the premise that more 

important features will have larger weights. By removing the lowest-ranked features gradually, the 

subset of features contributing the most to the best overall model performance is retained (165). 

This method is versatile and can be implemented in tandem with many machine learning methods 

with appropriate modifications, including use cases in this thesis. 

 

2.7 Summary 

MS is a complex disease characterized by different pathological changes leading to different 

disease severity and functional deficits among individuals. Conventional MRI alone is insufficient 

to overcome these challenges. Advanced MRI improves upon conventional MRI, particularly 

regarding its specificity to tissue pathology, but there is still a lack of established methods in MS 

evaluation and management. Diffusion MRI is a promising method for detecting microstructural 

properties, and various new imaging and modeling techniques have emerged that may improve the 
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power of diffusion imaging. MRI texture analysis appears to be a competitive pattern recognition 

method. It is compatible with conventional MRI and with phase congruency, it also seems to be 

robust to the variations in image contrast and signal intensity. Currently there are different 

measures of functionality in people with MS. However, clinical measures are often limited by their 

sensitivity to early or short-term changes. MRI is highly capable of detecting subclinical MS 

activities but methods that predict functional outcome are yet to be discovered. Machine learning 

has shown tremendous potential in various image processing and analysis tasks. Combining 

machine learning with advanced brain diffusion MRI and phase congruency methods may prove 

to be a valuable approach for improved study of both disease activity and functional outcomes for 

people with MS. To this end, different new develop and innovation activities have been 

implemented and are summarized in Chapter 3 of this thesis that follows.
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Chapter 3: Technical Developments and Innovations Associated 

with This Thesis 

 

As mentioned in previous Chapters, diffusion imaging is one of the most promising advanced MRI 

methods for characterizing tissue microstructural properties. However, the DTI method is limited 

by its ability to resolve crossing fiber diffusivities as commonly seen in the brain. The HARDI 

methods aim to overcome this challenge by offering more specific and sensitive measures than 

DTI. But it is not always practical to acquire diffusion datasets that support HARDI analysis in 

clinical imaging due to time constrains. Further, regarding diffusion MRI datasets acquired using 

different protocols or different scanners, direct combination that is necessary in testing impactful 

hypotheses is likely not feasible without standardization. Regarding phase congruency, despite its 

novelty and robustness to variations in imaging contrast and brightness, this method involves up 

to a dozen variables. Manual refinement as done with prior implementations is time consuming 

and subject to the availability of effort and expertise. To this end, several advances have been made 

in this thesis to innovate the analysis and use of these methods. The new areas range from 

innovative use of single-shell diffusion MRI to data optimization, harmonization and creation for 

diffusion MRI. For phase congruency, the areas involve both parameter optimization and interface 

implementation as detailed in this Chapter below. 

 

3.1 New Developments Associated with Diffusion MRI  

3.1.1 Advanced Analysis of Diffusion MR Imaging Using HARDI-like Models 

Diffusion MRI forms a critical part in MS research, and DTI measures are sensitive to a broad 

range of pathological changes in MS. But the specificity of DTI is limited in comparison to HARDI 
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outcomes due to the adoption of multi-compartmental modelling of the latter. Unfortunately, 

HARDI data acquisition is time-consuming especially regarding multi-shell HARDI and is limited 

in many study protocols. My research in this direction is to provide mitigation strategies that 

minimize the issue related to simple diffusion MRI acquisitions. Specifically, this research treats 

the acquired data as single-shell HARDI and then fits multi-shell models to the single-shell 

HARDI through algorithm investigations and adjustments. To be able to use this approach, the 

number of diffusion orientations is suggested to be ≥45, which fits directly to our own datasets 

applied (111). In this way, competitive measures of neurite properties such as orientation 

dispersion index (ODI) equivalent to HARDI can be derived that are otherwise impossible based 

on simpler acquisitions alone. In this thesis, diffusion analyses by modelling with single-shell 

HARDI is validated using a 45-directional b=1000 s/mm2 dataset in Chapter 4 with encouraging 

results found in the associated study scenarios. With development, single-shell HARDI methods 

may support advanced analysis of changes in tissue microstructure as expected during 

demyelination and neurodegeneration in MS. 

 

3.1.2 Novel Metrics Derivation Based on Advanced Diffusion Orientation Modelling 

In the literature, diffusion orientation modelling approaches have been developed alongside 

diffusion compartment models (88,98,100). These orientation modeling methods have been 

applied primarily to support tractography-based segmentation of neural tracts. The orientation 

information in tractography is rooted in the direct relationships between magnitudes of diffusion 

in different orientations drawn from raw acquisitions and is therefore somewhat susceptible to 

changes in tissue structure properties (95). As these magnitudes may change in response to MS 

pathology, they would reflect the presence of pathology instead of the fundamental anatomy. 
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Therefore, my hypothesis is that pathology changes will reflect alterations in eigenvector 

orientations that will be deflected from the ground truth. DTI tractography based on the primary 

eigenvector is expected to be particularly susceptible to these pathology-driven deflections, which 

in turn would result in discontinuous tracking between voxels. Example consequences include 

premature or inaccurate terminations or improbable trajectories. Further exploration of the above 

hypotheses is also prompted by the encouraging results obtained from the existing DTI 

tractography outcomes including fiber density index (FDi) (Chapter 4), based on a common 

tractography algorithm known as fiber assignment by continuous tractography (FACT) 

(131,135,170). The purpose of my new development is to originate a robust and automatic analytic 

approach related to the FDi. In the FACT algorithm, several tracking criteria are set manually 

including maximum deflection angles, FA stopping criteria, and step sizes which variably 

influence FDi. Eventually, my effort has led to the use of apparent fiber density (AFD) which is 

completely model-free in its derivation from the fODF (171). As a more data-centric version of 

FDi, the AFD is used in the thesis after Chapter 4. 

 

In addition, inspired by the orientational aspect of FDi and the possibility of generating ODI using 

single-shell diffusion MRI, I have focused on the development of another orientation-related 

measure, which is relatively independent of the long model-fitting procedures of HARDI 

compartment models. This endeavour starts by modelling the diffusion orientation distribution 

function (dODF) which reflects the probability of a water molecule being displaced along a certain 

orientation. The dODF was calculated using a spherical harmonics approximation (100,172). I 

have discovered that by calculating the probability of diffusion in any of the sampled orientations 

and fitting these probabilities to a normal distribution, the energy of the probabilities (∑ ln(𝑝2)), 
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namely, ODF energy, can be calculated. This parameter is fast to calculate and can serve as a novel 

measure of orientational complexity localized per voxel, which is evaluated in Chapters 4, 5, and 

6 of the thesis. 

 

3.1.3 Diffusion Harmonization 

Common to many clinical studies, the imaging data may not always be acquired from the same 

machine or using the exact same protocol, leading to comparison issues. In this project, some of 

the patient cohorts involve different studies, where diffusion MRI were acquired using slightly 

different protocols. To improve the quality of the analyses, two diffusion datasets as part of 

Chapter 5 were investigated for harmonization employing the linear rotationally invariant spherical 

harmonics (RISH) method (173,174). This method performs voxel-wise correction of dataset 

differences based on spherical harmonic features. For optimal outcome, two harmonization steps 

regarding b-value and angular resolution, respectively, were performed prior to application of the 

RISH method. This method will be employed in Chapter 5 to test feasibility of using two study 

datasets. Most other methods available in the literature are limited to harmonization applications 

on data after processing and deriving measurements while the methods mentioned herein address 

this challenge by directly working with ‘raw’ data. Therefore the current approaches can be 

translated into clinical settings where acquisitions using different protocols or scanner systems are 

common. 

 

B-value Regression 

The basis of b-value harmonization stems from the modelling of diffusion signals with a 

monoexponential decay. This approach corresponds to the gaussian distribution model of diffusion 
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in DTI and is believed to be a good fit for data within the b-value bounds of 500 s/mm2 and 1500 

s/mm2 (Figure 3.1) (106,175). Based on the Stejskal-Tanner equation: 

                                                                     𝑆 = 𝑆0𝑒−𝑏𝐷,     ( 3.1 ) 

 

I can then regress the initial diffusion data to new data of different b-values within the above range 

(176). Despite the large span of the acceptable b-value range, at 1000 s/mm2, this study limits the 

application of this technique to a b-value difference of 200 s/mm2 given b-values of 800 s/mm2 

and 1000 s/mm2 from the 2 datasets tested here, falling in the middle of the bounds. 

 

 

Figure 3.1: Monoexponential and Kurtosis modeling of diffusion signal attenuation. A gaussian 

monoexponential model (Diffusion fit) has a limited good-fit range to measured data relative to 

Kurtosis models (Kurtosis fit). (Adapted from Steven et al., 2014) (175). 
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Angular Resolution Adjustment 

High angular resolution is a major benefit of HARDI analyses because it supports a more nuanced 

analysis of local variations in the diffusion signal. While new information cannot be added to 

diffusion MRI once acquired, modelling the diffusion signal with spherical harmonics allows 

artificial enhancement of diffusion angular resolution. This approach is employed in some 

tractography algorithms which use the dODF to support tracking between voxels at multiple angles 

with a finer sampling than original acquisitions. Just as this supports smoother tracking, for 

diffusion acquisitions with low angular resolution, I propose that it may improve the numerical 

stability of HARDI modeling. In contrast to tractography approaches which employ increased 

angular sampling of the dODF, the spherical harmonic representation supports an inverse 

calculation whereby the original diffusion signal can be resampled (Figure 3.2) (100). Not only 

does this approach target improved model stability, it also supports data harmonization by allowing 

different datasets to be resampled to identical gradient orientations. Further exploration of the 

spherical harmonic modelling of the dODF indicated that it supported an inverse calculation that 

recovers the original diffusion signal with arbitrary angular resolution. 

 

 

Figure 3.2: Spherical harmonic approximation of the diffusion signal. Spherical harmonic 

modelling was employed to resample a 23-direction diffusion signal (left) to a 45-direction 

diffusion signal (right). 
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3.1.4 Robust Neural Network Models for Data Creation in Diffusion MRI  

The fitting of HARDI models to single-shell diffusion datasets is promising but also considered 

underdetermined because the number of data points measured is lower than the number of variables 

to be solved. In Chapter 4, this limitation was side-stepped by fitting simpler HARDI models that 

appeared to be compatible with the single-shell diffusion data. To take advantage of the improved 

specificity offered by multi-shell HARDI models, my goal here was to develop novel deep learning 

neural network models such that new diffusion datasets can be predicted using existing datasets. 

In this way, complete fitting of truly multi-shell HARDI models becomes possible based on both 

the initial and predicted datasets. This approach is used in Chapters 5 and 6, done by predicting 

the b=2000 s/mm2 diffusion data using the corresponding b=1000 s/mm2 acquisition (Figure 3.3). 

 

 

Figure 3.3: Diagram of spherical coordinates defining diffusion acquisition schemes. Shown are 

an example scheme of a diffusion MRI dataset acquired as a single b=1000 s/mm2 shell (A), which 

is used to predict a second shell with a higher b-value of b=2000 s/mm2. Together they form a 

multi-shell HARDI dataset (B). 
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Together with lab mate (Mr. Murray), two neural network models were established. The initial 

model was developed based on an architecture known as a multi-layer perceptron (MLP). After 

refinement, the MLP model was integrated into a CNN model. Both models were trained and 

validated step-wise to optimize hyperparameters, based on multi-shell brain diffusion MRI scans 

from healthy subjects as part of the Human Connectome Project (HCP) datasets freely available 

online (177). The final model architectures were obtained by training and testing again using local 

2-shell brain diffusion MRI data acquired from people with MS. The results of this work were 

published as a manuscript with myself as a co-first author (Murray and Oladosu et al., Magnetic 

Resonance Imaging, April 2023) (169) (Figure 3.4). These methods can be applied to simplify the 

diffusion MRI acquisitions in clinical settings where full data coverage costing double time and 

resources would otherwise be required to obtain comprehensive HARDI outcomes, thereby 

advancing the disease monitoring and measurement abilities in clinical practice. 

 

 

Figure 3.4: High b-value diffusion MRI prediction network. This multilayer perceptron (top) and 

convolution neural network (bottom) show the fundamental structures of the developed neural 

networks for predicting b=2000s/mm2 diffusion data. (Adapted from Murray and Oladosu et al., 

2023) (169). 
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3.2 A Novel Framework for Optimizing Textural Phase Congruency Analyses 

Clinical management of MS primarily engages with conventional MRI such as T1-weighted, T2-

weighted, and T2-FLAIR MRI, so it is important to investigate phase congruency by starting with 

these imaging sequences. However, while promising, phase congruency presents with some 

challenges in its use for image analysis, including: 1) the large number of parameters involved; 

and 2) the expertise and effort needed to fine-tune the parameters. To overcome the limits, I have 

implemented a graphic user interface that allows fine tuning of all key phase congruency 

parameters intuitively (Figure 3.5). The following sections introduce three optimization areas as 

part of my new development, along with the theory and conceptualization of phase congruency 

that is critical for its understanding and use. 

 

3.2.1 Conceptualization and Workup 

Initial tools to implement phase congruency have been provided within MATLAB by the initial 

author of the methods (Peter Kovesi) in an online code repository (178). Phase congruency has 

been mainly applied for image segmentation or feature identification in 2D images. To align phase 

congruency measures with the structure of MRI data, this thesis developed a custom 3D python 

implementation of phase congruency based on available scripts on 3D with C++ and on 2D with 

python by others (158,179). 3D phase congruency supports balancing of information from multiple 

horizontal and vertical orientations. For conventional display purposes, outcomes of phase 

congruency in this thesis are shown axially. 

 

Phase congruency calculation requires the setup of multiple parameters to define the wavelet 

frequency filter banks employed in analysis and how the calculations are subsequently processed. 
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Parameters to construct the filter banks include the width and separation of filters in the linear 

frequency scale, the minimum wavelength (maximum frequency) and number of filter scales to 

cover the desired frequency range, and the number of filter orientations. In phase congruency 

computation, the penalty for frequency spread is modulated by a sigmoid curve with gain (scale) 

and cutoff (shift) parameters, and the method for identifying and processing noise information. 

Default settings have been proposed in the original implementation; however, the study-specific 

parameters are typically set based on visual appearance heuristics of calculated outcomes (159). 

Certain optimization methods such as maximal contrast between regions of interest have been 

proposed to improve the quality of output but the value of these settings varies according to study 

goals (159). In this thesis, the goal was to assess local structural differences, contrasting 

segmentation or feature identification done in prior studies. The thesis purpose here also entailed 

the generation of feature maps out of conventional MRI scans to enhance the detection of “hidden” 

patterns concealed in the investigated images. 

 

Given the number of parameters required by phase congruency in the calculation process, I 

undertook a thorough investigation of the relationships between the parameters and how each of 

them influenced phase congruency outcomes. Collectively, phase congruency was conceptualized 

as the result of variations in several key settings including spectral coverage, spectral sensitivity, 

and modulation of frequency spread (Figure 3.5). 
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Figure 3.5: Phase Congruency calculations and parameter tunings. Phase congruency calculations 

are dependent on multiple parameter settings that vary the sensitivity to phase information from 

different spectral regions, the penalty for frequency spread, and the coverage for different feature 

orientations. Here plots for the frequency spread sigmoid and spectral sensitivity illustrate the 

combined influence of most phase congruency parameters. 

 

3.2.2 Angular Resolution of Phase Congruency Measurements 

To provide an unbiased isotropic representation of phase congruency, the filter bank includes 

frequency assessments across multiple orientations. For this reason, enough orientations must be 

sampled for either 2D or 3D phase congruencies to reduce orientational bias. As this work uses 

3D phase congruency analysis, I had the orientation sampling approach innovated by using a 

convenient 23-direction diffusion gradient sampling scheme available from the Measures of 

Corpus Callosum Function dataset. The diffusion gradient scheme in terms of imaging is designed 
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to provide uniform orientational coverage of the spherical sampling space. This approach replaced 

the need for selection of several orientations in a spherical grid-like approach to save time for 

measurement collection (158). Based on diffusion MRI results, a minimum of ~20 directions are 

needed to properly capture variations in the diffusion signal for reconstruction of DTI, so the use 

of this 23-direction scheme targets a minimum sufficiency in the orientation sampling scheme for 

phase congruency outcomes (180). Moreover, this scheme supports minimization of variations in 

angular spacing between orientations. Following the calculation of phase congruency, Gaussian 

windows are applied at each identified orientation with their bandwidths adjusted to balance 

orientational coverage and sensitivity. The standard deviation of the Gaussian is defined according 

to a ratio of 1.2 between the average oriented filter angular separation and the standard deviation 

of the Gaussian as identified by Kovesi for balanced orientational weighting (156). 

 

3.2.3 Spectral Modulation 

Spectral modulation involves the balancing of multiple parameters to provide full coverage of the 

frequency spectrum for an image of given size and an appropriate balance of sensitivity across the 

frequency range. This aspect of phase congruency is primarily modulated by the minimum 

wavelength, the number of filter scales used per orientation, the width of those scales in the 

frequency domain and their separation defined as the multiple (mult – 𝑚) that shifts their central 

frequencies. Starting with individual filters, their coverage is regulated by their bandwidth 

modulated by the sigmaOnf (𝜂𝛽) parameter, the ratio of the window function’s standard deviation 

to its central frequency. However, to cover the full spectral range, multiple filters must be spaced 

in a way such that the total sensitivity they provide to a given point is equal across the spectrum. 

Empirical determinations of points on the sigmaOnf-mult curve were plotted based on published 
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findings (178). The relationship was found to best fit a power curve, so I identified 2 equations. 

One was derived by solving the power relationship (Equation 2) and another based on the theory 

that the value of mult would be a function of the filter bandwidth (𝛽) as determined by sigmaOnf 

(𝜂𝛽). The power relationship was chosen for further investigations due to simplicity and the 

approximate nature of the approach, though a precise equation may be ascertained in direct relation 

to the bandwidth through minimization of the sum of squared filter responses (Figure 3.6). 

                                                              𝑚 =  𝜂𝛽
𝑙𝑛(

𝜋

20
)
     ( 3.2 ) 

                                               𝑚 =  2
2√

2

𝑙𝑛(2)
(‖𝑙𝑛(𝜂𝛽)‖) ∗ 𝑥

 | 𝑥 =
𝜋

4
    ( 3.3 ) 

 

 

Figure 3.6: Equations for calculating the scaling by mult (𝑚) of central frequencies between 

successive filters. Mult is formulated based on fitting of empirical data with a power function (A) 

and a power function constructed around the filter bandwidth (B) as defined by sigmaOnf (𝜂𝛽). 
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The importance of this spacing is that with enough filters (𝑛𝑠𝑐𝑎𝑙𝑒), full coverage of the spectrum 

with even sensitivities can be achieved. If the spacing is increased, the sensitivity undulates over 

the course of the spectrum without a defined interpretation. However, if the spacing is reduced, 

more weighting is given to high frequency, localized information with wide frequency bandwidths 

to support localization (Figure 3.7). Therefore, the ‘multiple’ for scaling successive filters was 

defined according to the inequality: 

                                                                   𝑚 ≤ 𝜂𝛽
𝑙𝑛(

𝜋

20
)
.     ( 3.4 ) 

 

 

Figure 3.7: Spectral sensitivity modulated by filter scaling with mult (m). Variations in the spectral 

sensitivity of phase congruency were plotted for a sigmaOnf value of 0.55 against log frequency 

with mult (m) taking values of A) 5.00, B) an optimal mult value of 3.024 according to equation 

3.2, and C) 1.70. Mult values higher than the calculated maximum cause undulating sensitivities 

while lower values result in greater sensitivities to higher frequency regions due to the high-pass 

approach to the addition of successive filters. 
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With the optimized sigma-mult relationship, I ventured to assess what value of nscales would 

provide full spectrum coverage for image analysis with a defined minimum and maximum 

wavelength without unnecessarily increasing computation time (Figure 3.8). This was defined 

based on the number of filters required to cover the distance between the maximum and minimum 

wavelengths plus an additional 3 filters (Scalestart parameter) to adjust for overlaps of filters at 

the edges of the spectrum. Because this was a Log-Gabor filter bank, the equation was adjusted 

accordingly. 

                                                      𝑛𝑠𝑐𝑎𝑙𝑒 =  ⌊
𝑙𝑛(

𝑚𝑎𝑥𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ

𝑚𝑖𝑛𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ
)

𝑙𝑛(𝜂𝛽
𝑙𝑛(

𝜋
20

)
)

⌋ + 3    ( 3.5 ) 

 

 

Figure 3.8: Spectral sensitivity of phase congruency. Spectral sensitivity is modulated to provide 

full spectral coverage with a minimum wavelength of 2 voxels (2 mm) and a maximum wavelength 

of 256 voxels (256 mm). A sigma value of 0.55 is used with a mult and nscale value calculated 

according to their respective equations. 
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3.2.4 Frequency spread 

Phase congruency is based on a range of frequencies and therefore it would be more meaningful 

to favor congruency across multiple frequencies over a few frequencies. For modifying the 

corresponding gain and cutOff values of the penalizing sigmoid curve, the relationships between 

certain parameters can guide the manipulation of phase congruency parameters as follows. The 

width of frequency spread is influenced by the number of filter scales employed in analysis (Figure 

3.9). As the number of filters increase by similarly increasing the value of 𝜂𝛽, the effective width 

of the frequency distribution decreases meaning that similar information now experiences a greater 

penalty. With knowledge of these relationships, the modulation of phase congruency patterns is 

ultimately simplified with adjustment of the cutOff having the greater impact. 

 

 

Figure 3.9: Frequency spread penalty modulation. The inflection point (cutOff) and rate of 

transition (gain) for the sigmoid curve determine penalties for frequency spread. The width of 

frequency spread is also inversely proportional to the number of filter scales required to cover the 

spectrum as influenced by the sigma property of applied filter scales. 
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3.2.5 Implementation 

For this thesis, we sought a balanced sensitivity across the included frequencies and focused on 

analysis of three scales of feature sizes that pertain to MS lesions. To implement this, we set the 

spatial resolution range marked by a minimum wavelength of 2mm and maximum wavelength of 

8 mm, 16 mm, and 32 mm, corresponding to minimum spatial frequencies of 0.125 mm-1, 0.0625 

mm-1, and 0.03125 mm-1 and a maximum spatial frequency of 0.5 mm-1. We employed a sigmaOnf 

of 0.55 corresponding to filter bandwidths of 2 octaves and a calculated mult value of 3.02 to 

equalize sensitivity to all included frequency bands. The number of filter scales was similarly 

calculated according to the derived equation for each minimum frequency cutOff. The calculated 

images were accepted so no further changes were made to the frequency spread weightings using 

the default gain of 10 and cutOff of 0.5. As mentioned previously, a 23-directioned gradient set 

was employed for analysis with an average angular separation of approximately 30°. The whole-

brain phase congruency outputs of both the sum of phase congruency across all orientations and 

the weighted mean phase were included in the analyses as presented in Chapters 4, 5, and 6. With 

these settings, there would be opportunities for further experiments including increasing the value 

of sigma to increase the number of filter scales. This work up may improve the capacity of feature 

localization with more scales expected in the designated spectral regions; however it will require 

reduction of the frequency spread cutOff to reduce sparsity of the output. The full extent of phase 

congruency outputs is not analysed besides the selected parameters for the purpose of studies in 

this thesis, though future work may seek to understand the tradeoffs associated with such parameter 

modifications. 
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3.3 Summary 

In summary, this thesis involves considerable innovations in several aspects particularly regarding 

brain diffusion MRI and phase congruency based on clinically-feasible data acquisitions. 

Advances in diffusion MRI facilitated the generation of HARDI-like metrics of enhanced 

sensitivity and specificity to tissue microstructure using single-shell diffusion data, as well as 

robust harmonization of diffusion samples obtained with unequal protocols, valuable for large 

sample deserving studies. Further, innovative modelling of diffusion data also enabled the creation 

of new diffusion MRI measures including ODF energy, and prediction of unavailable diffusion 

data for comprehensive HARDI analysis. Regarding phase congruency, my new development is 

also multifold, including the origination of novel approaches for parameter optimization, and 

implementation of an easy-to-use graphic user interface for improved understanding, evaluation, 

and application of this new technique. Intuitive parameter tuning facilitated by the implementation 

is important for defining feature sensitivity according to the scales required for optimal analysis of 

local structural properties, such as that relating to MS lesions. Combined outcomes would be 

invaluable for advanced analysis of the associated imaging data as seen in the follow up Chapters, 

and for future studies outside of this thesis.
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Chapter 4: Brain diffusion MRI and texture analysis along with 

machine learning provide new sensitive measures of MS pathology 

 

As mentioned in previous chapters, significant advances have been made in MS research over the 

past decades. Various new MRI technologies have also been developed and new imaging 

initiatives are emerging constantly. However, the MS community is still in need of established 

measures of MS pathology, which nonetheless is crucial for disease understanding, assessment, 

and management. To this end, based on cutting-edge image modeling and analysis techniques, I 

have developed several new methods to improve our disease characterization capabilities, 

especially pertaining to brain diffusion MRI and phase congruency-based texture analysis. The 

goal of this chapter is to investigate whether and how these methods detect subtle MS pathology 

as those related to lesions versus non-lesion areas such as NAWM, and to intra-lesion 

heterogeneity, assisted by a supervised machine learning method known as support vector 

machine. A majority of this Chapter has been published as a manuscript as mentioned in the 

Preface (Oladosu et al, Frontiers in Neuroscience, Frontiers in Neuroscience 15 (May 7, 2021). 

 

4.1 Introduction 

Ongoing tissue damage in lesions and NAWM is believed to play a major role in the relentless 

progression of disability in people with MS. But the nature of tissue damage is complex, requiring 

measurements beyond conventional analysis (8). Diffusion brain MRI and phase congruency 

methods may serve as valuable opportunities to provide multi-dimensional analysis of MS 

pathology including that associated with critical white matter tracts (181).  
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Several studies using DTI have shown that the mean diffusivity (MD) and fractional anisotropy 

(FA) detect demyelination and axonal loss in MS, which differentiates lesions from the normal-

appearing white matter (NAWM) (182). Within the lesion context, there is evidence showing 

increased MD in the lesion core versus perilesional white matter (183). However, there are no 

systemic studies of core versus periphery of lesions in MS. Further, using a single tensor model in 

DTI, which does not provide compartmental information, it is challenging to detect specific 

processes of neuronal pathology. The HARDI models such as ActiveAx and neurite orientation 

dispersion and density index (NODDI) that enable intra-voxel analysis of tissue microstructure 

may provide an opportunity to overcome these challenges (113,114). However, acquiring multi-

shell HARDI data is not always practical due to time constraints, particularly in a clinical setting. 

An alternative approach is modeling densely sampled diffusion data (orientations ≥45) based on 

acquisition of only one diffusion weighting, namely, single-shell HARDI (ssHARDI) (184,185). 

But the utility of ssHARDI for characterizing neurite properties such as orientation requires further 

investigation (119,185,186). 

 

In addition to advances in diffusion modelling, there have also been considerable improvements 

in tractography-based investigations in dMRI (187). Traditionally, individual white matter tracts 

(e.g. corticospinal tract) traced by streamlines of tractography form the mainstay for localized 

analysis of diffusion metrics. However, the local orientation information represented directly by 

the streamlines may be also critical indicators of tissue properties, including streamline counts and 

streamline termination frequency, providing a new dimension of microstructural measurements 

(135).  
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Texture analysis represents an alternative way of image analysis that characterizes the distribution 

pattern of imaging elements generated by the underlying tissue (34,136). Phase congruency 

provides localized spatial frequency analysis with use of a wavelet transform to identify image 

features (153,154). These features reflect the coherency of local frequency components and 

therefore characterize the spatial relationship of tissue structures in an imaged area. Building upon 

previous studies showing the potential of phase congruency applied to different medical imaging 

approaches (e.g. CT, MRI), our own pilot work demonstrates the utility of this method in 

differentiating MS lesions from NAWM using conventional T2-weighted brain MRI 

(151,158,161). Here we investigate how phase congruency works with other imaging sequences 

and how it characterizes different types of MS pathology. Further, given the theoretical nature of 

phase congruency, it may provide comparative and complementary information to diffusion MRI 

in tissue coherence analyses.  

 

The purpose of this study was to test the feasibility of ssHARDI using clinically available dMRI 

and investigate how advanced metrics from ssHARDI and DTI tractography compare to traditional 

DTI measures in assessing MS pathology. Furthermore, phase congruency texture analysis is 

investigated in parallel to compare the three most common conventional MRI sequences in MS: 

T1-weighted, T2-weighted, and FLAIR scans. The investigations used a machine learning 

technique, support vector machine (SVM), to evaluate feature importance through several tissue 

classification tasks. Specifically, based on 3D regions of interest (ROIs), there were 2 

classifications within individual patients: 1) lesion versus the corresponding contralateral NAWM, 

to obtain a basic understanding of the sensitivity of the features to MS pathology; and 2) lesion 

core versus shell, to evaluate the detectability of intra-lesion pathology by the features. Between 
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patients, there were also 2 analyses: lesion comparisons, between patients having high (top 25%) 

and low (bottom 25%) lesion counts as a surrogate for disease activity; and NAWM comparisons, 

between the same subject groups. 

 

4.2 Materials and Methods 

4.2.1 Sample  

This study evaluated brain MRI scans from a convenience sample of 52 participants with 

relapsing-remitting multiple sclerosis (RRMS) who were screened for participation in a clinical 

trial of domperidone as a potential myelin repair agent (ClinicalTrials.gov Identifier: 

NCT02493049). Participants required at least one gadolinium-enhancing lesion on a screening 

brain MRI to be eligible for randomization to treatment in the clinical trial. In the present study, 

we utilized the screening brain MRI scans of participants who were not eligible to continue in the 

trial as they did not contain any enhancing lesions. In addition, all MRI pulse sequences used in 

this study were conducted before gadolinium use, and therefore no contrast interference. Written 

informed consent was obtained from all participants following study approval by the Conjoint 

Health Research Ethics Board of the University of Calgary. 

 

4.2.2 Imaging protocol 

All participants had brain anatomical and diffusion MRI undertaken at a 3T scanner (GE 

Healthcare, Discovery MR750, Milwaukee, USA). Anatomical MRI included T2-weighted (T2-

w) and FLAIR images with repetition time (TR) = 6000/7000, echo time (TE) = 100/126ms, matrix 

= 512x512, and slice thickness = 3mm without gap; and T1-weighted images with TR/TE = 

8.2/3.2ms, matrix=256x256, field of view (FOV) = 25x25cm, and slice thickness = 1mm. The 
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dMRI acquisition used an echo planar sequence where b=1000, 3 b0 volumes, and 45 directions; 

TR/TE = 8000/61ms; matrix = 120x120, with 2mm3 isotropic voxels; and FOV = 24x24cm. 

 

4.2.3 3D ROI Development 

To improve the analysis of contextual information, we derived 3D ROIs for all tissue regions, done 

initially using anatomical MRI (Fig. 1). 

 

Lesion ROIs  

Using the FSL library (Oxford, UK), all MRI volumes were skull-extracted, and the T2-w and 

FLAIR images were then rigid-body co-registered to T1-w images to optimize quality and 

alignment (188–190). Lesion segmentation focused on brain white matter, using an automatic 

toolbox (LST, v3.0.0, SPM12) (75). Initially, the LST generated a whole-brain lesion map per 

subject based on co-registered FLAIR and T1-w volumes. The lesion map then underwent manual 

correction using ImageJ (NIH, v1.52j) by referencing the co-registered FLAIR and T1-w images 

to remove areas that overlapped with cerebrospinal fluid or with the NAWM. Any area that 

contained a confluent lesion, showing signal inhomogeneity but with pixels staying connected, 

was considered a single ROI. Subsequently, lesion ROIs were colocalized across slices using the 

‘cluster’ command in FSL with 26-connectivity to obtain 3D ROIs, which were further sorted by 

ROI size. 

 

Contralateral NAWM ROIs 

The NAWM ROIs were essentially the mirror image of the lesion ROIs established above. To 

ensure validity, we applied several quality-control steps. The first step was lesion-filling (191) in 
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the referencing T1-w MRI, followed by creation of a left-right flipped mirror image of the volume. 

The accuracy of volume flipping was ensured through a cross-correlation-based nonlinear co-

registration process between the reference and mirror T1 volumes, using the ‘SyN’ option in the 

ANTs software (192), from which a left-right transformation was obtained. Applying the 

transformation to the generated lesion masks made the latter geometrically matched to the mirror 

volume of the reference T1. After left-right flipping, the transformed lesion masks became the 

‘raw’ contralateral NAWM ROIs. The next step was refinement of the NAWM ROIs, including 

eliminating areas overlapping with any lesion region. This step ensured that each 3D NAWM ROI 

corresponded to each unique 3D lesion ROI with no contamination by tissues of the other type 

(see Figure 4.1). 

 

Lesion Core and Shell ROIs 

The core-shell segmentation focused on lesion ROIs with identified contralateral NAWM that 

were large enough to encapsulate a 3x3x3 cube of voxels. Specifically, defining a lesion core ROI 

used a 3D volumetric erosion process applied to an eligible lesion mask, which allowed to retain 

only the central voxels not in contact with any non-lesion background area. Then, subtracting the 

core from the full lesion ROI produced the single-voxel-thick shell ROI for each lesion.  
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Figure 4.1: Regions of interest development. (A) An example lesion region of interest (ROI) in the 

T1- FLAIR MRI space (purple mask); (B) A mirror-image of the T1-weighted MRI for developing 

the contralateral normal appearing white matter (NAWM) ROI (green mask) of the lesion shown 

in panel A; (C) the finalized contralateral NAWM ROI of the lesion produced using (panel A,B), 

along with converse co-registration between the corresponding image volumes; the blue and purple 

areas within the lesion represents the core and shell ROIs, respectively; and (D) 3D whole brain 

lesion masks produced by grouping adjacent ROI voxels within and between slices. 

 

4.2.4 dMRI Analysis  

Pre-processing and DTI Analysis 

The dMRI data first underwent eddy current correction (193). To limit variations, we averaged the 

3 b0 volumes and then co-registered the mean volume to the T1-w structural space. The resulting 

mean b0 volume acted as a reference in transforming all calculated diffusion maps to the same T1-

w space prior to quantitative evaluations. DTI calculation used the FDT procedure in FSL, which 

provided 4 classical outcomes: MD, FA, axial diffusivity (AD), and radial diffusivity (RD). 

 

ssHARDI Analysis 

Given the relatively high angular nature of our dMRI acquisitions, we also explored ssHARDI 

modeling. In particular, to improve computing efficiency, we used a new modeling method: 

Accelerated Microstructure Imaging via Convex Optimization (AMICO), which generated 

equivalent measures to ActiveAx and NODDI (121). Our AMICO outcomes included axonal 

diameter, axonal density, and intracellular volume fraction (ICVF) from ActiveAx, and orientation 
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dispersion index (ODI) from NODDI (113,114). In addition, to further probe intravoxel orientation 

information beyond ODI, we calculated the orientation distribution function (ODF) of diffusion 

(100). This in turn enabled us to generate a new parameter termed ODF energy (Fig. 2), which 

referred to the energy of diffusion oriented at individual directions. The energy was calculated as 

𝑙𝑜𝑔(𝑝2), where p represented a collection of probabilities of diffusion magnitude observed at all 

possible directions. The probabilities were obtained by fitting the diffusion magnitude values from 

each direction to a normal distribution. 

 

In addition, to test the feasibility of using AMICO to evaluate ssHARDI, we performed an 

additional experiment to compare outcomes from different datasets. This included: 1) single-shell, 

2-shell, and 3-shell HARDI data freely available online from the Human Connectome Project 

(HCP) (194); and 2) single-shell data from our own study. The comparisons were done both 

visually and quantitatively with a concentration on 3 ssHARDI measures out of AMICO ActiveAx: 

axonal diameter, axonal density, and ICVF. NODDI ODI had been shown to be similar between 

calculations of single- and multi-shell data (113). In quantitative assessment, we computed the 

variance of the aforementioned measures at a regional level in 10 example white matter structures 

bihemispherically: forceps minor, forceps major, genu and splenium of the corpus callosum, and 

posterior limb of the internal capsule. Each ROI was sized 4x4 pixels, which was the maximal 

uniform dimension that could be fitted within these structures. Statistical analyses were conducted 

using one-way ANOVA followed by correction for multiple comparisons where applicable. 
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DTI Tractography Analysis 

We performed tractography based on DTI eigenvectors using a Diffusion Toolkit (MGH GCRC, 

USA) (195), which applied a deterministic algorithm, fiber assignment by continuous tracking 

(FACT) (195). Streamline propagation followed a 35° angular threshold as recommended. 

 

Using the rigid-body transformation matrix derived above from FSL, we also aligned the 

tractography to the T1-w structural space. Based on the TrackVis method (v0.6.1) (195), we 

evaluated 2 main tractography measures (Figure 4.2): streamline density index (FDi) and 

streamline endpoint index (FTi), indicating the counts of streamlines passing through or 

terminating in each voxel, respectively. Our in-house experiment showed that tractography 

features based on DTI were similar to ssHARDI, so we focused on DTI only here. 
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Figure 4.2: Sample diffusion metrics based on DTI, ssHARDI, and DTI tractography models. 

Shown are measures from DTI: (A) axial diffusivity, (B) radial diffusivity, (C) mean diffusivity, 

and (D) fractional anisotropy; ssHARDI: (E) orientation dispersion index, (F) density, (G) 

diameter, (H) intracellular volume fraction, and (I) orientation distribution function (ODF) energy; 

and DTI tractography: (J) fiber density index and (K) fiber termination index. Shown in (L) is an 

example b0 image from DTI for reference. 

 

4.2.5 Phase Congruency Analysis 

Texture analysis with phase congruency focused on T1-w, T2-w, and FLAIR MRI commonly used 

in the clinical imaging of MS. These images were preprocessed with a contrast-limited adaptive 

histogram equalization approach to enhance local feature characterization. In addition, to optimize 
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the detection of local features associated with lesions, maximum wavelengths of phase congruency 

were set at scales similar to the most common lesions sizes seen in MS, including 8, 16, and 32mm 

in diameter. Accordingly, each WMP and PC calculations had three feature scales. This resulted 

in 18 phase congruency measures (3 MRI sequences X 2 parameters X 3 scales per parameter) in 

total (Figure 4.3). 

 

 

Figure 4.3: Example phase congruency outcomes using conventional brain MRI with a 32 mm 

maximum wavelength. Shown are the equal sensitivity (black line) of the analysis to features at 

different frequencies (bottom right, top panel) and assigned penalties for different frequency 

spreads with a 0.5 cut-off and a gain of 10 (bold orange) (bottom right. Bottom panel). Two lesions 

(red and blue arrows) are shown to vary in presentation across the phase congruency (PC) and 

weighted mean phase (WMP) outcomes. 

 

4.2.6 SVM Analysis  

In feature ranking, we split the whole dataset randomly into 10 folds (portions), using 9 folds at a 

time, and repeated 10 times. In classifications, 10-fold cross-validation was performed, with 9 

folds for training, and the 10th held-out fold for testing, in each iteration. As a standard practice, 

we also normalized all feature outcomes to the range 0-1. 



 

77 

 

 

We applied a linear SVM to rank the diffusion features through recursive feature elimination 

(SVM -RFE) (165), with the regularization term fixed to 1 for optimal model generalization. The 

squared weights of each attribute of the SVM served as the ranking criteria such that a feature with 

the smallest weight ranked the lowest. The average ranking of a feature from all model 

constructions (100 in total) represented the final ranking of the feature. 

 

To assess the contribution of each feature to model classifications, we developed another linear 

SVM with iterative construction (SVM-IC), achieved by adding features to the model one-by-one 

from the highest to the lowest rankings. With each feature added, the model is reconstructed 

through 10-fold cross validation. This provided data to build the rank aggregated receiver 

operating characteristic (ROC) curves for each combination of successively-ranked features, and 

compute evaluation metrics including the area under the ROC (AUROC) and accuracy, averaged 

from all tests.  

 

4.2.7 Participant Stratification 

To explore how the imaging features relate to disease severity, we also did subgroup analyses. 

Disease severity was represented by lesion burden based on lesion counts following the LST 

segmentation. Participants were ranked in percentiles by their respective lesion numbers. To 

maximize the likelihood of detecting potential imaging feature differences, our analysis focused 

on 2 groups that had the most possible differences in lesion number: one with the most lesions 

(≥35) that ranked above the 75%ile, and the other with the least lesions (≤15) that ranked below the 
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25%ile. Group comparisons were done for both the lesion (whole lesion ROIs) and NAWM regions, 

using similar SVM strategies as described above for feature ranking and tissue classification. 

 

4.2.8 Statistical Analysis 

Assessment of all outcomes used the Scikit-Learn package in Python (v0.22.1) and R (v3.6.3). 

Comparing model performance used the McNemar’s test (196) for accuracy, and DeLong’s test 

(197) for AUROC, including model against chance, and between models successively generated.  

 

4.3 Results 

4.3.1 Sample Characteristics 

Of the 52 participants, the age range was 18 – 60 years, Expanded Disability Status Scale was 0 – 

5.5; 36 were women. In total, we identified 2139 lesion ROIs, 4 to 169 per subject; 1560/2139 

lesions had matching contralateral NAWM ROIs, 1 to 119 per subject. Among the 1560 lesions, 

243 had core-shell analysis (Table 4.1). In addition, 13 participants had ≥35 lesions, totaling 818 

lesions, and 12 participants had ≤15 lesions, totaling 119 lesions. Similarly, there were 818 and 

119 matching contralateral NAWM ROIs in each patient group respectively. Further, example 

outcomes from ssHARDI modeling appeared similar to that from multi-shell data, including the 

measures from our own diffusion scans (Figure 4.4). Quantitatively, there were no significant 

differences in variance for diameter, density, or ICVF (p=0.75, 0.18, and 0.11, respectively) 

between the different shell calculations using HCP data or data from our own study (Table 4.2). 

Further exploration using paired Student’s t-tests showed that there were also no significant 

differences (p>0.05) between the 1-shell measures from HCP and our diffusion data in variance of 
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any of the assessed variables following ssHARDI modeling. In total, there were 11 features 

calculated from all diffusion models. 

 

Table 4.1: Lesion counts and volumes by analyzed tissue class. 

 

 

 

 

Note: ROI: regions of interest; NAWM: normal appearing white matter. 

 

 

Figure 4.4: Outcome comparison between single-shell and multi-shell acquisitions. Shown are 

sample HARDI outcomes based on the ActiveAx model implemented in AMICO using the online 

Human Connectome Project data (left columns): b=1000 s/mm2, b=1000 and 2000 s/mm2, and 

b=1000, 2000, and 3000 s/mm2 for the 1-, 2-, and 3-shell, respectively; and using our own diffusion 

data in this study based on ssHARDI (right column), with b=1000 s/mm2. All represent in vivo 

datasets. 

Lesion ROIs Number Lesion Volume (mm3) 

Mean Standard Error Min Max 

All 2139 256.21 25.65 3.81 16443.64 

NAWM-paired 1560 45.41 1.86 3.81 929.88 

Core-shell 243 158.14 8.34 35.29 929.88 

Shell -- 144.89 6.93 34.33 735.35 

Core -- 13.25 1.79 0.95 243.20 
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Table 4.2: Comparison of variances between measures from different shells and datasets. 
 

HCP1 HCP2 HCP3 In-house  ANOVA 

p-value 

ssHARDI 

p-value 

Diameter 1.416713 1.313007 1.449823 0.939283 0.749132 0.131976 

Density 3.62E-06 2.94E-06 3.69E-06 8.1E-06 0.175857 0.192801 

ICVF 0.006766 0.006788 0.006341 0.001743 0.114337 0.050831 

Note: HCP1-3: Human connectome project data from 1-3 shell acquisitions; In-house: our own ‘1-

shell’ diffusion data; ssHARDI p-value: Student’s t-tests for variances between HCP1 and In-

house data. 

 

4.3.2 Lesion-NAWM analysis  

Outcomes based on brain diffusion MRI 

Tissue alignment metrics ranked higher than magnitude metrics. Specifically, the top 3 rankings 

were: HARDI ODF energy, DTI FA, and HARDI ODI (Figure 4.5). Tractography FDi (4th), DTI 

AD (5th), and tractography FTi (6th) all ranked within the top half of the 11 features, relatively 

higher than the other DTI and ssHARDI features.  

 

Further assessments using the classification model revealed similar trends. Essentially, combining 

all top 3 features (ODF energy, FA, and ODI) in the SVM-IC model achieved a 0.65 accuracy and 

0.71 AUROC (Figure 4.6 & Figure 4.7). McNemar tests showed that model accuracy with ODF 

energy alone significantly outperformed chance (p<2.2e-16) and improved further with addition 

of FA (p<2.2e-16). ROC analysis mirrored these results. The AUROC was significantly better 

using ODF energy alone (p=2.95e-6) than chance and improved with FA (p <2.2e-16). Further, 

the AUROC peaked at 0.71 with both ODI and FDi added but did not change significantly with 

further inclusion of the remaining features. Model accuracy peaked at 0.66 with all but the lowest-

ranked feature (DTI RD) included. 
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Figure 4.5: Example lesion regions and top diffusion metrics identified in the tissue separation 

processes. Shown are diagrams for a whole lesion (black, top) and a core-shell lesion (white and 

black, bottom) used for the lesion versus NAWM and core versus shell classifications, as well as 

corresponding appearances in the T1-weighted and FLAIR MRI (columns 1–3). The other columns 

(4–6) demonstrate the top three diffusion features selected by the recursive feature elimination 

algorithm (SVM-RFE) in respective classification tasks, which are orientation distribution 

function energy, fractional anisotropy, and orientation dispersion index (top); and mean 

diffusivity, radial diffusivity, and fractional anisotropy (bottom). 

 

 

 

Figure 4.6: Feature ranks and 

classification accuracy in lesion-

NAWM analysis. Top panel: The 

mean (standard deviation) rankings 

of the 11 diffusion features based 

on the linear recursive feature 

elimination (RFE) algorithm in 

SVM. Bottom panel: Accuracy of 

the classification models (SVM-IC) 

obtained by adding features one at a 

time, starting from the highest to the 

lowest rankings. The stars indicate 

features that contribute to 

significant improvement in 

classification accuracy (****p < 

0.0001). 
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Figure 4.7: Performance comparison of the classification models in lesion versus NAWM analysis. 

Shown are the ROC curves for models constructed from the top three ranked diffusion features: 

A) orientation distribution function (ODF) energy alone, B) ODF energy + fractional anisotropy 

(FA), and C) ODF energy + FA + orientation dispersion index. ROC: receiver operating 

characteristics; AUROC: area under the ROC curve. 

 

Outcomes based on Phase Congruency 

Feature ranking for phase congruency models showed the competency of texture features based 

on FLAIR MRI. The associated features occupied 4 of the top 5 ranking positions (except position 

#4). All of the 4 FLAIR phase congruency features were WMP, and both the top 2 features were 

based on 16 mm and 32 mm maximum wavelengths (Figure 4.8). 

 

Classification analysis showed that the top 5 features contributed largely to model performance. 

The highest ranked feature, WMP16_FLAIR, alone led to a 0.78 accuracy significantly better than 

chance (p<2.2e-16), and an 0.833 AUROC (p<2.2e-16). The addition of the 2nd through 4th features 

resulted in an increased accuracy of 0.88. Further, the top 12 features collectively contributed to a 

peak accuracy of 0.90, which was not significantly better than the single feature model with 

WMP16_FLAIR (p>0.05). In comparison, the top 13 features formed a model with an AUROC of 

0.89 that was significantly better than the single feature model (p=5.48e-10; Figure 4.9). 
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Figure 4.8: Feature ranks and classification accuracies in lesion-NAWM analysis. Top Panel: The 

mean (standard deviation) rankings of the 18 texture features used in this analysis based on the 

linear recursive feature elimination (RFE) algorithm in SVM. Bottom Panel: Accuracy of the 

classification models (SVM-IC) achieved by adding features one at a time, starting from the 

highest to the lowest rankings. The stars indicate features that contribute to significant 

improvement in classification accuracy (****p<0.0001). 
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Figure 4.9: Performance comparison of the classification models in the lesion-NAWM analysis. 

Shown are the ROC curves for models constructed from the top three ranked texture features: A) 

FLAIR weighted mean phase with a 16 mm maximum wavelength (WMP16_FLAIR) alone, B) 

WMP16_FLAIR + FLAIR weighted mean phase with a 32 mm maximum wavelength 

(WMP32_FLAIR), and C) WMP16_FLAIR + WMP32_FLAIR + FLAIR WMP with an 8 mm 

maximum wavelength (WMP08_FLAIR). ROC: receiver operating characteristics; AUROC: area 

under the ROC curve. 

 

4.3.3 Core-Shell analysis  

Outcomes based on Brain Diffusion MRI 

Feature ranking in this assessment used 9 of the 11 diffusion features, with tractography FDi and 

FTi excluded due to their sparse representation in relatively small ROIs. The top 3 ranked metrics 

were: DTI MD, RD, and FA. HARDI ODF energy and DTI AD followed in ranking, slightly better 

than the other HARDI measures, which ranked at 6th-9th (ICVF, Density, ODI, and Diameter). 

 

Classification analysis further revealed the importance of top-ranked metrics in core-shell analysis. 

The highest-ranked feature, MD, alone accounted for a classification accuracy of 0.59, 

significantly greater than chance (p=4.98e-5; Figure 4.10). Adding features up to the 5th one (AD), 

the classification accuracy peaked, at 0.60 (p=3.86e-6). In addition, the model with MD alone 

achieved an AUROC of 0.59, which improved to the peak at 0.60 when combining with the top 

2nd to 4th features (RD, FA, ODF energy), but the AUROC values were not significantly different 

from chance (p=0.088; Figure 4.11). 
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Figure 4.10: Feature ranks and classification accuracies in lesion core-shell analysis. Top Panel: 

The mean (standard deviation) rankings of the 9 diffusion features used in this analysis based on 

the linear recursive feature elimination (RFE) algorithm in SVM. Bottom Panel: Accuracy of the 

classification models (SVM-IC) achieved by adding features one at a time, starting from the 

highest to the lowest rankings. The stars indicate features that contribute to significant 

improvement in classification accuracy (****p<0.0001). 

 

 

Figure 4.11: Performance comparison of the classification models in the lesion core versus shell 

analysis. Shown are the ROC curves for models constructed from the top three ranked diffusion 

features: A) mean diffusivity (MD) alone, B) MD + radial diffusivity (RD), and C) MD + RD + 

fractional anisotropy. ROC: receiver operating characteristics; AUROC: area under the ROC 

curve. 
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Outcomes based on Phase Congruency 

In contrast to lesion-NAWM analysis models, the top-ranked phase congruency features were 

similarly distributed among the three conventional MRI sequences. Specifically, among the top 6 

positions, two were based on FLAIR (1st & 4th), two on T2-w MRI (2nd & 3rd), and two on T1-w 

MRI (5th & 6th). Five of these (except the 4th) were WMP features, where two of the top three 

features were calculated with a 32 mm maximum wavelength, three with a 16 mm and 1 (one) 

with an 8 mm maximum wavelength respectively (Figure 4.12). 

 

Classification analysis again demonstrated the importance of top-ranking metrics listed above. In 

core-shell analysis, the highest-ranked feature, WMP32_FLAIR, achieved an accuracy of 0.74 

significantly better than chance (p=5.24e-11; Figure 4.13). The top 9 features contributed to peak 

performance with an accuracy of 0.85, and the top 13 features led to a peak AUROC of 0.88 

(p=2.75e-8), both better than chance. 
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Figure 4.12: Feature ranks and classification accuracies in lesion core-shell analysis. Top Panel: 

The mean (standard deviation) rankings of the 18 diffusion features used in this analysis based on 

the linear recursive feature elimination (RFE) algorithm in SVM. Bottom Panel: Accuracy of the 

classification models (SVM-IC) achieved by adding features one at a time, starting from the 

highest to the lowest rankings. The stars indicate features that contribute to significant 

improvement in classification accuracy (*p<0.05, ****p<0.0001). 
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Figure 4.13: Performance comparison of the classification models in the lesion core versus shell 

analysis. Shown are the ROC curves for models constructed from the top three ranked texture 

features: A) FLAIR weighted mean phase with a 32 mm maximum wavelength (WMP32_FLAIR) 

alone, B) WMP32_FLAIR + T2-w weighted mean phase with a 16 mm maximum wavelength 

(WMP16_T2), and C) WMP32_FLAIR + WMP16_T2 + T2-w WMP with a 32 mm maximum 

wavelength (WMP32_T2). ROC: receiver operating characteristics; AUROC: area under the ROC 

curve. 

 

Table 4.3: The AUROC of the linear SVM diffusion classification models. 

Lesion vs NAWM Core vs Shell 

Features  AUROC 
Standard 

Deviation 
Features AUROC 

Standard 

Deviation 

ODF energy 0.568 0.030 MD 0.594 0.080 

FA 0.707 0.023 RD 0.597 0.088 

ODI 0.710 0.026 FA 0.598 0.092 

FDi 0.713 0.026 ODF energy 0.600 0.083 

AD 0.710 0.029 AD 0.594 0.081 

FTi 0.711 0.028 ICVF 0.595 0.081 

Density 0.710 0.028 Density 0.598 0.082 

ICVF 0.711 0.028 ODI 0.595 0.086 

MD 0.710 0.028 Diameter 0.593 0.086 

Diameter 0.710 0.028    

RD 0.710 0.028    

     Note: AUROC— area under the receiver operating characteristic curve. 
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Table 4.4: The AUROC of the linear SVM texture classification models. 

Features 

Lesion vs NAWM 

Features 

Core vs Shell 

AUROC 
Standard 

Deviation 
AUROC 

Standard 

Deviation 

WMP16_FLAIR 0.833 0.037 WMP32_FLAIR 0.835 0.167 

WMP32_FLAIR 0.861 0.031 WMP16_T2 0.835 0.135 

WMP08_FLAIR 0.879 0.036 WMP32_T2 0.860 0.104 

PC32_T1 0.882 0.035 PC16_FLAIR 0.880 0.110 

PC16_FLAIR 0.887 0.035 WMP08_T1 0.869 0.112 

WMP08_T2 0.891 0.032 WMP16_T1 0.857 0.124 

PC08_FLAIR 0.892 0.034 PC16_T2 0.861 0.127 

WMP16_T1 0.894 0.033 PC16_T1 0.867 0.125 

PC08_T2 0.900 0.033 PC32_FLAIR 0.871 0.121 

PC16_T2 0.900 0.032 WMP08_T2 0.875 0.126 

WMP32_T1 0.901 0.028 PC08_T2 0.875 0.126 

WMP08_T1 0.905 0.028 PC32_T1 0.874 0.121 

PC08_T1 0.904 0.028 WMP32_T1 0.879 0.130 

WMP32_T2 0.903 0.028 WMP16_FLAIR 0.879 0.129 

PC16_T1 0.904 0.027 PC08_T1 0.878 0.122 

WMP16_T2 0.904 0.027 PC08_FLAIR 0.877 0.118 

PC32_T2 0.903 0.027 WMP08_FLAIR 0.879 0.119 

PC32_FLAIR 0.902 0.027 PC32_T2 0.867 0.117 

      Note: AUROC— area under the receiver operating characteristic curve. 

 

4.3.4 Lesions and NAWM analyses between subjects 

These analyses used all of the 11 diffusion features as applied in assessing whole lesion pathology. 

In comparing the lesion tissue between subjects who had 75%ile high versus 25%ile low lesion load, 

FA ranked the highest, which alone had an accuracy of 0.589 and AUROC of 0.620. Combining 

FA with the 2nd-4th features, AD, ICVF, and Diameter, slightly increased the accuracy, which 

reached the peak at 0.605; further addition of FTi as the 5th feature led to the peak AUROC of 

0.638, but no models performed significantly better than chance (p=0.200) in this analysis. In 

contrast, ODF energy ranked the best in classifying the matching NAWM regions between the 

same patient groups. Specifically, ODF energy alone achieved a near-peak accuracy of 0.616 and 

AUROC of 0.662, considerably better than chance (p=0.020). Adding the second-best parameter, 
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neurite density, achieved the peak values for accuracy at 0.617 and for AUROC at 0.662, almost 

identical to the ODF energy alone results. There was no further improvement with addition of any 

other parameters (Figure 4.14 & Figure 4.15). 

 

 

Figure 4.14: Feature ranks and performance comparison in the classification of lesion tissue 

between high and low disease patients. Top Left Panel: The mean (standard deviation) rankings of 

the 11 diffusion features used in this analysis based on the linear recursive feature elimination 

(RFE) algorithm in SVM. Bottom Left Panel: Accuracy of the classification models (SVM-IC) 

achieved by adding features one at a time, starting from the highest to the lowest rankings. Right 

Panel: ROC curves for models constructed using the top two ranked diffusion features: top) 

fractional anisotropy (FA) alone, and bottom) FA + axial diffusivity (AD). ROC: receiver 

operating characteristics; AUROC: area under the ROC curve. 
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Figure 4.15: Feature ranks and performance comparison in the classification of NAWM tissue 

between high and low disease patients. Top Left Panel: The mean (standard deviation) rankings of 

the 11 diffusion features used in this analysis based on the linear recursive feature elimination 

(RFE) algorithm in SVM. Bottom Left Panel: Accuracy of the classification models (SVM-IC) 

achieved by adding features one at a time, starting from the highest to the lowest rankings. Right 

Panel: ROC curves for models constructed using the top two ranked diffusion features: top) 

orientation distribution function (ODF) energy alone, and bottom) ODF energy + Density (AD). 

ROC: receiver operating characteristics; AUROC: area under the ROC curve. The stars indicate 

features that contribute to significant improvement in classification accuracy (*p<0.05). 

 

Similar to the above analyses using brain diffusion MRI, phase congruency-based models were 

also implemented to compare individuals who had 75%ile high versus 25%ile low lesion load. 

According to lesion-based outcomes (Figure 4.16), the T2-w PC feature at 32 mm maximum 

wavelength (PC32_T2) ranked the highest and this measure alone had a 0.593 accuracy (p<0.0001) 

and 0.624 AUROC (p>0.05). Accuracy peaked at 0.618 with 6 features and AUROC peaked at 
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0.677 with 7 features. According to NAWM-based outcomes from the two groups of high and low 

lesion load (Figure 4.17), the top-ranked feature was PC08_T1 that showed an accuracy of 0.61 

(p=6.99e-4) better than chance and an AUROC of 0.64 (p=8.64e-3). In fact, both the top 2 features 

were calculated using an 8 mm maximum wavelength, with the second one being PC08_T2. A 

peak accuracy of 0.64 was achieved with 8 features and a peak AUC of 0.67 with 7 features. Only 

peak accuracy was significantly better than the single-parameter models (p=1.26e-7). 

 

 

Figure 4.16: Feature ranks and performance comparison in the classification of lesion tissue 

between high and low disease patients. Top Left Panel: The mean (standard deviation) rankings of 

the 18 texture features used in this analysis based on the linear recursive feature elimination (RFE) 

algorithm in SVM. Bottom Left Panel: Accuracy of the classification models (SVM-IC) achieved 

by adding features one at a time, starting from the highest to the lowest rankings. Right Panel: 

ROC curves for models constructed using the top two ranked texture features: top) T2-w phase 

congruency with a maximum 32 mm wavelength (PC32_T2) alone, and bottom) PC08_T1 + T2-

w weighted mean phase with a maximum 16 mm wavelength (WMP16_T2). ROC: receiver 

operating characteristics; AUROC: area under the ROC curve. The stars indicate features that 

contribute to significant improvement in classification accuracy (***p<0.001, ****p<0.0001). 
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Figure 4.17: Feature ranks and performance comparison in the classification of NAWM tissue 

between high and low disease patients. Top Left Panel: The mean (standard deviation) rankings of 

the 18 texture features used in this analysis based on the linear recursive feature elimination (RFE) 

algorithm in SVM. Bottom Left Panel: Accuracy of the classification models (SVM-IC) achieved 

by adding features one at a time, starting from the highest to the lowest rankings. Right Panel: 

ROC curves for models constructed using the top two ranked texture features: top) T1-weighted 

phase congruency with a maximum 8 mm wavelength (PC08_T1) alone, and bottom) PC08_T1 + 

T2-weighted phase congruency with a maximum 8 mm wavelength (PC08_T2). ROC: receiver 

operating characteristics; AUROC: area under the ROC curve. The stars indicate features that 

contribute to significant improvement in classification accuracy (**p<0.01, ***p<0.001, 

****p<0.0001). 

 

4.4 Discussion 

Using commonly available dMRI data, we showed the feasibility of conducting ssHARDI analysis 

and the complementary value of parameters from different diffusion models for assessing MS 

pathology. It appears that tissue alignment and orientation measures from ssHARDI and DTI are 

particularly sensitive to the existence of lesions in a patient, and to subtle structural differences 
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between NAWM areas (specifically the ODF energy metric) between patients with high versus 

low disease activity. In contrast, tissue diffusivity and alignment metrics from DTI are the best in 

distinguishing intra-lesion pathology, and in separating lesion activity between high and low 

disease patients, especially MD and FA. Similarly, phase congruency measures showed the ability 

to differentiate tissue types in both classification scenarios. Phase congruency measures based on 

FLAIR ranked highest in models differentiating lesion vs NAWM but were joined by T2-w 

measures in the core vs shell analysis in the high-ranking features. 

 

The ability to evaluate sub-voxel-based tissue properties through ssHARDI modeling would be 

important in a clinical setting. However, ssHARDI studies often face the challenge of not obtaining 

enough diversity of measures for evaluation, unlike multi-shell models. To compensate, a prior 

study applied a partial, 2-compartment model and showed that both neurite density and dispersion 

indices from ssHARDI decreased in the NAWM of MS patients, and the reduction in the right 

internal capsule correlated with MS duration (186). In the present study, we undertook an 

alternative approach with the assistance of an efficient modeling method, AMICO. This provided 

several sub-voxel measures of neurite diameter, density, and dispersion. Both visual and 

quantitative analyses show that the variances at a ROI level are equivalent between these measures 

derived using either 1-shell or multi-shell data and using either online or own diffusion data in 

ssHARDI modeling. In addition, based on the distribution of diffusion at all sampling directions 

in a voxel, we also created a new measure of tissue organization, ODF energy, to increase the 

capacity of ssHARDI. 
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To maximize the understanding of diffusion metrics in tissue assessment, our study considered 

several modeling approaches, 3 regarding ssHARDI alone: ActiveAx, NODDI, and diffusion 

ODF. Multi-model analysis is critical for assessing complex pathologies as observed in MS (8). 

However, this strategy also led to a large volume of parameters. A caveat of multiparametric 

approaches (198) is the difficulty of assigning importance to parameters that have overlapping 

sensitivities. Here we took advantage of SVM, a well-recognized machine learning method. The 

SVM-RFE has shown to be robust to feature redundancy and model overfitting, and in a linear 

form, the SVM can assign unique coefficients to each parameter, thereby identifying the specific 

contribution of a parameter to individual classification tasks (165).  

 

In lesion–NAWM analysis, based on diffusion MRI models, nearly all top rankings were tissue 

orientation and alignment metrics, particularly the top 3: ODF energy, FA, and ODI. Based on 

definition, ODF energy measures the orientational complexity of a structure. The higher the value, 

the more misalignment in the structure. FA detects changes in both axonal density and alignment 

anisotropy9, and therefore is partially explainable by ODI. The leading performance of these 

orientation features in this analysis may indicate that the most critical changes following lesion 

formation in MS are tissue damage, such as inflammatory demyelination and axonal injury. A 

direct consequence of this pathology is increased structural heterogeneity, rather than simple 

alterations in neurite density. This is consistent with prior findings showing decreased FA in nearly 

all lesion studies in MS compared to the NAWM (181,182), and ODI changes with lesion 

formation (23,118) and repair (36), although the consistency of ODI changes deserves further 

validation (199). Notably, optimal classification between lesion and NAWM ROIs in the current 

study required the addition of FA. Previously, tractography FDi also showed strong correlations 
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with FA (131,135), supporting the relationship between these highly ranked features. The unique 

role of tissue alignment and orientation measures may facilitate early detection and even prediction 

of lesion pathology in future studies, promoting early management.  

 

The core-shell analysis was designed to probe the intra-lesion patterns of pathology as seen in 

chronic MS lesions. When active, these lesions show demyelinated, hypocellular cores and 

inflammatory demyelinating shells; while inactive, present with hypocellularity with no active 

demyelination in lesion territories (2). As such, the expected differences between core and shell 

are the degree of cellularity, where based on the diffusion MRI models, the hypocellular core 

should have higher diffusivity than the cell-rich, inflammatory shell. Indeed, the 3 DTI measures 

(MD, RD, and FA) ranked the highest in our core-shell analysis, and MD played a dominant role. 

While there is lack of core-shell studies using dMRI in the literature, prior evidence attests the 

sensitivity of MD to subtle changes in MS pathology. One report showed that MD increased 5 

months before the occurrence of active MS lesions, and pre-lesion MD correlated significantly 

with the MD of the lesions 2 months after active inflammation (31). In the present study, the lack 

of significance of the MD model in AUROC compared to chance may be due to several reasons, 

including the small number of such lesions and their heterogeneity in pathology. For instance, 

chronic inactive lesions may not show significant core-shell differences, and their inclusion may 

have caused artifacts. Alternatively, robust analysis of core-shell activity in chronic active lesions 

can improve our understanding of the ongoing pathology and so disease progression in MS patients 

(200). 
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Our inter-patient analysis results appear to agree with the findings described above. Between 

patients who had high versus low disease activity, FA ranked the highest in lesion tissue 

classifications; while in NAWM classifications, ODF energy was the best. In general, T2-w MRI 

lesion load reflects disease activity, and in a long-term, it correlates with disability in MS as seen 

after 20 years of disease onset (60). Therefore, individuals with higher lesion load are expected to 

have greater tissue damage, likely affecting both neurite density and orientation, and so greater 

changes in lesion FA between the participant groups. On the other hand, increased disease activity 

would also implicate increased pathology in the lesion-free areas, such as the NAWM, yet the 

changes wherein should be much less than in the visible plaques. Indeed, our NAWM analysis 

suggests that the pattern of differences between high and low disease patients is mainly orientation 

based, as reflected by ODF energy, deserving further confirmation.  

 

Collective observations from diffusion MRI-based analyses of this study may suggest that MD and 

FA are important metrics for assessing MS pathology. In particular, they may serve as top options 

in core versus shell analysis, disease severity comparisons between participants (e.g. lesion FA), 

and at a lesser extent, lesion versus non-lesion analysis. However, outcomes from the relatively 

complex models appear to be more competitive in NAWM-associated evaluations than the DTI 

measures, particularly the orientation-driven metrics (ODF energy and ODI), suggesting the value 

of multi-model analysis. Emerging hypotheses of MS disease progression support a mechanistic 

framework where disease outcome appears to be a joint result of the balancing consequences 

between different pathological processes and their anatomical locations (201). Currently, dMRI is 

considered one of the most valuable imaging approaches that can potentially evaluate both myelin 

and axonal properties that are related to MS pathology. At the same time, it is worth noting that a 
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variety of other associated techniques are underway, including those for myelin mapping using 

different MRI approaches. For example, myelin estimation based on simultaneous T1/T2 

relaxometry and proton density mapping correlated strongly with histological myelin as seen in 

post-mortem MS brain samples (202). Another study demonstrated that quantitative susceptibility 

provided additional myelin information in brain NAWM of MS patients, independent of FA and 

RD (203). Further, pre-operative myelin mapping using T1/T2 ratio showed the potential to predict 

outcomes of trigeminal neuralgia following Gamma knife radiosurgery, while FA and RD 

demonstrated similar values in this prediction as estimators of pre-operative axons (204). These 

findings further support the importance of multi-dimensional analysis of tissue structural changes 

in MS, including combining multi-model dMRI, and other candidate metrics of myelin and axons. 

 

Phase congruency-based models with top-ranked features showed a similar trend in the 

classification scenarios discussed above. Phase congruency features with more low-frequency 

information (higher maximum wavelength) were more highly ranked in both lesion versus NAWM 

and core vs shell analyses, especially for T2-w and FLAIR MRI. Higher maximum wavelength 

was set to characterize imaging patterns associated with larger lesions. The higher ranking of these 

features in lesion-related classifications suggests that larger-scale contextual relationships 

characterize greater lesion information. In contrast, when comparing groups with different lesion 

loads using NAWM-related features, higher frequency content from the lower (8mm) maximum 

wavelength calculations from T1-w and T2-w MRI ranked higher. This observation likely 

indicates that fine texture information is of increased impact in differentiating tissues with minimal 

heterogeneity such as the NAWM. This is consistent with our findings showing the relatively low 

performance of these high frequency features in group-wise analysis based on lesions that are 
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known for structural heterogeneity (205). Finally, T2-w and FLAIR phase congruency features 

typically ranked higher than T1-w features. This might be related to the fact that T2-w and FLAIR 

images are much more sensitive to focal lesion activity than T1-w MRI, among other possible 

explanations. These results encourage the use of lesion-sensitive imaging sequences in future 

research of similar directions. 

 

Based on model evaluation metrics, phase congruency-based models appeared to have 

outperformed diffusion MRI-based models in both lesion-NAWM and core-shell comparisons. 

This may stem from differences in the building blocks the imaging measures offer for the 

classification tasks. Phase congruency characterizes the organizing pattern of the imaged tissue 

structure while diffusion MRI attempts to directly detect the biophysical property of the underlying 

tissues. Further, the availability and type of diffusion MRI measures also depend on the models 

used to derive these measures. Ultimately, the texture- and diffusion-based imaging features can 

provide complementary information deserving further confirmation for their comparable roles. 

 

We note a few limitations in this study. The spatial resolution of our dMRI was moderate. 

However, we registered all diffusion outcomes to the high-resolution T1-w MRI to mitigate the 

impact, and our ssHARDI maps appeared similar to those obtained using high resolution dMRI 

from the HCP both visually and quantitatively. Next, to optimize data quality, we excluded lesions 

that did not have a ‘clean’ match of contralateral NAWM regions, and lesions not large enough 

for core-shell analysis, potentially reducing the variance of modelled features. Nonetheless, SVM 

regularization techniques support model fitting, so the risk of model overfitting is minimal. 

Further, in phase congruency analyses, only three maximum wavelengths were tested, limiting the 
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potential of assessing this method to other sizes of lesions. However, the chosen wavelengths 

matched to a range of lesion sizes most seen in MS MRI. Finally, there were lesions that appeared 

overlapping and they were segmented as single confluent regions. Given the inhomogeneity of 

signal intensity in such lesions, it may have somewhat affected the lesion-NAWM results (e.g. 

underestimation of tissue differences). However, we applied the mean of ROIs in all quantitative 

analyses, which should have minimized the effect, if any. The impact on core-shell analysis is 

expected to be less than the above, as regions of inhomogeneity may be included in both lesion 

portions. In the future, we seek to confirm our findings using higher resolution diffusion MRI 

together with phase congruency and evaluate people with different types of diseases and lesion 

pathologies, including datasets with histology-verified lesion activity. Additionally, we also plan 

to investigate the utility of the top-performing diffusion and phase congruency features in assessing 

pre-lesion NAWM pathologies, and in predicting the occurrence of MS lesions, to promote clinical 

applications. The findings of this work can be applied to detect invisible structural changes within 

relatively large lesions that may indicate their activity or to studies that track longitudinal changes 

in either small or large lesions for early understanding of disease outcomes. 

 

4.5 Summary 

Collectively, using commonly available dMRI data, it is possible to perform competitive ssHARDI 

modeling. Combining machine learning with robust ssHARDI and DTI metrics may provide 

advanced assessment of lesion and NAWM pathology, including mean diffusivity for intra-lesion 

pathology in MS and similar diseases. Furthermore, texture analysis with phase congruency may 

be a valuable alternative method to advanced MRI in characterizing subtle MS pathology, 

particularly given the compatibility of phase congruency with clinically standard MRI and the 
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better performance of models based on this texture analysis method than diffusion MRI. Given the 

large number of variables investigated in this chapter, only measures that contributed to peak 

performance of the models were selected to be tested further in the next chapter for their utility to 

differentiate disease severity. Including only these significant measures will help improve the 

reliability of outcomes and reduce noise in the next steps of analyses. These significant measures 

would include several of those from the lesion vs NAWM analysis such as ODF energy, ODI, FA, 

and FDi. Likewise, measures would be similarly chosen from the core vs shell analysis. It is worth 

noting that the diffusivity measures of DTI (MD, FA, and RD) ranked the highest in the core vs 

shell models but given the improved specificity of HARDI-like measures with similar meanings, 

two such measures including ICVF and Diameter were chosen instead in Chapter 5 investigations.  

More phase congruency features were investigated, however, T2-w and FLAIR 16 and 32 mm 

features contributed greatly to peak performance in both analyses and so were chosen for Chapter 

5 investigations. 
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Chapter 5: Advanced diffusion MRI and textural phase congruency 

detect widespread brain structural differences between RRMS and 

SPMS 

 

Developing methods that can sensitively detect tissue structural changes is important. But that 

typically only serves as the first step. To understand the value of these methods for clinical use, it 

is important to investigate their potential for characterizing disease level characteristics, and that 

is the goal of this Chapter. Based on advanced analysis of brain diffusion MRI and phase 

congruency along with machine learning, Chapter 4 has identified an array of advanced imaging 

measures that differentiate different types of MS pathology associated with lesions and non-lesion 

areas. Further, my new development as shown in Chapter 3 has led to the innovation of several of 

such measures. For instance, the prior neurite density measure FDi is replaced with AFD; the latter 

is model-free and independent of the tracking algorithms used. In addition, to facilitate truly multi-

shell HARDI analysis, I have initiated robust neural network models as part of a published paper 

to predict new diffusion data not typically acquired in clinical studies (Murray and Oladosu et al., 

Magnetic Resonance Imaging, April 2023). In this way, multi-compartmental models based on 

both NODDI and ActiveAx can be calculated, where modelling uses the softwares AMICO and 

AMICOx, respectively, the latter to overcome the crossing fiber challenges. Based on all of the 

above discoveries, this chapter aims to interrogate whether and how the tissue abnormality 

sensitive measures differentiate disease severity at different scales based on RRMS and SPMS, the 

two continuum and most common phenotypes of MS. A majority of this Chapter has been 
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published as a manuscript as mentioned in the Preface (Oladosu et al, Frontiers in Neuroscience, 

Frontiers in Neuroscience 16 (August 12, 2022). 

 

5.1 Introduction 

Various studies suggest that SPMS pathology differs from RRMS pathology in a number of ways 

that involve both microscopic and macroscopic changes from a MRI perspective. However, the 

exact scope and degree of these changes are still unclear (8,15). Thorough understanding of the 

tissue structural abnormalities underlying the functional differences between RRMS and SPMS is 

essential as that can help determine what and where to examine, and what new targets might be in 

initiating novel intervention and prevention strategies.  

 

Focal lesions remain to be the hallmark of MS pathology (2,4). Nonetheless, the 'invisible' tissue 

abnormalities as seen in the brain NAWM are also shown to play a critical role in the pathogenesis 

and outcomes of MS (4,28,203). Based on advanced MRI including diffusion tensor imaging (DTI) 

and high angular resolution diffusion imaging (HARDI), and myelin water imaging, studies of 

brain normal appearing white matter (NAWM) in MS have found considerable reductions in 

neurite density, neurite dispersion, and myelin integrity as compared to healthy control tissues 

(13,28,199,206). Using texture analysis methods, recent evidence has also revealed extensive MRI 

texture abnormalities in the brain NAWM of MS (139).  

 

On the other hand, consequences of MS lesions also depend on their location in the central nervous 

system (207). Based on DTI white matter tractography and magnetization transfer ratio, studies of 

major brain white matter tracts such as corpus callosum and corticospinal tracts have shown that a 
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person’s dysfunction can be attributed to a single tissue-impacting lesion that resides in a critical 

anatomical location (208–211). As such, regions of interest (ROIs) studies within white matter 

tracts may reveal important ‘hot spots’ associated with disease evolution. Furthermore, changes 

distant from focal lesions are common in MS due to mechanisms such as Wallerian degeneration 

(212). Therefore, diffusion MRI-enabled along-tract statistics would be invaluable for probing 

both lesion and non-lesion pathology. Currently, there are studies related to individual aspects of 

the pathological spectrum but they are not necessarily integrated as a whole (208,209,211,213).  

 

In addition to the above, recent evidence suggests the importance of chronic active lesions to 

disease progression in MS (16,58,214). While lesion development is often connected with clinical 

relapses in RRMS, many lesions in SPMS are chronic and smoldering, causing occult disease 

progression without signs of evident relapse (8,58). Histologically, chronic active lesions are 

characterized by inactive hypocellular demyelinated cores and actively inflammatory 

demyelinating rims, also referenced as mixed active-inactive lesions (58). Characterizing the 

nature and extent of such chronic active lesions in vivo has become a critical priority to improve 

healthcare in MS; however, the availability of methods is limited (183,214). Current research has 

been relying on susceptibility-based imaging methods (79), which define chronic active lesions as 

having isointense cores and hypointense rims (rim-positive) (215,216). The presence of more rim-

positive lesions is associated with earlier disabilities in MS, and the persistence of paramagnetic 

rims from acute lesions suggests remyelination failure (16). Nonetheless, susceptibility imaging is 

still under development and there is no evidence showing the ability of these methods to identify 

other pathologies such as axonal injury that is critical for MS progression.  
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This study aims to identify new quantitative methods for integrated analysis of brain pathological 

changes in RRMS and SPMS and compare how and where they are different. The procedures will 

focus on novel analyses of diffusion MRI and phase congruency image texture in clinical MRI as 

proposed in this thesis. 

 

5.2 Materials and Methods 

5.2.1 Sample 

This study used brain MRI scans of 29 subjects with MS (all females), including 20 RRMS and 9 

SPMS from 2 datasets as part of an ongoing clinical study (REB14-1926). Established criteria 

were followed in all diagnoses of MS (217), RRMS (218), and SPMS (219). The first dataset 

(dataset1) included 10 RRMS and 9 SPMS patients recruited for a study assessing corpus callosum 

function. The second (dataset2) included 10 RRMS patients as a convenience sample from a 

clinical trial of domperidone as a myelin repair agent (ClinicalTrials.gov Identifier: 

NCT02493049). For the latter, participants needed to have at least one gadolinium-enhancing 

lesion in brain MRI but the current patients were ineligible and therefore did not continue in the 

trial. Both studies were approved by the institutional research ethics board. Written informed 

consent was obtained from all participants. 

 

5.2.2 Imaging protocol 

3T anatomical and diffusion brain MRI were obtained from each dataset using a research-dedicated 

scanner (Discovery MR750, GE Healthcare, Milwaukee, USA). The imaging protocol included 

T1-weighted MRI acquired with a 1-mm isotropic, magnetization-prepared fast-spoiled gradient 

echo sequence using 6.7-8.0 ms repetition time (TR), and 2.9-3.0 ms echo time (TE). T2-weighted 
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MRI was acquired with a spin-echo sequence using TR1/TR2 = 6000/5600 ms and TE1/TE2 = 

84/100 ms; matrix = 256x256/512x512; field of view (FOV) = 24x24/22x22 cm; and slice 

thickness = 3 mm. FLAIR MRI was obtained with a spin-echo inversion recovery sequence using 

TR1/TR2 = 7000/6000 ms and TE1/TE2 = 127/127 ms; matrix = 512x512; and FOV = 24x24 cm. 

Diffusion MRI was acquired with a spin-echo echo-planar sequence using TR1/TR2 = 8000 ms 

and TE1/TE2 = 84/61 ms; matrix = 120x120; FOV = 24x24 cm; slice thickness=3/2 mm, 5 b0, 

with 23 b = 800 s/mm2 directions for Dataset1, and 3 b0, 45 b = 1000 s/mm2 directions, and 3 

reverse phase-encoded b0 for Dataset2. 

 

5.2.3 Diffusion MRI Processing and Analysis 

Preprocessing 

Image preprocessing for diffusion MRI involved several steps, which were essentially the same 

for dataset1 and dataset2 except the step used in susceptibility distortion correction due to the lack 

of reverse phase-encoded b0 data in dataset1. Briefly, the diffusion MRI scans were denoised, 

corrected for Gibbs ringing with a sub-voxel shift correction method, and then bias corrected as 

reported previously (32,220–223). Eddy current and susceptibility distortion corrections were 

completed using the FSL eddy method (193,224). The latter involved a tool called topup, where 

dataset1 was not compatible initially due to acquisition confounders as noted above. To 

compensate, we inverted the signal intensity of T1-w MRI from Dataset1 and rigidly transformed 

it to the diffusion space. The corresponding b0 volumes were averaged and nonlinearly registered 

(ANTs SyN) to the processed T1-w MRI in an x-axis constrained transformation to calculate 

susceptibility distortion (192,225). The distortions were transformed afterwards to a topup-like 

output format in FSL for correction (226). Dataset2 was processed for susceptibility distortion 
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correction using topup directly (226). For both datasets, the corrected average b0 volumes were 

then rigidly registered (FSL epireg) to the corresponding T1-w MRI per patient for further 

processing (189,190). Next, diffusion images from the two datasets were harmonized for angular 

resolution by resampling, and for voxel-wise imaging characteristics by using the linear 

Rotationally Invariant Spherical Harmonics method based on 8 RRMS patients (100,173,174,227). 

These published accounts indicated that the harmonization approaches were valid if the b value 

differences between datasets fell between the range of 500 s/mm2 and 1500 s/mm2.  

 

To further clarify the suitability of the aforementioned harmonization methods, we calculated the 

variance and signal-to-noise ratio (SNR) of white matter ROIs and compared them between 

datasets based on harmonized data. Eight ROIs sized 6x6 pixels each were drawn in the corpus 

callosum, forceps minor, and forceps major tracts per subject, per examined diffusion measure. 

The SNR was evaluated relative to the standard deviation of the cerebrospinal fluid of the brain 

because the calculated maps were masked, which made the background of the maps all zeros. 

Subsequently, to enable high angular resolution diffusion imaging (HARDI) analysis, new 

diffusion MRI data at b=2000 s/mm2 were predicted for both datasets based on their corresponding 

b=1000s/mm2 data using an in-house deep learning algorithm (228). 

 

Diffusion Metrics Calculation 

Fractional anisotropy (FA) was obtained from diffusion tensor imaging (DTI) in FSL. HARDI 

analysis applied the ActiveAx method implemented in the accelerated microstructure imaging with 

convex optimization (AMICO) for crossing fibers (AMICOx) to model axonal diameter and 

intracellular volume fraction (ICVF), and neurite orientation distribution and density imaging 



 

108 

 

(NODDI) in AMICO to calculate orientation dispersion (114,121,122). The apparent fiber density 

(AFD) was obtained using the fiber orientation distribution function (fODF), and ODF energy, a 

measure of orientational complexity, was obtained from the diffusion ODF computed by q-ball 

imaging reconstruction (100,103,171). All measures were transformed to the common MNI-152 

coordinates for analysis based on T1-w MRI nonlinear MNI transformation with the ANTs SyN 

method (Figure 5.1a). 

 

 

Figure 5.1: Example diffusion and phase congruency texture maps. Shown are: A) Diffusion MRI 

of a) Fractional Anisotropy, b) axonal diameter, c) Intracellular Volume Fraction, d) Orientation 

Dispersion Index, e) Orientation Distribution Function energy f) Apparent Fiber Density, and B) 

phase congruency of (top row) FLAIR MRI and (bottom row) T2-w MRI.) 



 

109 

 

Diffusion Tractography 

The white matter fODF was calculated based on constrained spherical deconvolution using the 

b=1000s/mm2 data alone. The resulting orientation distribution was nonlinearly transformed and 

reoriented to MNI-152 space using diffusion to T1-w rigid and T1-w to MNI nonlinear 

transformations (103). The peaks of the fODF were calculated and input to a software known as 

TractSeg to obtain tracts and tract ending segmentations (129,229). Tract orientation mappings 

were then calculated and tractography generated through probabilistic tracking using iFOD2 and 

a dilation factor of 2 (Figure 5.2a) (108). The corpus callosum was partitioned into 7 segments 

according to the Witelson scheme based on locations of cortical intercepts (230). The corticospinal 

tracts and optic radiations were also segmented bihemispherically. 

 

 

Figure 5.2: Diffusion tractography and tract geometries. Along-tract analysis of the corpus 

callosum, optic radiation, and corticospinal tracts utilized A) tractography oriented posterior (left) 

to anterior (right) and B) mean tract geometries for within-tract sampling. 

 

5.2.4 Texture Analysis with Phase Congruency  

Texture analysis was done for T2-weighted (T2-w) and FLAIR MRI using a 3D method called 

phase congruency. It was a frequency-based calculation approach and was shown to be insensitive 
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to signal intensity differences between images (37). The same image preprocessing pipelines were 

applied to the anatomical images from dataset1 and dataset2. Essentially, the T1-w, T2-w, and 

FLAIR MRI were all preprocessed by Gibbs ringing correction, N4 bias field correction, and 

ANTs template-based brain extraction (231,232). Medial alignment of T1-w MRI was applied and 

that involved applying a rotation and translation procedure calculated from a rigid body 

registration to the MNI-152 T1-w reference. T2-w and FLAIR MRI were then rigidly linearly 

transformed to the same dimensions as T1-w MRI. In addition, T2-w and FLAIR MRI were further 

processed with contrast-limited adaptive histogram equalization (233) (scikit-image v0.18.3) to 

enhance feature visibility thereby reducing the potential impact of the slightly different imaging 

protocols used in acquisitions. 

 

Texture calculation produced 2 metrics: phase congruency, reflecting edge strength based on the 

alignment of phases, and weighted mean phase, reflecting edge sharpness (Figure 5.1b) (154,158). 

Optimal calculation of these metrics required fine-tuning of several parameters (Table 4.1). 

Weighting adjustment for frequency spread used a sigmoid function with the inflection point 

(cutOff) set at 0.5 and degree of inflection (gain) set as 10.0. Filter bandwidths were regulated by 

                                                                      𝜂𝛽 =
𝜎

𝑓0
 = 0.55,     ( 5.1 ) 

controlling the filter standard deviations (σ) relative to their central frequencies (ƒ0) using 

sigmaOnf (𝜂𝛽). Central frequencies were separated by a multiple (m) to obtain even spectral 

coverage. The multiple was empirically determined given by 

                                                                     𝑚 =  
𝜎

𝑓0

𝑙𝑜𝑔(
𝜋

20
)
.     ( 5.2 ) 

By default, the median of the highest frequency filter was used to characterize noise with the noise 

threshold set at 2 standard deviations. Filters were uniformly oriented on a sphere to balance 



 

111 

 

orientational coverage according to a diffusion MRI gradient scheme of 23 directions conveniently 

available in this study. The number of filter scales was determined by 

                               𝑛𝑠𝑐𝑎𝑙𝑒 = ⌈
𝑙𝑜𝑔

𝑓𝑚𝑎𝑥
𝑓𝑚𝑖𝑛

𝑙𝑜𝑔 𝑚
⌉ + 𝑛     |     𝑓𝑚𝑎𝑥 =

1

𝜆𝑚𝑖𝑛
 , 𝑓𝑚𝑖𝑛 =

1

𝜆𝑚𝑎𝑥
, n = 2  ( 5.3 ) 

including a heuristically determined n=2 additional filters to ensure uniform sensitivity at low 

frequencies. The frequency domain is bounded by the minimum and maximum wavelengths (λ). 

For images with a 1 mm3 voxel resolution, λmin was set at 2 mm and λmax at 16mm and 32 mm to 

allow analysis of frequencies around the spatial scale of most lesions observed in MS. Increased 

phase congruency and decreased weighted mean phase suggest increased signal complexity. 
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Table 5.1. Definition and Impact of Phase Congruency Parameters 

Parameter Symbol Meaning Impact 

Spectral Coverage 

Minimum 

Wavelength 
λmin 

Determines the highest frequency 

in analysis 

Determines the smallest scale 

features for which patterns are 

detected 

Maximum 

Wavelength 
λmax 

Determines the lowest frequency 

in analysis 

Determines the largest scale features 

for which patterns are detected 

Number of 

scales 
nScale 

Number of filters to define a filter 

bank covering the frequency range 

(λmin , λmax) 

Defines a set of filters for sensitivity 

across all feature frequencies 

Spectral Sensitivity 

SigmaOnf ηβ 
Standard deviation of a single filter 

around its central frequency (ƒ0). 

Regulates the frequency coverage of 

a single filter 

Multiple m 
The factor separating ƒ0 of 

successive filters in a filter bank. 

Together with σ, regulates how 

features at each frequency are 

relatively weighted 

Angular Resolution 

Number of 

orientations 
nOrient 

The number of filter banks 

positioned in 3D to detect features 

in multiple orientations 

Provides representation of features 

at all orientations 

Frequency Spread Penalty 

Cut-Off cutOff 

The inflection point of a sigma 

curve differentiating high and low 

frequency spread Weights features with different 

orientations based on the complexity 

of their frequency makeup 
Gain g 

The sharpness of a sigma curve in 

contrasting high over low 

frequency spread. 

 

5.2.5 Outcome Generation  

This analysis focused on four scales of abnormalities associated highly with disease development 

in MS: whole-brain normal-appearing white matter (NAWM), tract-based regions of interest 

(ROIs), along-tract changes, and chronic active lesions. 
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Whole-Brain White Matter 

Assessing whole-brain NAWM used a histogram analysis method based on 256 bins. The 

procedure started with brain tissue segmentation with an open-source software (FSL FAST) using 

T1-w MRI. Focal MS lesions were segmented based on T1-w and FLAIR MRI as reported 

previously (32). Eventually, this step provided 3-dimensional ROIs for individual lesions. These 

lesion ROIs were dilated by one voxel and then subtracted from the FSL-segmented brain white 

matter to obtain the NAWM for each patient (234). For each investigated imaging measure, the 

50th (p50), 75th (p75), and 95th (p95) percentile, and histogram peak were collected.  

 

NAWM and Lesion Regions within Major White Matter Tracts  

The 1-mm ICBM-DTI-81 atlas helped identify major brain white matter tracks, including 3 corpus 

callosum segments (Genu, Body, Splenium), bihemispheric corticospinal tracts, and optic 

radiation tracts (128,235,236). The union of ROIs from the corticospinal tract, cerebral peduncle, 

posterior limb of the internal capsule, and superior corona radiata formed the overall corticospinal 

tract. NAWM and lesions were defined by intersecting whole-brain NAWM and lesion ROIs 

respectively with each tract.  

 

Along-Tract Statistics 

Tractometry was applied to tractography to obtain measurements for all investigated diffusion 

metrics at 100 points along the mean geometries of each investigated tract using distance map 

correspondence (Figure 5.2b) (237,238). Lesion maps were also averaged at each point along a 

tract giving a measure of the extent of local lesions (lesion extent), with values of 1 (one) indicating 

complete lesion coverage at that node. Coordinates and measurements at each point in 
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corresponding mean geometries were further aligned across patients using diffusion profile 

realignment based on FA (239).  

 

Chronic Lesion Activity Analysis 

We proposed a schema to understand the activity of chronic MS lesions based on their core-rim 

dichotomy (Figure 5.3). Lesions were assigned a z-score based on the relationship between lesion 

core and rim pathology. 

                                                              𝑍𝑙𝑒𝑠𝑖𝑜𝑛 =
𝜇𝐶𝑜𝑟𝑒−𝜇𝑅𝑖𝑚

𝜎𝑅𝑖𝑚
     ( 5.4 ) 

 

 

Figure 5.3: Diagram of acute and chronic lesion activity. Different patterns of pathology are visible 

in A) acute lesion, B) slowly expanding lesion, C) chronic active lesion, and D) chronic inactive 

lesion structures. 
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Lesion cores were defined by 26-connectivity erosion of lesion masks. Subtracting the core voxels 

from full lesion ROIs produced single-voxel-thick rim ROIs for each lesion (32). Lesions without 

definable cores and rims were excluded in this step of the analysis. With this schema, chronic 

active lesions would present with z-scores>0 (or <0 based on the investigated measure) 

highlighting greater core damage. According to literature, pathological changes in MS lesions 

corresponding to reduced tissue integrity or diseased worsening include reductions in neurite 

density, increased axonal diameter, and inflammatory demyelination which would be respectively 

evidenced by negative z-scores for AFD, FA, and ICVF, positive z-scores for axonal diameter, 

and positive z-scores for ODF energy and ODI (12,31,183,240). 

 

5.2.6 Statistical Analysis 

All analyses focused on cohort differences between RRMS and SPMS. Histogram features for 

each measure were compared using ANOVA then post-hoc tukey correction for multiple 

comparisons. For tract-based ROI analyses, measures in tracts were compared using ANOVA for 

combined NAWM and lesion analysis then a linear mixed-effect model with subject as a random 

effect, including Tukey correction for pairwise comparisons to understand individual group 

differences. Tract-based means were compared using ANOVA, and along-tract variations were 

compared with a mixed-effect model and corrected for multiple comparisons using permutation 

testing. All models included subject age as a covariate. The sex factor was not controlled because 

all subjects were female. Disease duration was not included as a covariate because it was expected 

to be different between cohorts given the nature of SPMS being a continuum of RRMS. Analysis 

of multiple features and tracts were addressed with Benjamini-Hochberg correction. Two-sample 

comparisons used Student’s t t-tests, with p<0.05 as significance. For chronic active lesion 
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analysis, the overall lesion percentages, and average counts of lesions per patient at multiple 

thresholds were graphed and tabulated. 

 

5.3 Results 

5.3.1 Sample Characteristics 

The mean (standard deviation) age of the participants was 46.9 (11.5) years, which was 40.7 (9.3) 

years for RRMS and 58.2 (8.9) years for SPMS subjects. The disease duration of the whole cohort 

was 15.5 (11.8) years, and it was 8.6 (6.5) years for RRMS and 29.3 (8.4) years for SPMS 

participants. Further, the overall expanded disability status scale (EDSS) score was 3.3 (2.4), 

which was 1.9 (1.1) and 6.5 (0.5) for RRMS and SPMS subjects respectively. In total, we identified 

1026 brain white matter lesions, 1 to 111 per subject. SPMS patients had an average of 48.56 

lesions and RRMS patients of 29.45 lesions. Among the 1026 lesions, 275 had core-shell analysis 

(SPMS: 12.67/pt, RRMS: 8.05/pt). In total, 6 diffusion and 8 phase congruency measures were 

analyzed. Diameter, ODI, ODF energy, and FLAIR WMP showed higher values in regions of 

greater pathology such as those in SPMS versus RRMS while AFD, FA, ICVF, and T2 WMP 

showed the opposite trend, being lower in SPMS than RRMS. In addition, after harmonization of 

diffusion MRI, there was no significant difference (p>0.05) in either variance or SNR of white 

matter ROIs between dataset1 and dataset2 for any calculated diffusion metrics (Table 5.2). 
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Table 5.2: The mean (standard deviation) variance and signal-to-noise ratio of white matter regions 

of interest in RRMS participants from Dataset1 and Dataset2.  

 

Note: AFD: apparent fiber density; FA: fractional anisotropy; ICVF: intracellular volume fraction; 

ODF: orientation density function; ODI: orientation dispersion index 

 

5.3.2 Histogram Statistics 

ANOVA showed that histogram features differed significantly between RRMS and SPMS for all 

diffusion and texture measures except T2-w (32mm) phase congruency (Figure 5.4). Diffusion-

based AFD (p<0.0001) differentiated cohorts across all four histogram features (p<0.01); FA 

differentiated cohorts in all features but p50. Remaining diffusion measures showed cohort 

difference in only 2 histogram features (p<0.05) except for diameter, which only showed 

significance in histogram peak (p<0.0001). T2-w and FLAIR (16mm) phase congruency showed 

significance in both p75 and p95 (p<0.05), while FLAIR (32mm) and T2-w (16 & 32mm) were 

significant at p50 and p95 (p<0.05) in differentiating cohorts. 
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Figure 5.4: Histogram-based outcomes by cohort. Panel A demonstrates results for diffusion 

measures, and panel B for texture measures from phase congruency. Note: the stars indicate post 

hoc significance: *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001. The boxes plot the median, 

interquartile range (IQR), and 1.5*IQR. 

 

5.3.3 ROI-based Tract-wise Analysis 

Following correction of multiple comparisons in ANOVA, 3 diffusion measures, FA, ODF energy, 

and ODI detected differences between cohorts (p<0.0026) (Figure 5.5). All 3 measures showed 

significance in differentiating lesions (p<0.001) and NAWM (p<0.05) of the corpus callosum 

body. ODI and ODF energy were significant for the left (RRMS:0.172, SPMS:0.212) and right 
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(RRMS:207.64, SPMS:240.49) optic radiations respectively (p<0.0026) following ANOVA. 

Pairwise comparisons highlighted ODI and ODF energy detecting cohort differences in the optic 

radiations for lesions (RRMS:0.166, SPMS:0.212, p<0.01; RRMS:212.15, SPMS:238.15, p<0.05) 

and NAWM (RRMS:0.177, SPMS:0.212, p<0.05; RRMS:203.13, SPMS:242.83, p<0.01). 

 

 

Figure 5.5: Tract ROI-based outcomes by cohort. Shown are findings in 3 diffusion measures on 

lesions and normal appearing white matter (NAWM) within 3 key regions of the corpus callosum. 

Note: the stars indicate post hoc significance: *p < 0.05, **p < 0.01, ***p < 0.001. The boxes plot 

the median, interquartile range (IQR), and 1.5*IQR. 

 

5.3.4 Along-Tract Statistics 

There were prominent differences between cohorts in lesion extent when all tract values were 

averaged (Figure 5.6). With correction for multiple comparisons following ANOVA (p<0.0024), 

lesion extent remained significant in the posterior body, isthmus, and splenium of the corpus 
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callosum (p<0.0024), and optic radiations in both hemispheres (p<0.0001). T2-w (16mm) phase 

congruency was significant in the left but not right corticospinal tract (p<0.0024). Lesion extent 

showed notable along-tract differences at major bihemispheric peaks appearing higher in SPMS 

than RRMS patients; however, T2-w (16mm) phase congruency showed constant along-tract 

cohort differences. FA, ICVF, and ODI did not survive correction for multiple comparisons 

following ANOVA, but indicated whole-tract differences in the genu, rostral body, and both 

hemispheres of the optic radiation with significant along-tract differences in the callosal segments. 

 

 

Figure 5.6: Along-tract Statistics between cohorts. Shown are: A) lesion extent, B) orientation 

dispersion index (ODI), C) fractional anisotropy (FA), D) apparent fiber density (AFD), E) axonal 

diameter, F) intracellular volume fraction (ICVF), and G) orientation distribution function (ODF) 

energy. The p-value indicates significance of pointwise cohort differences prior to multiple 

comparison corrections. Bottom right: Labels of the 7 corpus callosum segments, optic radiation, 

and corticospinal white matter tracts examined in the study. 

 

5.3.5 Chronic Lesion Analysis 

Lesions defined as chronic active had z-scores ranging from 0 to 2.0 (or 0 to -2.0 depending on the 

investigated measures) based on core versus rim pathology analyses. SPMS patients showed a 
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14.1%, 18.1%, and 13.2% that corresponded to an average of 3.44, 3.84, and 3.33 more chronic 

active lesions in SPMS than RRMS patients at z-scores between 0.5 and 1.5 according to axonal 

diameter, FA, and ICVF (Figure 5.7). In the 0.5 to 1.0 z-score range, the percentage of chronic 

active lesions in SPMS patients were increased by 18.0%, 12.2%, and 4.9% according to axonal 

diameter, FA, and ICVF respectively. This corresponded to an average of 3.28, 2.73, and 1.61 

more chronic active lesions per SPMS patient than RRMS. According to axonal diameter, FA, and 

ICVF, 80% – 85% of the measured lesions were chronic active; using AFD, ODF energy, and 

ODI, 40% – 65% of the measured lesions were chronic active. Examining the number of chronic 

active lesions based on z-score thresholds, a 0.5 threshold showed cohort differences for all 

measures, and a threshold of 1.0 showed differences primarily with ICVF, which indicated an 

average lesion count of 4.56±1.67 for SPMS and 2.17±1.79 for RRMS (Table 5.3).  
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Figure 5.7: Density plot of chronic active lesions per cohort based on a common range of z-scores 

of diffusion metrics. Shown are results based on A) fractional anisotropy (FA), B) intracellular 

volume fraction (ICVF), and C) axonal diameter. The histograms (bin size = 0.02) represent the 

percentage of chronic active lesions, and the red and blue curves represent the accumulated 

probability of the lesions with equal or more extreme z-scores. The boxed images show example 

lesion maps of the corresponding diffusion measures. 

 

Table 5.3: The percentage and number of chronic active lesions in each cohort based on z-score 

definitions 

Measures RRMS SPMS 

>0.5 >1.0 0.5-1.0 0.5-1.5 >0.5 >1.0 0.5-1.0 0.5-1.5 

Diameter % of total 45.3 18.6 26.7 44.7 62.3 17.5 44.7 58.8 

#lesion/pt 

Mean (s.d.) 

4.06 

(3.19) 

1.67 

(1.24) 

2.39 

(2.45) 

4.00 

(3.12) 

7.89 

(2.20) 

2.22 

(1.56) 

5.67 

(1.58) 

7.44 

(1.94) 

FA % of total 44.1 12.4 31.7 41.6 59.6 15.8 43.9 59.7 

#lesion/pt 

Mean (s.d.) 

3.94 

(3.33) 

1.11 

(1.23) 

2.83 

(2.60) 

3.72 

(3.23) 

7.56 

(2.92) 

2.00 

(1.41) 

5.56 

(2.92) 

7.56 

(2.92) 

ICVF % of total 50.9 24.2 26.7 44.7 67.5 36.0 31.6 57.9 

#lesion/pt 

Mean (s.d.) 

4.56 

(3.33) 

2.17 

(1.79) 

2.39 

(2.23) 

4.00 

(3.18) 

8.56 

(3.00) 

4.56 

(1.67) 

4.00 

(2.12) 

7.33 

(2.78) 
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5.4 Discussion 

Through advanced analysis of diffusion and anatomical brain MRI, we have detected significant 

differences between RRMS and SPMS participants in different scales of tissue pathology. The 

SPMS individuals show greater NAWM damage across nearly all diffusion and phase congruency-

based texture measures of the whole brain. Similarly, increased tissue damage in SPMS is also 

manifest in both lesions and NAWM within 2 of the 3 critical brain white matter tracks as detected 

by orientation-informed FA, ODF energy, and ODI diffusion measures. Further, along-tract 

statistics highlighted significant differences in lesion extent within several callosal segments 

among others. This is accompanied by dramatically increased percentage and number of chronic 

active lesions in SPMS compared to RRMS subjects. 

 

It is well known that NAWM plays an important role in disease progression in MS (13,28). 

However, the exact patterns of change during the process are unclear. Our findings indicate that 

there is increased tissue damage in the NAWM of SPMS at both micro- and macroscopic levels as 

shown by advanced diffusion MRI and phase congruency measures. Further, the damage may vary 

by brain region or tissue type. The observation that the SPMS NAWM shows lower ICVF at p95, 

greater axonal diameter at p50, and greater orientation dispersion index at p50 histogram regions 

than RRMS suggest that high density white matter bundles with small diameter and low dispersion 

are most susceptible to NAWM damage. Texture measures also detected significant differences 

between RMS and SPMS primarily at sharper structure transition points, as reflected by high phase 

congruency and low weighted mean phase values. The increase in FLAIR phase congruency and 

decrease in weighted mean phase may reflect an increased variation in local tissue structure. In 

contrast, the decreased phase congruency and increased weighted mean phase of T2-w MRI may 
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reflect increased signal homogeneity due to different factors including reduced axonal packing or 

density. In this regard, T2-w phase congruency textural sensitivity may concur with ICVF and 

ODI integrity, deserving further verification. Pinning down the specific patterns of differences in 

pathology between RRMS and SPMS would permit targeted analysis of brain NAWM thereby 

increasing the efficiency in the search of non-lesion mechanisms of disease progression in MS.  

 

In contrast to whole brain NAWM analysis, tract-based ROI analysis focused on major white 

matter tracts known to impact patient function (209,241,242). The corpus callosum plays a 

significant role in interhemispheric communication. Therefore, it is not surprising to observe 

significant increases in diffusion damage in the body of corpus callosum of SPMS compared to 

RRMS in both the NAWM and lesion areas. Cohort differences in the corticospinal tract were also 

detected by a few diffusion measures showing worsening in SPMS than RRMS but were unilateral 

and focused on lesions only within the tract. These findings indicate the severity of tissue damage 

in critical brain regions of SPMS, as all the associated regions of the white matter tracts are 

important regulators of motor functions (210). Further, current evidence may also highlight that 

lesion damage within major white matter tracks remain to be critical contributors of advanced 

disease in MS (243). 

 

Along-tract analysis offered an opportunity to analyze tissue structure properties along the entire 

length of white matter tracts. Lesion extent appears to be the most significant measure that 

differentiates SPMS from RRMS, showing increased quantity in SPMS patients in all tracts 

detected, especially the posterior regions of the corpus callosum and optic radiation. Lesion extent 

herein measures the percentage of image voxels belonging to lesion areas versus NAWM. While 
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the findings again highlight the critical role of lesions, consistent with results from ROI-based tract 

analysis above, lesion extent provides a different measure of pathology in the context of tracts. 

Lesion extent showed significant cohort differences at symmetric regions between hemispheres, 

presenting with greater lesion burden than adjacent regions for all tracts. The symmetrical changes 

in lesion extent between hemispheres are different from the changes in FA, ICVF, and ODI, which 

showed cohort differences mainly in the midsagittal regions of the brain, such as the genu and 

rostral body of corpus callosum, warrantee further investigation. 

 

Taking advantage of the sensitivity of diffusion MRI measures to microstructural changes, we 

have also investigated the activity of chronic MS lesions through the core-rim framework. The 

dichotomy of the lesion core and rim has been investigated in chronic active lesions previously by 

others to show DTI sensitivity to regional differences (183,244). In this study, we expanded the 

lesion core and rim examinations through the z-score framework across a range of diffusion 

microstructure measures, allowing detailed understanding of individual lesions in both RRMS and 

SPMS. In this study, cohort differences in the distribution of chronic active lesions over the 0.5 – 

1.5 range of z-scores may highlight a critical threshold territory useful for identifying progression 

from RRMS to SPMS. A z-score of 0.5 indicates a reasonable degree of pathological differences 

between the core and rim, which may serve as an appropriate threshold to define chronic-active 

lesions, deserving further verification. ODI, ODF energy, and AFD did not show clear core-rim 

differences. This may result from their dependence on diffusion orientation models, which may be 

influenced by reductions in axonal density resulting from pathological damage (118). 
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There are some limitations in this study. The sample size is relatively small and imbalanced with 

much fewer persons with SPMS than RRMS. The limited availability of SPMS data is not 

uncommon in the field because at this stage the disease is mainly driven by insidious progression 

of disability, such that for where there is no effective treatment frequent imaging is hardly 

justifiable (245). This imbalance of sample size limits the generalizability of the present findings; 

however, significant differences were found in different measures between RRMS and SPMS 

suggesting the viability of the study. Additionally, the high b-value diffusion data used in HARDI 

analysis is derived from the predicting neural network models rather than data collected directly 

from participants. While this approach is subject to further confirmation, our pilot results using 

predicted data demonstrates validity (228), and such approach can be extremely beneficial to 

clinical scenarios where imaging acquisition time is limited. Further, our diffusion measures 

present with similar patterns to those shown in the literature, and prior research has found that the 

outcome measures are equivalent between single-shell and multi-shell HARDI (32). Another 

limitation is the use of two different datasets. Nonetheless, the impact of dataset combination 

appears to be mitigated by the similarity of their acquisition protocols, our use of tested techniques 

to harmonize datasets, and our integration of robust image preprocessing strategies. Specifically, 

the difference of b values between the two datasets used in our study is 150 s/mm2, which is well 

within the allowed threshold (500 s/mm2 and 1500 s/mm2) in performing harmonization of 

diffusion MRI (173). Further, our quantitative results on both the variance and SNR of ROIs in 

brain white matter confirm the feasibility of our harmonization approaches. Likewise, our use of 

the contrast-limited adaptive histogram equalization method in phase congruency-based texture 

analysis should have also helped minimize the impact of corresponding protocol differences. In 

the future, we seek to validate our findings using additional datasets, extend the z-score paradigm 
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for chronic active lesion analysis to images with different resolutions and with smaller lesions, and 

investigate the relationship between chronic active lesion activity and patient function in MS with 

or without progression. 

 

5.5 Summary 

In summary, using advanced diffusion MRI and image texture analysis methods, we found 

significant differences between RRMS and SPMS subjects across a wide range of measures of 

brain microstructure. The SPMS participants appear to have increased NAWM pathology at both 

micro- and macroscopic degrees compared to RRMS participants. Moreover, lesion pathology 

seems to still play a critical role in disease development in MS, as highlighted by both within-tract 

and along-tract analyses. Further, using advanced diffusion MRI measures, this study has also 

developed a novel method for defining the activity of chronic active lesions, a much-needed 

dimension in understanding functional decline in MS. Overall, this study may provide a useful 

foundation for future studies of disease progression in MS, as represented by joint analysis of 

different scales of tissue pathology.  

 

In addition to the above, this Chapter serves as a critical step in the pipeline of developing robust 

imaging measures for improving disease management for people with MS. In theory, all identified 

brain diffusion MRI and phase congruency measures that have shown significance in 

differentiating disease severity between RRMS and SPMS will be carried forward to the next 

Chapter. However, in both histogram analysis of whole brain NAWM and along-tract analysis, 

only a few variables are identified. As such, only significant variables out of the tract-based 

analysis will be evaluated in Chapter 6. This approach will include both lesions and non-lesion 
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regions within the tracts, and include all three critical brain white matter tracts commonly impacted 

in MS. Therefore, the current tract-based outcomes are thought to be reasonable representations of 

the whole brain MS pathology investigated. Finally, the analytical approach developed to 

characterize chronic active lesions based on diffusion MRI in this Chapter also appears to be 

valuable but needs further confirmation and therefore will not be brought forward to Chapter 6.
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Chapter 6: Advanced brain imaging measures based on diffusion 

MRI and texture analysis predict functional outcomes in MS and 

control participants 

 

Structure determines function. In a complex pathological condition such as MS, different types of 

structural measures may relate to different categories of functional outcomes, depending on the 

location and severity of tissue injury. Assisted by advanced image analysis technologies, this thesis 

has discovered several new measures of brain pathology in the context of MS. Specifically, in 

Chapter 4, I have identified several diffusion MRI and MRI phase congruency measures that are 

sensitive to brain MS pathology, including measures differentiating different portions of individual 

lesions. The top-performing measures are then confirmed for their potential to distinguish disease 

severity (e.g. RRMS vs SPMS) in Chapter 5. Despite the promising results, the relationship of the 

identified imaging measures with function is not fully understood in people with MS. The goal of 

the current Chapter is to assess how the identified imaging measures that show significance in 

Chapter 5 relate to functional outcomes in MS participants and matched controls. To improve 

understanding, the investigation has included functional metrics from physical, cognitive, and 

affective domains. Further, given the importance of injury type and location, as well as the 

relevance of key white matter tracts of the brain with patient function, this Chapter focuses on 

tract-based measures from Chapter 5, in both lesion and NAWM regions. Furthermore, using a 

machine learning approach known as Ridge Regression, different prediction models have been 

built. This process characterizes which and how the identified imaging measures are associated 

with each functional outcome, and how the models compare with each other.  
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6.1 Introduction 

The ultimate consequence of tissue injury in MS is functional decline that may involve different 

domains spanning physical, psychological, and neurocognitive areas (17), causing severe health 

and socioeconomic burden. Clinically there are a variety of measures present for assessing 

functional outcomes in MS but these measures are not sensitive to short-term changes or to 

subclinical disease activity, limiting the opportunity for early intervention and prevention. 

Advanced MRI is an ideal candidate for characterizing invisible changes in neural structure and 

has the potential to identify pathology processes that underlie early functional impairment (246). 

However, the utility of advanced MRI for predicting functional outcomes in MS is largely 

unknown. 

 

Diffusion MRI is one of the promising advanced MRI techniques able to detect subtle structural 

changes in a neural tissue through characterization of biophysical signals resulting from the 

diffusion phenomenon of water protons within a tissue. With collection of these signals across 

multiple orientations, diffusion MRI assesses both the magnitude and orientation of water 

movement, supporting in-depth tissue structure analyses (111,247). Assisted by relevant modeling 

strategies, diffusion MRI offers several competitive estimates of axonal and myelin integrity. DTI 

is a signal model which reflects the orientation and magnitude of diffusion along 3 perpendicular axes. DTI 

fractional anisotropy (FA) in brain white matter tracts specific to phonemic processing has 

demonstrated a moderate correlation with verbal fluency in people with MS (248). Nonetheless, 

DTI has limitations especially that it assumes the presence of a single-fiber group in a modelled 

voxel, which is not the case in many brain regions and which makes the method difficult to employ 

for modelling complex neural fiber architectures. 
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High angular resolution diffusion imaging (HARDI) is an advancement of diffusion MRI. With 

improved characterization of diffusion orientation and compartmental complexity, HARDI 

measures are sub-voxel-based and therefore are expected to be more sensitive and specific than 

the voxel-based DTI to nerve structure characteristics (111). The apparent fiber density (AFD) is 

an example HARDI measure that estimates intra-axonal water content (171), which has similarities 

in concept to FA but has increased specificity to axonal density (249). In addition, different 

biophysical models, such as neurite orientation dispersion and density index (NODDI), can be 

applied to HARDI for multiple compartmental tissue analysis (113). In people with MS, the 

NODDI orientation dispersion index (ODI) measured in brain lesions is associated with global 

cognitive impairment (250). However, the relationship between HARDI measures and functional 

outcomes in MS is largely unexplored. While not completely clear, one critical reason could be 

the long imaging time required by HARDI as it typically demands multiple copies of diffusion 

acquisition, which is not always feasible in clinical settings. As shown in previous Chapters, we 

have implemented novel deep learning methods for bridging this gap (33,169). By using data from 

only a single b-value acquisition of diffusion MRI, which saves 50% of the imaging time, I have 

derived measures equivalent to full-acquisition HARDI. Using the customized approach, my tract-

based measures have shown the strong potential in differentiating RRMS from SPMS (33). These 

tested time-saving HARDI approaches will be applied in this Chapter. 

 

In addition to advanced MRI, advanced analysis of conventional MRI has also shown the promise 

for robust characterization of neural structure, such as texture analysis (251,35). Similar to the 

diffusion MRI outcomes, tract-based phase congruency indices in lesions and NAWM based on 

conventional MRI have significantly differentiated RRMS and SPMS cohorts (Chapter 5) (33). 



 

132 

 

But the functional correlates of phase congruency measures are unclear in either healthy or MS 

conditions. 

 

Functional impairment in MS can be manifest in different areas ranging from clinical to 

neuropsychological outcomes (25,50,62). Expanded disability status scale score (EDSS) is a 

common assessment of physical disability although not without limitations, including its 

insensitivity to lower limb function (6,21,50,63). The multiple sclerosis functional composite 

(MSFC) may improve upon EDSS as it includes tests of both upper limb and lower limb function, 

as well as cognitive function, namely working memory (62,63,252). The minimal assessment of 

cognitive function in MS (MACFIMS) represents a dedicated suite of neurocognitive examinations 

but while each measure has its value, their capability to explain the variance of functional measures 

in MS varies (6,63,66). Moreover, although considerable efforts have been made, conducting 

functional assessments are still time consuming and subject to human errors. 

 

The goal of this chapter is to establish models that best predict functional outcomes of people with 

MS manifest in different domains based on significant diffusion MRI and phase congruency 

measures of the brain as derived in previous Chapters. Given the recognized connections between 

critical brain white matter tracts and functional measure of an individual, the investigations are 

driven by tract-based analysis, in both MS and matched healthy control people for comparison. 
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6.2 Materials and Methods 

6.2.1 Sample 

This study takes advantage of a set of archived data acquired from a previous clinical study with 

the initial goal of identifying functional measures of repair in MS using the corpus callosum model. 

This dataset includes 19 people with MS and 19 age-, sex- and education-matched healthy controls 

(167). Of the 19 MS participants, ten have RRMS with disease duration less than ten years, EDSS 

≤ 3.0, and age 38.7 (28–53), and nine have SPMS defined by EDSS ≥ 6.0, where disease duration 

was 17 – 37 years, and age 58.2 (49–75) years. Individuals who had received steroid treatments or 

chemotherapy within the past two years or experienced optic neuritis within the past year were 

excluded. Functional examinations were performed, following MRI on the same day. The study 

was approved by the Conjoint Health Research Ethics Board of the University of Calgary, and 

written informed consent was obtained from all participants.  

 

6.2.2 Imaging Protocol and Image Processing 

All participants had undergone 3T MRI (Discovery MR750; GE Healthcare, Milwaukee, USA) at 

the Seaman Family MR Research Centre, Foothills Hospital, Calgary. Imaging protocol included 

both anatomical T1-weighted, T2-weighted, and FLAIR MRI and single b-value diffusion MRI of 

the brain. As mentioned in Chapter 5, T1-weighted MRI was acquired with a fast-spoiled gradient 

echo sequence with isotropic voxels sized 1mm3; T2-weighted MRI was acquired with a spin-echo 

sequence with a 2mm isotropic in-plane resolution and 3mm slice thickness; and FLAIR MRI was 

acquired with a spin-echo inversion recovery sequence with an isotropic resolution of 0.469 mm. 

In addition, diffusion MRI was acquired using a spin-echo echo-planar sequence where the in-

plane resolution was 2mm; slice thickness was 3mm; and b-value was 850 s/mm2, with 23 
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diffusion directions and 5 b0 volumes (33). The same protocol was applied to both MS participants 

and healthy controls. Image preprocessing was done as detailed in Chapter 5 for both anatomical 

and diffusion MRI (33). Briefly, the steps included Gibbs ringing correction, N4 bias field 

correction, brain extraction, and MNI-152 rigid body alignment. To enable thorough analysis of 

diffusion MRI, a new dataset with b=2000 s/mm2 was predicted per subject using our established 

neural networks (169). Predictions were done based on the b=1000 s/mm2 diffusion data, which in 

turn was obtained by regressing the original b=850 s/mm2 diffusion MRI. 

 

6.2.3 Diffusion Outcome Calculation 

Calculating diffusion MRI metrics used the same approaches as described in previous Chapters. 

The specific measures to be calculated were determined based on findings in Chapter 5, which was 

also a reflection of significant information discovered in Chapter 4. Specifically, only diffusion 

MRI (and phase congruency measures) that showed significance in differentiating RRMS and 

SPMS in tract-based analysis were used in this Chapter. The three major white matter tracts of the 

brain (corpus callosum, CST, optic radiation) underlie many functional presentations in health and 

disease, and by including both lesion and non-lesion areas (NAWM) wherein, the tract-based 

assessments serve as a reasonable representation of the whole brain pathology as studied in 

Chapter 5. Briefly, this Chapter computed DTI FA using FSL, NODDI orientation dispersion index 

(ODI) using the accelerated microstructure imaging with convex optimization (AMICO) (121) 

implementation, intracellular volume fraction (ICVF) and axonal diameter based on the ActiveAx 

model from AMICOx (114,122), and apparent fiber density (AFD) (171) and our customized 

orientation distribution function (ODF) energy from advanced modelling of diffusion orientation 

and strength (33). 
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6.2.4 Textural Phase Congruency Outcome Calculation 

Phase congruency analysis also followed the tract-based approach as described above with a focus 

on measures that differentiated RRMS and SPMS in Chapter 5. The calculation included 2 

parameters: sum of phase congruency (PC), which is a measure of edge strength, and weighted 

mean phase (WMP), which is a measure of edge sharpness. These outcomes were calculated for 

T2-weighted and FLAIR MRI as they typically show more abnormality than T1-weighted MRI, 

using a 3D implementation of the method. The computing settings were optimized to obtain even 

spectral coverage, define a slowly-transitioning sigmoid function (gain=10.0, cutOff=0.5) to 

weight for frequency spread, and define evenly oriented filters using a convenient 3D orientation 

scheme borrowed from the diffusion data with 23 directions. Further, each metric was calculated 

with maximum wavelengths of 16mm and 32mm that permitted to focus on imaging features 

having a similar scale to MS lesions. 

 

6.2.5 Tract-based Analysis  

All diffusion MRI and phase congruency measures were measured using the ICBM-DTI-81 white 

matter atlas to identify the specific tracts of interest. These included: genu, body, and splenium of 

the corpus callosum, as well as the bilateral corticospinal and optic radiation tracts (235,236). 

Lesions and NAWM were independently measured within each of the analyzed tracts. 

Measurements within corticospinal and optic radiation tracts were averaged across the two 

hemispheres as preliminary data showed few differences between them. 
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6.2.6 Functional Measurements 

All functional measures were conducted by a neuropsychologist associated with the initial clinical 

study (63,66). Overall, 14 clinical and neuropsychological assessments generated 20 functional 

measures, where one was specifically investigated in MS. Nine assessments were drawn from the 

MSFC and MACFIMS batteries, and five from common and alternative MS examinations 

(66,68,253–255). Based on the nature of the tests and for ease of descriptions, the identified 

assessments were categorized into 3 groups: Physical, Cognitive, and Affective ( Table 6.1). In 

addition, to maximize the understanding of impact, only functional outcomes that were 

significantly different (p<0.05) between the MS and control cohorts were used in subsequent 

analyses.  

 

 

 

 

 

 

 

 

 

 

 

 

 



 

137 

 

 Table 6.1: Assessments of physical, cognitive, and affective measures of MS disease severity 

 

6.2.7 Development of Function Predicting Models  

Ridge regression was employed as the backbone of the prediction models as the method has shown 

an improved generalization ability to unseen data and robustness to multicollinearity (256). Based 

on chosen diffusion MRI and phase congruency measures confined in the three white matter tracts 

(corpus callosum, corticospinal, and optic radiation tracts), three series of prediction models were 

established, each per study group: MS alone, healthy control alone, and together (All). In each 

Assessment Abbr. Testing 

Battery 
Investigated 

outcome Function Involved Function 

Domain 
Timed 25-Foot Walk T25FW MSFC Best time (s) Ambulatory function Physical 

Nine-Hole Peg Test NHPT MSFC Average time (s) Upper limb function Physical 

Expanded Disability 

Status Scale 
EDSS ——— Score Clinical disability Physical 

Purdue Pegboard ——— ——— # of pins inserted Upper limb function Physical 

Paced Auditory Serial 

Addition Test 
PASAT 

MSFC/ 

MACFIMS 
Total correct 

Processing speed and 

working memory 
Cognitive 

Symbol Digit 

Modality Test 
SDMT MACFIMS Total correct 

Processing speed and 

working memory 
Cognitive 

Brief Visuospatial 

Memory Test 
BVMT MACFIMS 

Immediate and 

delayed recall 
Learning and memory Cognitive 

California Verbal 

Learning Test-II 
CVLT-II MACFIMS 

Immediate, short 

delay, and long 

delay recall 
Learning and memory Cognitive 

Delis-Kaplan 

Executive Function 

System (D-KEFS) 

Sorting Test 

DST MACFIMS 
Free recall correct 

sorts and 

description score 
Executive functions Cognitive 

Judgement of Line 

Orientation 
JLO MACFIMS Total correct 

Visual perception and 

spatial processing 
Cognitive 

Controlled Oral Word 

Association Test 
COWAT MACFIMS Total # of words Language skills Cognitive 

Tactile Temporal 

Threshold 
TTT ——— 

Total and 

component times 
Signal and information 

processing 
Cognitive 

Modified Fatigue 

Impact Scale 
MFIS ——— Total score Fatigue Affective 

Beck’s Depression 

Inventory 
BDI ——— Total score Depression Affective 
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group, one unique model was implemented for each functional outcome that served as the 

dependent variable, and the most relevant imaging measures served as independent variables or 

predictors. In addition, depending on the white matter tract type involved, the imaging measures 

were further grouped as NAWM-based, and NAWM plus lesion-based (Figure 6.1). 

 

 

Figure 6.1: Parameters involved in the ridge regression models constructed to predict individual 

functional outcomes. There were 3 participant groups, 2 imaging types, and 2 tissue types available 

in the predictor toolbox. Healthy control models were only constructed with NAWM-based 

measures. 

 

The model implementation process included 2 steps: feature selection, and function prediction. 

Each involves a 5-fold cross-validation (CV) approach to improve validity. Initially, the data from 

an individual participant group was 5-fold split into train (4 folds) and test (1 fold) portions (step 

1). The train portions were combined and further split with 5-fold CV into train and test partitions 

again for feature selection (step 2). This step was achieved using a recursive feature elimination 

(RFE) method in tandem with the ridge regression implementation of the glmnet (v.4.0_2) 

package. During analysis for each iteration of train portions, RFE provided a ranking of all imaging 

variables and age and education covariates used as input, and the list of variables that contributed 

to the peak performance of the relevant model. Eventually, an average ranking across all CV 

training combinations of RFE was obtained for each peak performance-contributing variable sets. 
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These variables together formed the base of the predicting measures for step 3. The RFE analyses 

were achieved with minimization of the root mean squared error (RMSE). 

 

In developing the function prediction models, the RFE-selected variables from step 2 mentioned 

above were fit to combined train folds of step 1. The resulting models after each cross-validation 

iteration were employed to predict individual clinical outcomes using the corresponding test folds. 

Functional prediction performance was assessed using the RMSE and r-squared (coefficients of 

determination) indices obtained at each prediction; their average across 5 predictions was derived 

for further analysis. In addition, the RMSE was normalized by the standard deviations of the 

corresponding functional measure to allow optimal comparison between models. Finally, predicted 

results were compared with the observed results for all individual functional outcomes, and the 

presence of correlation as well as the correlation strength were used as estimates of the prediction 

ability of the applied imaging features. All analyses used the caret package in R (v.3.6.3). 

 

6.2.8 Statistical analysis 

Two-sample comparison used a paired t-test or Wilcoxon signed-rank test for normally or non-

normally distributed data. Data normality was evaluated using the Shapiro-Wilk test. Pearson 

correlation was used to assess the relationship between predicted and observed functional 

outcomes, where the effect size of the model predictions for each functional assessment was also 

investigated, which was defined as weak (0.1 ≤ r < 0.3), moderate (0.3 ≤ r < 0.5), or strong (≥0.5) 

irrespective of significance. Further, Fischer’s z-transformation was applied to compare Pearson’s 

r between prediction models. 
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6.3 Results 

6.3.1 Sample Characteristics 

This study included 19 MS participants (10 with RRMS and 9 with SPMS; all being right-handed 

women), and 19 age- and sex-matched healthy control people. The average age was 47.9 ± 13.0 

(mean ± sd) years for MS participants, and 50.5 ± 12.0 years for controls. Age ranged from 25 to 

75 years per group. Years of education ranged from 12 – 23 years for those with MS and 12 – 19 

years for healthy individuals. Those with MS had an average lesion load of 18.0 ± 21.4 mL (Table 

6.2). 

 

Table 6.2: Demographics of the MS and control (HC) participants. 

Note: MS — Multiple Sclerosis; HC — Healthy Controls 

 Age 

(%ile) 

Education 

(%ile) 

Disease 

Duration 

(%ile) 

EDSS 
Lesion Load 

(mL) 

HC Age 

(%ile) 

HC Education 

(%ile) 

MS1 50 50 70 6.5 9.893 70 40 

MS2 70 0 60 6.5 24.691 80 40 

MS3 60 10 80 7.5 25.335 70 20 

MS4 20 50 0 2 26.301 30 20 

MS5 70 50 60 6.5 19.003 80 90 

MS6 90 20 70 6 13.364 90 10 

MS7 70 90 20 3 6.440 80 50 

MS8 40 80 20 0 3.997 50 0 

MS9 20 50 20 3 1.228 40 20 

MS10 80 0 90 6 34.730 80 10 

MS11 50 20 90 6.5 93.484 60 90 

MS12 80 40 50 7 14.051 80 50 

MS13 100 20 80 6 18.681 90 0 

MS14 10 40 10 1 0.035 20 50 

MS15 0 50 50 1 5.790 0 80 

MS16 0 20 20 2.5 34.017 10 80 

MS17 10 0 0 2 0.782 20 50 

MS18 30 50 20 2 6.480 50 10 

MS19 30 50 40 0 3.848 40 0 
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6.3.2 Functional Assessments in MS versus Controls 

There were nine measures showing significant differences between MS and healthy controls 

(Figure 6.2; Table 6.3). These included both affective assessments (BDI and MFIS), four cognitive 

assessments (BVMT, COWAT, SDMT, and TTT), and three physical assessments (NHPT, Purdue 

Pegboard, and T25FW. These nine measures each served as the dependent variable in 

corresponding functional prediction models per participant group in the follow up sections. In 

addition, as EDSS was only available in MS participants, this outcome was not compared but 

modelled as well to gain further understanding. 

 

 

Figure 6.2: Comparison of functional outcomes between MS and matched healthy participants. 

Note: the stars indicate significance: *p < 0.05, **p < 0.01, ***p < 0.001. The boxes plot the 

median, interquartile range (IQR), and 1.5*IQR. 
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Table 6.3: Comparison of functional assessment scores between MS and control participants 

Note: MS — Mulltiple Sclerosis; HC — Healthy Controls 

 

6.3.3 Feature selection outcomes based on RFE  

Across all participant group analyses, approximately 50% of the input imaging features contributed 

to peak performance of the RFE models and were selected for use in subsequent predictions of 

functional outcomes. For diffusion-based NAWM models, AFD in the corticospinal and splenium 

tracts, FA in the corpus callosum body, and ICVF and Axonal Diameter in the optic radiation were 

frequently selected for all participant groups. Similarly, for diffusion-based NAWM+Lesions 

models, AFD and FA were again frequently selected along with ICVF of the optic radiation 

NAWM. Measures in CST lesions were also routine additions to the prediction models (Figure 6.3 

& Figure 6.4; Supplementary Figures). 

 

Assessment Outcome 
MS HC p-

value 
Cohen’s d 

Mean S.D. Mean S.D. 

Purdue 

Pegboard 
Pins inserted (#) 9.35 2.86 12.40 1.84 0.001 0.897 

TTT 
Total and 

sub-times (ms) 
57.96 30.35 39.11 17.05 0.023 0.632 

T25FW Best time (s) 11.31 16.45 3.80 0.78 0.000 0.457 

NHPT Average time (s) 24.65 13.63 18.39 2.54 0.018 0.436 

SDMT Total correct (#) 52.47 11.29 63.26 12.69 0.002 0.846 

BVMT 

Immediate recall 

total correct (#) 
22.05 8.73 26.26 5.76 0.014 0.663 

Delayed recall 

total correct (#) 
8.84 3.56 10.42 1.95 0.019 0.577 

COWAT Total words (#) 44.26 8.38 51.58 10.38 0.029 0.545 

MFIS Total score (#) 33.74 15.74 19.11 11.10 0.007 0.702 

BDI Total score (#) 7.00 5.23 3.84 4.55 0.050 0.444 
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Figure 6.3: Diffusion-based NAWM feature rankings across all assessments. Shown are average 

feature rankings with 95% confidence intervals derived from ridge regression recursive feature 

elimination. Features are listed on the y-axis as measurement-tract combinations for A) MS, B) 

healthy control, and C) all participant analyses. 

 

 

Figure 6.4: Diffusion-based NAWM+Lesions feature rankings across all assessments. Shown are 

average feature rankings with 95% confidence intervals derived from ridge regression recursive 

feature elimination. Features are listed on the y-axis as measurement-tract-tissue combinations for 

A) MS and B) all participant analyses. 
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Similar to diffusion models, approximately 50% of input imaging features based on phase 

congruency analyses were selected by RFE. The most frequently selected features were: high-

frequency PC of the optic radiation and lower frequency WMP of the corpus callosum body, 

followed by WMP32. For the NAWM+Lesions models, 50% of the phase congruency features 

were typically selected, which included higher frequency T2-w and FLAIR PC from tract lesions. 

In addition, the covariates age and education were also selected frequently. To understand 

specifically how the texture imaging features impact the functional prediction models 

subsequently, the covariates were excluded and RFE rankings were found to be similar with and 

without covariates (Figure 6.5 & Figure 6.6). 

 

 

Figure 6.5: Textural phase congruency-based NAWM feature rankings across all assessments. 

Shown are average feature rankings with 95% confidence intervals derived from ridge regression 

recursive feature elimination. Features are listed on the y-axis as measurement-tract combinations 

for A) MS, B) healthy control, and C) all participant analyses. 
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Figure 6.6: Textural phase congruency based NAWM+Lesion feature rankings across all 

assessments. Shown are average feature rankings with 95% confidence intervals derived from 

ridge regression recursive feature elimination. Features are on the y-axis listed as measurement-

tract-tissue combinations for A) MS and B) all participant analyses. 

 

6.3.4 Prediction model Outcomes 

Prediction models were constructed using RFE-chosen features from diffusion MRI and phase 

congruency in tract NAWM or NAWM+Lesions areas. The model results below are divided by 

the type of functional outcomes and participant group. 
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Physical Assessments 

For MS participants, predicted EDSS results using diffusion-based NAWM measures 

(RMSE=0.78sd, R2=0.65; p<0.0001) and NAWM+Lesions measures (RMSE=1.05, R2=0.52; 

p<0.0001) were strongly and moderately correlated to observed outcomes, respectively. Similarly, 

predictions with texture-based NAWM measures (RMSE=0.60sd, R2=0.77; p<0.0001) and 

NAWM+Lesions measures (RMSE=0.84sd, R2=0.66; p<0.0001) were strongly and moderately 

correlated to observed findings, respectively. Predicted results using diffusion-based NAWM 

measures for NHPT (RMSE=0.98sd, R2=0.56; p<0.05) and Purdue pegboard (RMSE=1.29sd, 

R2=0.40, p>0.05) were weakly correlated to the corresponding observed outcomes. Predicted 

results for NHPT by diffusion-based NAWM+Lesions measures (RMSE=0.96sd, R2=0.48; 

p<0.01) were moderately correlated with the observed outcomes. Regarding phase congruency 

measures, predicted NHPT by texture-based NAWM measures (RMSE=0.71sd, R2=0.76; 

p<0.0001) and NAWM+Lesions measures (RMSE=0.83sd, R2=0.63; p<0.0001) each were 

strongly correlated with the observed outcomes. In contrast, predicted results for Purdue pegboard 

by texture-based NAWM measures (RMSE=0.91sd R2=0.41; p<0.01) showed a weak correlation 

with the observed outcomes. For T25FW, the predicted results by both diffusion-based NAWM 

(RMSE=0.83sd, R2=0.86; p<0.0001) and texture-based NAWM measures (RMSE=0.58, R2=0.87; 

p<0.0001) were strongly correlated with the observed outcomes (Figure 6.7 & Figure 6.8). 
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Figure 6.7: Diffusion- and Textural phase congruency-based NAWM feature rankings across 

physical assessments. Shown are average feature rankings with 95% confidence intervals derived 

from the recursive feature elimination process of ridge regression. Features are listed on the y-axis 

as measurement-tract combinations for A,C) MS and B,D) healthy control participant analyses. 
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Figure 6.8: Predicted versus observed values for physical assessments of MS participants. Shown 

are Pearson Correlations between observed and predicted affective outcomes, with the latter 

derived using diffusion-based NAWM measures regarding EDSS (A), NHPT (C), T25FW (D) and 

Purdue pegboard (F), respectively, and texture-based NAWM measures regarding EDSS (B) and 

T25FW (E), respectively. Note: EDSS: Expanded Disability Status Scale; NHPT: Nine-Hole Peg 

Test; T25FW: Timed 25-Foot Walk; Purdue: Purdue pegboard. 

 

For healthy controls, all correlations between predicted and observed results were non-significant 

for NHPT. For Purdue pegboard, the predicted results by NAWM-based measures from both 

diffusion MRI (RMSE=1.00sd, R2=0.43; p<0.001) and phase congruency (RMSE=0.93sd, 

R2=0.43; p<0.01) were moderately correlated with the observed outcomes with comparable 

performance. Further, for T25FW, the predicted results by diffusion- and texture-based NAWM 

measures (RMSE=0.82/0.82sd, R2=0.53/0.53; p<0.0001) were comparable; both showed a 

moderate correlation with the observed outcomes (Figure 6.9). 

 



 

149 

 

 

Figure 6.9: Predicted versus observed values for physical assessments of healthy participants. 

Shown are Pearson Correlations between observed and predicted affective outcomes, with the 

latter derived using diffusion-based NAWM measures regarding T25FW (A) and Purdue (C), 

respectively, and texture-based NAWM measures regarding T25FW (B) and Purdue (D), 

respectively. Note: T25FW Timed 25-Foot Walk; Purdue: Purdue pegboard. 

 

For MS and control participants combined, the predicted results for NHPT based on diffusion-

based NAWM (RMSE=0.94sd, R2=0.33; p<0.0001) and NAWM+Lesions (RMSE=1.17sd, 

R2=0.24; p<0.05) measures were moderately and weakly correlated with the observed outcomes, 

respectively. In comparison, the predicted NHPT by texture-based NAWM (RMSE=0.81, 

R2=0.38; p<0.0001) and NAWM+Lesions (RMSE=0.83, R2=0.35; p<0.0001) measures were both 

strongly correlated to the observed results. For Purdue pegboard, the predicted results by diffusion-
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based NAWM (RMSE=0.93sd, R2=0.49; p<0.0001) had a moderate correlation with the observed 

findings. In contrast, the predicted results by texture-based NAWM+Lesions measures 

(RMSE=0.79sd, R2=0.48; p<0.0001) correlated strongly with the observed data, and the 

correlation was also significantly better than predictions using texture-based NAWM measures 

(RMSE=0.88sd, R2=0.23; p<0.0001) alone (p<0.01). Regarding the T25FW, the predicted data by 

diffusion-based NAWM (RMSE=0.76sd, R2=0.56; p<0.0001) and texture-based NAWM+Lesions 

(RMSE=0.80sd, R2=0.49; p<0.0001) measures were both strongly correlated with the observed 

findings with a similar strength (Figure 6.10 & Figure 6.11). 

 

 

Figure 6.10: Diffusion- and Textural phase congruency-based NAWM and NAWM+Lesions 

feature rankings across physical assessments. Shown are average feature rankings with 95% 

confidence intervals derived from the recursive feature elimination process of ridge regression. 

Features are listed on the y-axis as measurement-tract combinations for all (MS+HC) participant 

analyses. 
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Figure 6.11: Predicted versus observed values for physical assessments of all participants. Shown 

are Pearson Correlations between observed and predicted affective outcomes, with the latter 

derived using diffusion-based NAWM measures regarding T25FW (A), and Purdue (D), 

respectively, texture-based NAWM+Lesions measures regarding T25FW (B) and Purdue (E), 

respectively, and texture-based NAWM measures regarding NHPT (C). Note: T25FW Timed 25-

Foot Walk; NHPT: Nine-Hole Peg Test; Purdue: Purdue pegboard. 

 

Neurocognitive Assessments 

For MS participants, predicted SDMT with diffusion-based NAWM measures (RMSE=0.91sd, 

R2=0.38; p<0.01) were moderately correlated with the observed outcomes. These observed 

findings were also weakly correlated with predicted SDMT by diffusion-based NAWM+Lesions 

measures (RMSE=1.10, R2=0.40; p<0.05). In addition, predicted SDMT by texture-based NAWM 

measures (RMSE=0.73sd, R2=0.65; p<0.0001) and NAWM+Lesions measures (RMSE=0.77sd, 

R2=0.59; p<0.0001) were both strongly correlated to the observed findings. Further, predicted 

results for BVMT by both diffusion models (NAWM (RMSE=0.93sd, R2=0.5; p<0.001) and 
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NAWM+Lesions (RMSE=0.99sd, R2=0.48; p<0.0001) measures) were moderately correlated 

with observed outcomes with no significant textural predictions. Furthermore, predicted COWAT 

by diffusion-based NAWM measures were moderately correlated (RMSE=0.97sd, R2=0.37; 

p<0.001) with the observed outcomes (Figure 6.12 & Figure 6.13). Predicted TTT by texture-based 

NAWM measures (RMSE=0.84sd, R2=0.46; p<0.001) exhibited moderate correlations with the 

observed findings. 

 

For healthy controls, the predicted results for SDMT by texture-based NAWM measures were 

strongly correlated with observed outcomes (RMSE=0.77sd, R2=0.51; p<0.0001). No other 

predicted results were significantly correlated with the observed findings for SDMT, BVMT, 

COWAT, or TTT (Figure 6.13). 

 

 

Figure 6.12: Diffusion- and Textural phase congruency-based NAWM feature rankings across 

neurocognitive assessments. Shown are average feature rankings with 95% confidence intervals 

derived from the recursive feature elimination process of ridge regression. Features are listed on 

the y-axis as measurement-tract combinations for A,B) MS and C) healthy control participant 

analyses. 
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Figure 6.13: Predicted versus observed values for neurocognitive assessments. Shown are Pearson 

Correlations between observed and predicted affective outcomes, with the latter derived using 

diffusion-based NAWM measures for MS participants regarding SDMT (A), BVMT (C), and 

COWAT (D), respectively; texture-based NAWM measures for MS participants regarding SDMT 

(B) and TTT (E) respectively; and texture-based NAWM measures for healthy control participants 

regarding SDMT (F) and BDI (D), respectively. Note: SDMT: Symbol Digit Modality Test; 

BVMT: Brief Visuospatial Memory Test; COWAT: Controlled Oral Word Association Test 

(COWAT); TTT: Tactile Temporal Threshold. 

 

For both participants groups combined, predicted results for SDMT by diffusion-based NAWM 

measures and NAWM+Lesions measures were moderately (RMSE=0.85sd, R2=0.38; p<0.0001) 

and weakly (RMSE=1.10sd, R2=0.29; p<0.01) correlated with observed outcomes, respectively. 

Further, these observed outcomes of SDMT were also strongly correlated with predicted results 

based on both texture-based NAWM measures (RMSE=0.82sd, R2=0.40; p<0.0001) and 

NAWM+Lesions measures (RMSE=0.76sd, R2=0.51; p<0.0001). In addition, predicted COWAT 
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by diffusion-based NAWM measures (RMSE=0.98sd, R2=0.15; p<0.05) and texture-based 

NAWM+Lesions measures (RMSE=0.97sd, R2=0.16; p<0.05) were each weakly correlated to the 

observed outcomes. Likewise, predicted results for BVMT by diffusion-based NAWM 

(RMSE=0.9sd, R2=0.3; p<0.0001) and NAWM+Lesions (RMSE=0.85sd, R2=0.3; p<0.0001) 

measures were each moderately correlated with the observed outcomes. Only predicted TTT from 

texture-based NAWM+Lesions measures (RMSE=0.98sd, R2=0.21; p<0.01) were weakly 

correlated with the observed values (Figure 6.14 & Figure 6.15). 

 

 

Figure 6.14: Diffusion- and Textural phase congruency-based NAWM and NAWM+Lesions 

feature rankings across neurocognitive assessments. Shown are average feature rankings with 95% 

confidence intervals derived from the recursive feature elimination process of ridge regression. 

Features are listed on the y-axis as measurement-tract combinations for all (MS+HC) participant 

analyses. 
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Figure 6.15: Predicted versus observed values for neurocognitive assessments of all participants. 

Shown are Pearson Correlations between observed and predicted affective outcomes, with the 

latter derived using diffusion-based NAWM measures regarding SDMT (A), BVMT (C), and 

COWAT (D), respectively; texture-based NAWM+Lesions measures regarding SDMT (B), 

COWAT (E), and TTT (F) respectively. Note: SDMT: Symbol Digit Modality Test; BVMT: Brief 

Visuospatial Memory Test; COWAT: Controlled Oral Word Association Test (COWAT); TTT: 

Tactile Temporal Threshold. 

 

Affective assessments 

For MS participants, the predicted results for MFIS using diffusion-based NAWM measures 

correlated with observed results (RMSE=0.99sd, R2=0.42; p<0.001). No other predicted results 

based on either tract NAWM alone or tract NAWM+Lesions measures correlated with observed 

outcomes of MFIS, or BDI. 
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For healthy controls, the predicted results for neither MFIS nor BDI were significantly positively 

correlated to the observed results. 

 

For all MS and control participants together, the predicted results for MFIS by both diffusion-

based NAWM measures (RMSE=0.99, R2=0.16; p<0.05) and texture-based NAWM+Lesions 

measures (RMSE=1.00, R2=0.25; p<0.05) were weakly correlated with the observed MFIS 

outcomes. Further, predicted results for BDI by texture-based NAWM+Lesions measures 

(RMSE=0.97sd, R2=0.18; p<0.05) were also weakly correlated with the observed outcomes of BDI 

(Figure 6.16 & Figure 6.17). 

 

 

Figure 6.16: Diffusion- and Textural phase congruency-based NAWM and NAWM+Lesions 

feature rankings across affective assessments. Shown are average feature rankings with 95% 

confidence intervals derived from the recursive feature elimination process of ridge regression. 

Features are listed on the y-axis as measurement-tract combinations for A) MS and B,C) all 

(MS+HC) participant analyses. 
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Figure 6.17: Predicted versus observed values for affective assessments. Shown are Pearson 

Correlations between observed and predicted affective outcomes, with the latter derived using 

diffusion-based NAWM measures for MS participants (A), diffusion-based NAWM measures for 

all participants (B), and texture-based NAWM+Lesions measures for all participants regarding 

MFIS (C) and BDI (D), respectively. Note: MFIS: Modified Fatigue Impact Scale; BDI: Beck’s 

Depression Inventory scores. 
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Quantitative comparison of the Prediction Models 

To further understand the potential of the imaging features for predicting functional outcomes, 

Fisher’s z-transformation of Pearson’s Correlation coefficient between imaging-predicted and 

observed functional measures was done. The assessments included comparisons between 

prediction models based on NAWM versus NAWM+Lesions measures, diffusion MRI versus 

phase congruency textural measures, and among participant groups. For control participants, only 

NAWM models were developed. 

 

For MS participants, models based on NAWM measures from either diffusion MRI or phase 

congruency typically performed equally or superiorly to that based on NAWM+Lesions measures. 

In general, the best phase congruency-based models matched or outperformed diffusion-based 

models (Figure 6.18). For control participants, phase congruency-based models also outperformed 

diffusion-based models in correlations with observed data for two neuropsychological assessments 

(Figure 6.19). Comparing model performance between MS and control cohorts based on NAWM 

predictions, prediction models for the MS cohort were either similarly or better correlated with 

observed functional outcomes than healthy controls (Figure 6.20). 

 

With both participant groups combined, NAWM models were better for some diffusion-based 

models while NAWM+Lesions models were generally better for phase congruency-based models. 

The latter again mostly outperformed diffusion-based models overall, except that the observed 

BVMT scores were better correlated with diffusion-based than phase congruency-based 

predictions (Figure 6.21). 
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Figure 6.18: Comparisons of correlation strength between predicted and observed functional 

outcomes by imaging feature type for MS participants. Pearson’s correlation coefficients are 

plotted along the radial axes with a greater distance from the center indicating higher correlations 

between predicted and observed functional. The stars indicate significantly different results 

between NAWM (blue) and NAWM+Lesions (orange) or between diffusion MRI (green) and 

phase congruency texture (purple) measures based on Fischer’s transformation of correlations 

between predicted and observed functional outcomes (*p<0.05, **p<0.01, ***p<0.001, 

****p<0.0001). 

 

 

Figure 6.19: Comparisons of correlation strength between predicted and observed functional 

outcomes by imaging feature type for healthy participants. Only NAWM (blue) performances are 

shown as Lesions were not available for assessment in healthy controls. Pearson’s correlation 

coefficients are plotted along the radial axes with a greater distance from the center indicating 

higher correlations between predicted and observed functional outcomes. The stars indicate 

significantly different results between diffusion MRI (green) and phase congruency texture 

(purple) measures based on Fischer’s transformation of correlations between predicted and 

observed functional outcomes (*p<0.05, **p<0.01, ***p<0.001, ****p<0.0001). 
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Figure 6.20: Comparisons of correlation strength between predicted and observed functional 

outcomes by participant group for both diffusion- and texture-based NAWM measures. Pearson’s 

correlation coefficients are plotted along the radial axes with a greater distance from the center 

indicating higher correlations between predicted and observed functional outcomes. The stars 

indicate significantly different results between MS (red) and HC (blue) groups based on Fischer’s 

transformation of correlations between predicted and observed functional outcomes (*p<0.05, 

**p<0.01, ***p<0.001, ****p<0.0001). 

 

 

Figure 6.21: Comparisons of correlation strength between predicted and observed functional 

outcomes by imaging feature type for MS and Healthy control participants combined. Pearson’s 

correlation coefficients are plotted along the radial axes with a greater distance from the center 

indicating higher correlations between predicted and observed functional outcomes. The stars 

indicate significantly different results between NAWM (blue) and NAWM+Lesions (orange) or 

between diffusion MRI (green) and phase congruency texture (purple) measures based on 

Fischer’s transformation of correlations between predicted and observed functional outcomes 

(*p<0.05, **p<0.01, ***p<0.001, ****p<0.0001). 
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6.4 Discussion 

Using tract-based measures of the brain in both lesion and non-lesion areas, this study investigated 

the relationship between imaging and functional outcomes in people with MS along with matched 

controls. Through a series of modeling and analytical processes this study showed that diffusion 

MRI and texture analysis measures associated with critical brain white matter tracts predict multi-

domain functionality in MS and healthy people. Among the three common clinical and 

neuropsychological domains assessed, physical functions were predicted the best. This was 

followed by cognitive functions, with the SMDT being predicted the best, showing strong 

predictions by all imaging measures, and then verbal fluency (COWAT) and visuospatial (BVMT) 

outcomes that featured moderately correlated predictions by the imaging measures. The affective 

functions (depression and fatigue) were predicted with the smallest correlations. Between imaging 

types, the texture-based predictions in general performed similarly or better than diffusion MRI-

based predictions. 

 

MS pathology is complex and impacts virtually all brain regions, causing multi-system functional 

impairment (4). Indeed, out of the 14 functional assessments conducted in the current study, 10 of 

them showed significant deficit in MS. Brain white matter serves as the physical wire that connects 

parts of the function drivers, especially the major tracts. Chief among white matter tracts is the 

corpus callosum, which acts as an information bridge critical to neural coordination of various 

tasks ranging from sensory to motor and to cognitive functions (230,257). The optic radiation and 

corticospinal tracts of the brain help govern visual and motor information processing, respectively 

(209,242). All three groups of white matter tracts are frequently impacted in MS, including regions 

without visible lesions (NAWM) (211,242,257). Therefore, investigating links between the tract-
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based abnormality measures and functional deficits in MS is reasonable. Further, to maximize 

understanding and impact, this study focused only on functional outcomes that differentiated MS 

from controls. 

 

As shown in my previous work (Chapters 4 & 5), both diffusion MRI and texture analysis using 

phase congruency have the potential to detect subtle tissue structural changes and both have shown 

the utility in differentiating the severity of MS pathology (32,33). Further, in this study, the RFE 

analyses helped identify the top-ranking imaging measures for subsequent examination, increasing 

the likelihood of correlation with functional measures. In diffusion MRI-based assessment, the 

AFD, FA, ICVF, and axonal diameter ranked the highest in the RFE processes. The FA and ICVF 

are sensitive to structural changes following demyelination and axonal degradation, and the AFD 

is evidenced to be sensitive to axonal density and swelling that are critical drivers of disease 

progression in MS (30,258). For the textural phase congruency experiments, the lower-frequency 

features of WMP were typically ranked high in NAWM-based RFE analyses, while higher-

frequency features of PC were often high-ranked in NAWM+Lesions analyses. Through band-

wise frequency analysis, the PC and WMP were set to characterize the complexity and sharpness 

of image patterns, respectively (153). While subject to verification, the ranking difference of these 

features between RFE models might suggest that texture-based NAWM modeling was mainly 

driven by subtle pathological changes while modeling together with tract lesions was characterized 

by complex pathology. Overall, both diffusion MRI- and phase congruency-based assessments 

have shown the sensitivity to detect invisible MS pathology, setting the foundation for further 

analysis of their functional relationship. 
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Machine learning with Ridge Regression facilitated the identification of prediction models for each 

of the functional measures identified in the present study. Model performance was the best when 

predicting physical functions, followed by cognitive and then affective functions. Previous studies 

showed that 66% and 75% of MS patients experience upper limb and lower limb physical 

impairments, respectively, which contributed to a large range of functional scores that in turn 

supported the associated model fitting (259), similar to the present study in EDSS of MS 

participants. For control participants, the predicted results for T25FW and Purdue pegboard 

predictions were moderately correlated with observed findings, suggesting that variances among 

healthy sensorimotor functions could also have been well captured by the high-ranking imaging 

measures associated with the major brain white matter tracts. Also, physical tasks are complex and 

may demand the integration of multiple systems to conduct tasks including information collection 

(optic radiation), information processing (corpus callosum), and coordination of motor information 

(corticospinal tract), especially in individuals with impairments (19,209,211,242). The promising 

performance in predicting physical outcomes suggests diffusion MRI and MRI texture outcomes 

showed beneficial sensitivities to tissue structure across multiple tracts. Among the cognitive 

functions, the SDMT was best predicted followed by BVMT then COWAT. This ordering of 

prediction performance mirrors the prevalence of impairments in cognitive domains associated 

with information processing speed, visual memory, and fluency among MS patients (26). The 

SDMT is a highly regarded cognitive assessment (252). The strong predictability of the imaging 

measures to this function may have significant clinical implications, deserving further verification 

(252). The poor performance of imaging predictions for COWAT may be due to the lack of direct 

link between the investigated white matter tracts and memory and verbal processing centers. Some 

of these functions exist within the genu of corpus callosum but none of the investigated measures 
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within this region showed differences between MS cohorts (Chapter 5) (33). Finally, the 

predictions for affective functions performed the lowest among all examined outcomes. This may 

suggest that more complex structural underpinnings exist than what is modelled herein using the 

tracts of interest (65). 

 

Quantitative analysis of the correlation strength between predicted and observed results show that 

textural phase congruency-based models outperformed diffusion MRI-based models in functional 

prediction for multiple assessments. Within individual imaging types, the NAWM+Lesions 

models performed the best for phase congruency-based predictions, and for diffusion MRI-related 

predictions, the NAWM-based models were better than their NAWM+Lesions counterparts. 

Biophysically, diffusion MRI reflects the intrinsic properties of the underlying tissue that include 

microscopic changes. On the other hand, texture analysis characterizes inter-voxel relationships 

and therefore is sensitive to the patterns of tissue structural organizations not directly observable 

(35,136). The improved performance of texture-based predictors suggests that certain patterns of 

tissue abnormalities may be more predictive of functional outcomes than microlevel changes. 

Similar results have been observed in other studies using different texture analysis methods such 

as grey level co-occurrence matrix (GLCM) where texture features outperformed advanced MRI 

measures including FA and magnetization transfer ratio in brain MS pathology classifications (40). 

Further work is necessary to validate the results associated with phase congruency, but combining 

diffusion and textural predictors in future investigations may be necessary to provide 

complementary information. 
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This study has a few limitations. All investigations were based on archived datasets from a pre-

defined study, where the RRMS and SPMS participants had clear separations in disease severity. 

While promising for initial model development, these sample characteristics limited the diversity 

of functional outcomes used in model training. Likewise, this study did not have the ability to 

study other forms of MS, such as PPMS that might otherwise offer further insight into structure-

function patterns. Despite these limitations, the study sample was well-characterized and control-

matched, providing a valuable opportunity to understand the relationship of the measures from 

different perspectives. In addition, this study focused only on outcomes from three groups of brain 

white matter tracts. This may have limited the capacity to study the whole scope of brain pathology, 

such as those directing to memory and some executive functioning. Nonetheless, the chosen tracts 

are some of the most impacted regions in MS and indeed, imaging measures from these tracts 

showed the significant potential for predicting functional outcomes of the participants, deserving 

future confirmation. Further, generating imaging outcomes involved several image processing and 

analysis steps, which might impact repeatability for uses with different skill levels. In the future, 

we plan to test the findings using a larger cohort, including different brain regions other than 

focused white matter tracts, and implement an integrated image analysis pipeline to foster 

knowledge translation and exchange. 

 

6.5 Summary 

In summary, through comprehensive modeling of an archived cohort of clinical patient data as 

well as matched controls, this study discovers that both diffusion MRI and textural phase 

congruency-based imaging measures predict functional outcomes. The prediction strength varies, 

and is best for physical functions, intermediate for cognitive outcomes, and least for affective 
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measures. Further, textural phase congruency measures based on conventional brain MRI 

constantly matched or outperformed diffusion MRI measures in predicting all examined functional 

outcomes except the visuospatial assessment. This highlights the critical utility of advanced MRI 

measures of MS pathology, deserving further confirmation. Overall findings will be invaluable for 

early identification of functional decline in MS participants, thereby enabling early intervention 

and prevention. Further, given the use of conventional MRI, the texture-based measures can be 

directly tested for clinical translation after further validation for improved disease monitoring and 

management in MS and similar diseases. 
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Chapter 7: Discussion 

7.1 Summary and Thesis Contributions 

This thesis aimed to develop and evaluate advanced imaging methods based on brain diffusion 

MRI and phase congruency texture analysis for improved characterization of disease pathology 

and function in MS. Based on data from well-characterized clinical studies done previously in 

RRMS and SPMS, several novel methods and technologies were originated (e.g. Chapter 3), which 

provided a solid foundation in generating new knowledge in subsequent chapters. The follow-up 

experiments took a stepwise approach, evolved from studies of methods for detecting and 

differentiating subtle types of MS pathology (Chapter 4), to distinguishing disease severity 

between two most common forms of MS (RRMS and SPMS, Chapter 5), and to predicting 

functional outcomes of people with RRMS and SPMS versus controls (Chapter 6). Overall 

findings suggest that brain imaging measures based on advanced diffusion MRI and phase 

congruency analyses were highly sensitive to invisible pathology changes that identify MS lesions 

and within-lesion structural differences, competitive to differentiate disease severity as seen 

between RRMS and SPMS, and had considerable potential to predict functional performance 

across multiple domains in MS.  

 

Technical development in this thesis targets exclusively clinically feasible scenarios, datasets, and 

protocols. Regarding brain diffusion MRI, there were several types of innovations created. For 

example, using single-shell brain diffusion MRI as is common for DTI, high-quality HARDI-like 

measures were derived based on image post-processing techniques. Other approaches in the 

literature have also achieved promising results in this regard based on construction of modified 

HARDI models but were limited by the lengthy model fitting times as an inheritance of 
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conventional HARDI implementations (119,186). Simultaneously, ODF energy as a promising 

parameter in different analysis tasks herein was more quickly calculated (through matrix 

multiplication) than its ‘polymorphism’, ODI, computed based on model-based approaches. 

Further, by applying a dictionary-based modeling method with AMICO, this thesis was able to 

accelerate the model fitting times, making it possible to elevate the practicability of all the tools 

and technologies generated. Furthermore, using our robust neural network models, this research 

was also able to create new/unacquired brain diffusion MRI datasets thereby performing truly 

multi-shell HARDI analyses with near perfect match with results based entirely on source data 

(119,121,122). Finally, competitive data harmonization technologies were developed that enabled 

to both enhance angular resolution of diffusion MRI and improve the scope of analyses with the 

possibility of combining datasets that were acquired with different imaging protocols.  

 

Similarly, multiple new formulas were developed to improve the affinity of phase congruency as 

a potentially new method for analysis of MS pathology. A graphic user interface was built for easy 

visualization and investigation of the multilayered parametric settings of the method. Benefiting 

from the robustness of phase congruency to artifactual variations in image contrast and signal 

intensity, a simplified approach was implemented that allowed fine-tuning of different phase 

congruency parameters for best possible detection of subtle structural changes. With a simplified 

parameter optimization procedure, the phase congruency method was tuned to focus on specific 

patterns of signal intensity created by a unique underlying tissue such as MS lesions and the 

associated pathology (159,260). Further, this study successfully employed 3D analysis to improve 

feature localization capabilities for all brain regions while addressing limitations in contextualized 

texture analysis noted in prior 2D applications to MS or other diseases (161). 
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Single-shell diffusion MRI and phase congruency outcomes were found to be robust in 

characterizing subtle MS pathology types. The performance of these measures was demonstrated 

through two scenarios of tissue classification: the basic lesion versus NAWM analysis and an 

advanced lesion core vs rim comparison. For the lesion versus NAWM models, diffusion 

orientation-based measures acted as the greatest contributors. Previous studies have found that 

orientation measures such as ODI may reflect changes in myelin content both during 

demyelination and remyelination phases in MS-like models (36,261). Therefore, the high ranking 

of such related measures including ODI, ODF energy, and FA herein suggests that measures 

sensitive to lesion and NAWM differences may stem from differences in myelination (206). 

Further, in MS, demyelination is not the only evident pathology; often times it is accompanied by 

axonal degeneration (206). Many critical patterns of MS lesion pathology are associated with loss 

of neural density within the lesion core suggesting loss of myelin plus axons (183,262). 

Investigations of core versus shell pathology found high-ranking measures to be predominantly 

related to diffusion magnitude. This included sensitive DTI measures such as MD and HARDI-

like outcomes of increase specificity based on single-shell diffusion data. The high-ranking of 

these measures suggest their sensitivity to critical MS pathology patterns related to 

neurodegeneration as confirmed in studies of chronic active lesions of the optic radiation 

(183,262). In addition, phase congruency analysis based on the same two tissue classification 

scenarios showed that FLAIR and T2-weighted MRI outcomes calculated with high and low 

frequencies (16 mm and 32 mm maximum wavelengths) were routinely high-ranking. Existing 

literature has not thoroughly investigated the foundation of information offered by phase 

congruency texture analysis, likely due to the novelty of this method and the availability of 
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expertise for advanced exploration. However, the competitive results originated in this thesis might 

highlight the benefits of phase congruency based on T2-based sequences to characterize local 

patterns within lesion structures, which will be useful for both advanced study of MS pathology 

and innovate the use of conventional MRI in general. 

 

Both diffusion MRI and phase congruency measures were sensitive to differentiate disease severity 

between RRMS and SPMS based on pathology detectable at different scales of neurological tissue 

structure. Histogram analysis of diffusion MRI detected significant differences in whole-brain 

NAWM between the two MS cohorts, especially in brain regions with high density and highly 

cohesive NAWM. FLAIR and T2-w texture measures also differentiated cohorts in which FLAIR 

results aligned with literature showing greater heterogeneity in pathological tissues (36,40). 

However, the texture results of both FLAIR and T2-w MRI deserve further confirmation, 

particularly given the relatively scarce use of phase congruency. For tract-based NAWM and 

lesions, multiple measures detected significant differences within the body of the corpus callosum, 

most notably diffusion orientation and alignment measures within lesions of this tract. This finding 

may indicate the sensitivity of diffusion metrics to axon-based pathological changes as greatest 

axonal loss was found previously in the rostrum and midbody of corpus callosum (263). When 

assessing chronic active lesion activity defined using diffusion measures via a core-shell z-score 

framework, SPMS participants had more such lesions than RRMS participants. This finding 

aligned with evidence showing that MS people with more advanced disability presented with more 

rim lesions, which were similar to chronic active lesions detected in susceptibility-weighted 

imaging (16). In this case the potential feasibility of detecting these lesions with methods other 

than susceptibility-based sequences (e.g. QSM) open a new avenue for future studies. These results 
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assert the sensitivity of both advanced diffusion MRI and MRI texture outcomes in the 

investigation of tissue structure differences associated with disease severity in MS. 

 

Tract-based NAWM and lesion measures using advanced diffusion MRI and phase congruency 

texture analysis predicted physical, neurocognitive, and affective functional outcomes of persons 

with MS. Physical functions were predicted the best, as represented by the EDSS, upper arm, and 

lower limb assessments. The improved performance herein may be related to the RRMS-SPMS 

disparities noted in the body of corpus callosum where notable motor and sensorimotor 

coordination processes are focused (230,263). Among neurocognitive outcomes, SDMT was the 

best predicted when considering all participants, followed by BVMT, which supported the 

literature demonstrating the robustness of these measures (e.g. SDMT) in detecting disability and 

focus on the frequently affected information processing speed in MS (26). Affective outcomes 

such as depression and fatigue were not as well predicted compared to other functional outcomes, 

showing essentially weak predictions. Across functional domains (as per diffusion MRI-based 

models), measures reflective of axonal density were routinely high ranking, consistent with the 

literature suggesting that reduction of axonal density was a major determinant of functional decline 

in MS (16,18). In addition, texture-based models appeared to outperform most diffusion models 

suggesting that novel analysis of conventional MRI offers a crucial sensitivity to disease severity 

and functional consequences in MS participants. 

 

7.2 Limitations 

The sample sizes were relatively small, especially regarding the SPMS cohort (Chapter 5), limiting 

broad conclusions. With limited treatment options available for SPMS individuals currently, the 
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frequency of clinical follow-up including MR imaging is low as compared to RRMS people. 

However, this thesis had yielded significant results that could stimulate new research ideas and 

new experiments. Further, the small and inhomogeneous datasets herein had promoted the 

development of several innovative methods for data optimization, and the inclusion of well-

characterized MS participants and matched controls likely had decreased the need for extremely 

large datasets. 

 

In imaging investigations, two types of methods were focused on: diffusion MRI and phase 

congruency texture analysis. While not comprehensive, these methods were highly representative, 

and each showed its own competitiveness as demonstrated in this thesis. Diffusion MRI is one of 

the few advanced imaging methods capable of providing information on both myelin and axonal 

integrity, both being critical players in MS pathogenesis and function. Further, diffusion MRI is 

feasible for various new investigations using models and techniques being developed constantly. 

Phase congruency is a frequency-based texture analysis method that overcomes different 

limitations faced by other such techniques including its robustness to imaging variations in 

brightness. This method is chosen also because its ability to characterize tissue coherency, which 

is comparable and complementary to diffusion MRI. 

 

In addition, the RRMS and SPMS cohorts analyzed in Chapter 5 represented two different 

participant groups. Given the continuum of these two disease phenotypes, studying outcomes 

associated with the same individuals would be ideal, where results could be directly compared to 

infer disease progression possibilities. This limitation is related to different factors. Importantly, 

the transition from RRMS to SPMS could take time, up to 10-15 years for nearly half of them. 
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Committing to a study in such a long timeline is extremely expensive and not possible for many 

situations. As such, study data from continuum RRMS and SPMS cohorts are rare to achieve. 

Further, while people with RRMS typically undergo regular clinical and imaging exams on a 

yearly basis and then every 2-3 years when they start or switch to a new therapy for example, once 

at the SPMS stage, as disease progresses mostly silently from a clinical perspective, these people 

do not have frequent exams anymore as compared to RRMS individuals. This further explained 

the rareness of SPMS datasets in general. 

 

Pathology correlates were primarily based on prior investigations that have sought to establish the 

histological relationship of the investigated measures in this thesis. These same connections with 

pathology have yet to be established for phase congruency textural outcomes, specifically. 

Nonetheless, this lack of direct connection to histology tissue was mitigated by the investigation 

of three maximum wavelengths of similar size to MS lesions commonly seen on MRI. This is 

expected to have improved the relationship between the texture measures and the lesion and 

NAWM features of interest. 

 

This study focused on a small set of white matter structures rather than the entire brain that may 

have limited the specificity of functional connections to their typical structural foundations. This 

approach was taken to support an initial exploration of the potential of advanced imaging measures 

to assess disease activity in known critical structures. Focusing the study on the corpus callosum, 

corticospinal, and optic radiation tracts allowed this project to focus the analysis on tracts routinely 

impacted by MS pathology that may in turn hold critical information about the development of 

pathologies. This approach may be modified in future studies with whole-brain analyses to 
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improve assessments of the tract-varying relationships between tissue pathology and functional 

outcomes in different types of MS. 

 

7.3 Future Directions 

Confirmation of findings originated from this thesis using a larger sample size would be necessary, 

especially data from SPMS participants. One option would be extracting data from large-scale, 

Phase III clinical trials through national and international collaborations. Additional confirmation 

would also include the new methods and technologies derived in this thesis such as these for data 

optimization, harmonization, and creation pertaining to diffusion MRI, and those for parameter 

fine-tuning in phase congruency. In addition, for precise understanding of the mechanisms of 

disease worsening in MS, future studies should include cohorts that demonstrate actual evolutions 

in disease trajectory as expected from RRMS to SPMS. Further, to verify utility of the developed 

imaging measures, additional analysis in other MS phenotype such as primary progressive MS or 

other neurodegenerative diseases such as amyotrophic lateral sclerosis would be beneficial.  

 

In addition, given the increasingly recognized importance of chronic active lesions for their 

relevance to disease progression in MS, further studies in this area would be useful. While it is 

encouraging that this thesis has provided a new way of quantifying this type of lesions based on 

advanced diffusion MRI measures, the overall investigation is rudimentary and deserves 

confirmation. Future investigations may include larger sample studies to verify the utility of 

chronic active lesions identified using the thesis method in differentiating disease severity, as well 

as correlating the lesion findings with clinical outcomes of MS. To date, susceptibility weighted 

imaging (SWI) is the method of focus in charactering chronic active lesions in MS, where the SWI 
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lesions have also shown relationships with disease progression in people with MS. Correlating 

findings using the thesis-based method with those with SWI will help method confirmation and 

refinement. 

 

Assisted by machine learning methods, this thesis has identified several advanced imaging 

measures that differentiate disease activity and predict functional outcomes. These analyses also 

showcase the importance of critical brain white matter tracts in assessing MS pathology. To further 

understand usefulness of the identified measures and brain white matter regions, future studies can 

expand by incorporation with deep learning techniques. Deep learning has shown promise in 

handling different image processing and analysis tasks. Given the unique learning approach, deep 

learning methods have the capacity to extract data features automatically from the whole-brain, 

which may provide new insight into the characteristics of tissue pathology and their relationship 

with disease outcomes (167), although deep learning is not without challenges. The latter may 

include the potentially extended training time, requirements of additional image preparation 

approaches, and intuitiveness of results for understanding. 

 

7.4 Conclusion 

Overall, this thesis has originated several advanced imaging methods that are sensitive to subtle 

pathological differences and disease severity, and are predictive of functional outcomes in people 

with MS. This is accompanied by technical innovations in different aspects of the studies as 

highlighted in Chapter 3 of the thesis. In addition, based on knowledge discovered in assessment 

of disease activity and functional outcomes, the thesis outputs may also help identify risk factors 

of disease development, which in turn can prompt early intervention and prevention to improve 
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prognosis. Collective findings should be highly transferrable to different study settings given the 

use of clinically feasible resources in development and evaluation, including conventional MRI 

that is the core of routine clinical imaging in MS diagnosis and management. Specifically, the 

derived methods and measures can be used directly by other clinical researchers with different 

cohorts of MS to further understand disease pathogenesis and outcomes and to test generalizability. 

With further confirmation, the imaging outcomes can be also used by clinical trialists as new 

biomarkers of potential therapies or by clinicians as pilot measures of disease activity during care 

delivery to inform the potential of future clinical deployment. Finally, while the development 

focuses on RRMS and SPMS, the current findings should shed light on other phenotypes of MS, 

as well as similar diseases, deserving further confirmation.  
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