
Results in Engineering 13 (2022) 100348

Available online 3 February 2022
2590-1230/© 2022 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
nc-nd/4.0/).

Optimal economic-environmental dispatch in MT-HVDC systems via 
sine-cosine algorithm 

Oscar Danilo Montoya a,b, Diego Armando Giral-Ramírez c,*, Luis Fernando Grisales-Noreña d 

a Facultad de Ingeniería, Universidad Distrital Francisco José de Caldas. Bogotá, D.C., Colombia 
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A B S T R A C T   

This paper addresses the problem of optimal economic-environmental dispatch in Multi-Terminal High-Voltage 
Direct Current (MT-HVDC) networks using the Sine-Cosine Algorithm (SCA). This optimization methodology 
allows working with nonlinear non-convex large-scale optimization problems via sequential programming. The 
SCA works with an initial population and rules of advance based on the best current solution and sine and cosine 
functions that define the direction of the next solution. Three variants of the SCA are evaluated in a standard six- 
node MT-HVDC system considering a linear combination of the objective functions (i.e., greenhouse emissions 
and energy production costs). The main advantage of the proposed evolutionary approach lies in its pure 
algorithmic structure. Thus, it can be easily adapted to any continuous optimization problem. All numerical 
calculations are performed using MATLAB software.   

1. Introduction 

Global warming is caused by greenhouse gas emissions, which are 
mainly generated by transport systems and energy systems based on 
thermal plants. These systems work with fossil combustion fuels such as 
diesel or gasoline (typical in transport systems) and coal or natural gas in 
power systems [1,2]. In addition, cattle breeding is the third most 
important factor in greenhouse emissions, which are composed of car
bon, dioxide, and methane [3]. In order to address this significant 
problem, this study focuses on the analysis and operation of thermal 
plants that work with fossil fuels to produce higher amounts of power in 
high-voltage networks [4]. Furthermore, we assume that thermal power 
plants are interconnected to MT-HVDC grids, allowing power to be 
supplied at long distances from thermal plants to loads [5]. 

The analysis of thermal plants in MT-HVDC systems should consider 
two optimization objectives related to greenhouse emissions and the 
costs of the energy produced. In addition, if the topology of the network, 
its voltages, and its currents are also included in the optimization model, 
it becomes from a convex quadratic model to a nonlinear non-convex 
one [6]. The main challenge with the Economic-Environmental 
Dispatch Problem (EEDP) is its nonconvexity. Hence, it is not possible 

to guarantee the EEDP optimal solution or uniqueness [7]. Studies have 
proposed convex reformulations based on sequential quadratic pro
gramming models focusing on linearizations of the power balance 
equations. Nevertheless, these Taylor-based methods introduce estima
tion errors in the final solution to the problem. Other common ap
proaches to similar problems (such as optimal power flow problems) 
consist of using semidefinite [8] or second-order cone relaxations [9] to 
address nonlinearities in the power balance equations. However, these 
approaches increase the number of variables in a quadratic form with 
the number of nodes implying a significant processing time to reach the 
optimal solution [10]. 

In the case of Alternating Currents (AC), the EEDP has been solved 
with metaheuristic optimization approaches such as Particle Swarm 
Optimization (PSO) [11], Genetic Algorithms (GA) [7], Bat Algorithms 
(BA) [12], and Grey Wolf Optimizer (GWO) [13], i.e., in general, 
evolutionary algorithms [14,15]. Nevertheless, the common denomi
nator in these approaches is the fact that in AC models, the grid topol
ogy, voltages, and angles are not considered. This fact generates 
simplified versions of the EEDP. When this optimization problem is 
analyzed in Direct Current (DC) networks, only one approach was found 
based on sequential quadratic programming, as recently reported in 
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Ref. [6]. Nonetheless, in the case of EEDP for MV-HVDC systems, no 
combinatorial optimization methods have been presented to address its 
solution, which represents a research opportunity for this work. 

In order to deal with the problem of the EEDP in MT-HVDC systems, 
this research proposes the application of an evolutionary optimization 
algorithm known as the SCA. This optimization method has been applied 
for multiple combinatorial optimization problems, such as optimal 
power flow solution in AC and DC grids [16], and [17]; parametric 
estimation in single-phase transformers [18], optimal design of a pres
sure vessel problem [19], and multiple engineering optimization prob
lems [20,21]. We, as researchers, select this optimization algorithm to 
solve the EEDP as the main contribution of this research since the SCA 
have reported excellent numerical results in similar optimization prob
lems [22]. 

The SCA works with trigonometric functions to evolve the initial 
population. So, this study proposes three alternatives of using sine and 
cosine functions: i) roulette, ii) additive, and iii) product approaches. 
Validation of the SCA is made into a six-node test system with a voltage 
operation of about 400 kV, with three thermal plants and three loads 
that absorb 3700 MW. Simulations are carried out in the MATLAB 
programming environment, which identifies that all three evolution 
alternatives reach the optimal solution with minimal errors and lower 
processing times. 

The remainder of this paper is organized as follows: Section 2 pre
sents the mathematical formulation of the EEDP in MT-HVDC as well as 
its main characteristic related to the solution space form. Section 3 
shows the proposed solution methodology based on the SCA with three 
modifications in its evolutionary process. Section 4 defines the main 
characteristics of the six-node test system, including the topology, i.e., 
location of thermal generators and constant power consumption, and 
the objective function parameterization. Section 5 presents the numer
ical implementation of the proposed master-slave approach composed of 
the SCA in the master stage and the classical matricial successive 
approximation power flow in the slave stage. In addition, discussion and 
comments about the numerical results are included. Section 6 presents 
the main concluding remarks derived from this investigation. 

2. Mathematical formulation 

The economic-environmental dispatch problem corresponds to a 
nonlinear non-convex optimization problem composed of a linear 
combination of two objective functions that conflict. These functions are 
the minimization of greenhouse emissions and energy production costs. 
The mathematical model is described from Equation (1) to Equation (9). 

2.1. Objective function 

Equation (1) denotes the linear combination of the two objective 
functions. 

min z = ω1z1 + ω2z2 (1) 

Where z is the value of the objective function, and ω1 and ω2 are 
weighting factors that multiply the cost of energy production and 
greenhouse emissions, i.e., z1 and z2. Equation (2), the first objective 
function, corresponds to the energy production costs. Equation (3), the 
second objective function, corresponds to the kilograms of greenhouse 
emissions. 

z1 =
∑n

i=1
aip2

gi + bipgi + ci (2)  

z2 =
∑n

i=1
αip2

gi + βipgi + γi (3) 

Where pgi is the total power generated by the thermal plant con
nected at node i; in addition, ai, bi, and ci are the coefficients of costs 

associated with fossil fuels, while αi, βi, and γi correspond to the co
efficients related to the kilograms of greenhouse gas emissions released 
into the atmosphere. 

2.2. Set of constraints 

From Equation (4) to Equation (9) is denoted the set of constraints. 
Equation (4) represents the set of power balance equations, which are 
non-affine non-convex constraints owing to the product between voltage 
variables. Equation (5) limits the voltage profile between the maximum 
and minimum values. In Equation (6), the power generation capabilities 
in thermal plants are constrained. In Equation (7), the thermal capacities 
of the transporting current at each branch of the network are limited. 
Equation (8) and Equation (9) are related to the weighting factors and 
their bounds regarding the linear combination of the objective 
functions. 

pgi − pdi = vi

∑n

i=1
Gijvj,∀i ∈ 𝒩 (4)  

vmin
i ≤ vi ≤ vmax

i ,∀i ∈ 𝒩 (5)  

pmin
gi ≤ pgi ≤ pmax

gi ,∀i ∈ 𝒩 (6)  

|vk − vm| ≤ rkmimax
km ,∀k,m ∈ ℒ (7)  

ω1 + ω2 = 1 (8)  

0 ≤ ω1,ω2 ≤ 1, (9) 

Where vi is the value of the voltage profile at node i, which is upper 
and lower bounded by vmin

i and vmax
i , respectively, pgi is the generation in 

thermal plant i, which is limited by pmin
gi and pmax

gi . The capability of 
flowing current in the transmission line between nodes k and m is 
bounded by imax

km rkm, the resistance value of the conductor in this line. 
Note that ℒ and 𝒩 are sets that contain all branches and nodes of the 
MT-HVDC system. 

To solve the economic-environmental dispatch problem, which is 
non-convex owing to the power balance constraints, we propose in the 
next section an optimization algorithm based on sine and cosine func
tions that solves optimization problems via population searches. 

3. Solution methodology 

The solution to the economic-environmental problem formulated 
from Equation (1) to Equation (9) is accomplished by creating a master- 
slave solution methodology. This study employs the SCA in the master 
stage and a classical power flow method in the slave stage. Next, the 
main characteristics of the proposed optimization approach are 
presented. 

3.1. Slave stage: power flow solution 

The main challenge of the economic-environmental dispatch prob
lem is related to the solution of the power balance equations, because 
they are quadratic non-convex equalities and cannot be solved with 
exact methods. This challenge implies that numerical methods such as 
Gauss-Seidel [23], Newton-Raphson [24], Taylor-based methods [25] 
among others. So, it was selected a recently developed method called the 
matricial successive approximation method reported in Ref. [26]. This 
method allows rewriting Equation (4) in a matricial form by separating 
the slack nodes (i.e., voltage-controlled ones) from demands or constant 
power-load consumption. 

In order to solve the power flow equations, the matricial successive 
approximation method uses the recursive Equation (10). 

vt+1
d = G− 1

dd

[
diag− 1( vt

d

)[
pg − pd

]
− Gdsvs

]
(10) 
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Where vd is a vector that contains the values of the voltages in all de
mand nodes, Gdd is a square invertible matrix that contains all conduc
tance effects among the demand nodes, Gds is a rectangular matrix with 
the conductive effects among slacks and demand nodes, vs is a vector 
with the slack voltages, pg and pd represent vectors that contain power 
generations in the thermal plants and constant power consumptions at 
the demand nodes, respectively. Note that diag(vd) generates a square 
matrix with the components of the vector at its diagonal. It is relevant to 
mention that t is the iterative counter in the recursive Equation (10), 
which finishes its iterative procedure when max

{⃒
⃒vt+1

d − vt
d
⃒
⃒
}
≤ ε ε the 

tolerance parameter typically selected in the specialized literature as 1 
× 10− 10. 

3.2. Master stage: SCA 

This stage defines all variables that enter into the power flow prob
lem (i.e., the slack voltages) and the power generation in the remainder 
of the thermal plants, i.e., pg. For this purpose, an iterative process 
named SCA is presented in this section. This optimization approach is 
based on a population and advancing rules defined by trigonometric 
functions. All of these aspects are discussed below. 

3.2.1. Generation of initial population 
The initial population consists of a set of individuals that are possible 

solutions to the optimization problem (Equation (11)). Let us define ns as 
the number of slack nodes, tp the number of thermal generators, and ni 
the number of individuals. Then, the initial population is a matrix with 

dimensions 
(
ns + tp

)
× ni, with the structure x0 =

[
x0

1 x0
2 … x0

ni

]T
. 

x0 =

⎡

⎢
⎢
⎣

v1,1 … v1,ns p1,ns+1 … p1,tp+ns

v2,1 … v2,ns p2,ns+1 … p2,tp+ns

⋮ ⋮ ⋮ ⋮ ⋮ ⋮
vni ,1 … vni ,ns pni ,ns+1 … pni ,tp+ns

⎤

⎥
⎥
⎦ (11) 

Observe that to facilitate the evolution of the SCA, all individuals in 
the population are created in a feasible space, i.e., xmin

j ≤ xj ≤ xmax
j , ∀

j = 1,2,…,ni. 

3.2.2. Fitness function 
A metaheuristic optimization that deals with all inequality con

straints includes the maximum and minimum lower bounds and uses 
fitness functions instead of an objective function. So, the fitness function 
described in Equation (12) is proposed. 

ff = z − θ1min{0, vmax − v} + θ2max{0, vmin − v} − θ3min
{

0, pmax
g − pg

}

+θ4max
{

0, pmin
g − pg

}
− θ5mink,m

{
0, rkmimax

km − vk − vm
}

(12) 

Where θ1 to θ5 are penalization factors (positive values) that work 
when one of the, defined by Equation (5) to Equation (7), is not fulfilled; 
the power balance constraint solved through the matricial successive 
approach of Equation (10) allows evaluating the fitness function ff 
defined by Equation (12). In addition, constraints related to weighting 
factors are not included in the fitness functions since the iterative pro
cedure of the SCA controls them. 

3.2.3. Evolution of population 
The evolution in the SCA is defined by trigonometric functions of sine 

and cosine types. To explain this, let us consider that the individual with 
the best fitness function (minimum value) is named xm

best, with m the 
iterative counter of the SCA. To design the evolution of the population, 
we propose the three following alternatives: 

3.2.3.1. Roulette approach. In this approach, the next potential 

individual ym
j is generated through Equation (13). 

ym
j =

⎧
⎪⎪⎨

⎪⎪⎩

xm
j + r1sin(r2)

⃒
⃒
⃒r3xm

best − xm
j

⃒
⃒
⃒ r4 ≥

1
2

xm
j + r1cos(r2)

⃒
⃒
⃒r3xm

best − xm
j

⃒
⃒
⃒ r4 <

1
2

(13) 

Where r1 is defined as a decreasing factor associated with the number 
of iterations, i.e., r1 = 1 − m

mmax
, where mmax is the maximum number of 

iterations carried out by the SCA. r2 is a random vector between 0 and 2π 
with appropriate dimensions, r3 is a random vector between 0 and 1 with 
appropriate dimensions, and r4 is a random number contained in the 
interval [0, 1]. The calculation of the potential individual ym

j by Equa
tion (13) is named the roulette approach owing to the function of the r4 
number that allows for selecting a sine or cosine function at each time. 

Once the potential individual is formed, its maximum and minimum 
values are guaranteed by comparing each component with its bounds. If 
one or more values violate the upper or lower bounds, then these are 
generated again inside their limits. This procedure guarantees the 
feasibility of all potential solutions. 

To determine if the potential solution ym
j will become xm+1

j , the 
fitness function is evaluated (Equation (14)). 

xm+1
j =

⎧
⎪⎨

⎪⎩

ym
j ff

(
ym

j

)
< ff

(
xm

j

)

xm
j ff

(
ym

j

)
≥ ff

(
xm

j

) (14)  

3.2.3.2. Additive approach. The potential solution is reached by adding 
the sine and cosine functions (Equation (15)). 

ym
j = xm

j + r1(sin(r2) + cos(r2) )r3xm
best − xm

j (15) 

For this potential solution, it is also verified that it is feasible before 
evaluating its fitness function. Through Equation (14) is selected the 
later individual in the population. 

3.2.3.3. The product approach. The potential solution, in this approach, 
yields by multiplying the sine and cosine functions (Equation (16)). 

ym
j = xm

j + r1sin(r2)cos(r2)r3xm
best − xm

j (16) 

In addition, its feasibility is verified. Then, when it is feasible, 
Equation (14) is employed to choose the later individual in the popu
lation. Each of the evolution approaches works with trigonometric 
functions that help with new solutions around the current individual xm

j 

based on circular movements governed by the random angle r2. This 
angle defines the direction of the movement as a function of the best 
solution located in the population. This is a form of exploring the solu
tion space. In addition, with the decrement of the parameter r1, this 
exploration becomes exploitation of the solution space, which allows for 
refining the best solution reached. The random value r3 works as an 
important factor between the current solution and the best one, and it 
helps to explore the solution space by tracing a linear combination 
among them. 

3.2.4. Stopping criteria 
The SCA algorithm stops its search process in the solution space 

when each of the following conditions is reached:  

● If all iterations have been made, i.e., m = mmax.  
● If during l consecutive iterations the best fitness function has not 

been modified, where lmax is the maximum number of consecutive 
iterations without improvement, i.e., l = lmax. 

3.2.5. Pseudocode of proposed SCA 
Algorithm 1 presents the main steps of the proposed sine-cosine al

gorithm for the optimal economic-environmental dispatch of thermal 
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plants for MT-HVDC systems and resumes the numerical implementa
tion of this optimization approach. 

Algorithm 1 
Pseudocode of the SCA for economic-environmental dispatch problems in MT- 
HVDC systems. 

4. Test system 

To validate the proposed SCA and its evolution variants, we adapt 
the CIGRE test system originally presented in Ref. [5] and recently 
proposed in Ref. [6]. This system includes three thermal plants at nodes 
1 to 3 and three constant power loads at nodes 4 to 6 (Fig. 1). For this 
system, the voltage design is 400 kV, and the slack node is located at 

node 2. 
All information related to the line parameters and power consump

tion is listed in Table 1, while the parameters associated with the 
environmental and economic functions are listed in Table 2. These co
efficients were selected to provide similar solutions in terms of cost and 
gas emissions of thermal plants in the United States. 

5. Computational validation 

This section presents the software and computer characteristics for 
solving the economic-environmental dispatch problem with SCA and its 
three variants. These computational validations are carried out using a 
desktop computer with an Intel(R) Core(TM) i5 − 3550 processor at 
3.50 GHz with 8 GB of RAM running a 64-bit Windows 10 Professional 
operating system using the MATLAB programming environment 2021a. 

To examine the efficiency of the proposed SCA and its three evolu
tionary alternatives, three simulation scenarios based on the values of 
the weighting factors ω1 and ω2 are created. Scenario 1 (S1): the so
lution of EEDP considering ω1 = 1 and ω2 = 0, which implies that the 
main interest is to minimize the total cost of energy production; Sce
nario 2 (S2): the solution of EEDP considering ω1 = 0.5 and ω2 = 0.5, 
which implies that both objective functions have the same numerical 
importance; and Scenario 3 (S3): the solution to EEDP considering ω1 
= 0 and ω2 = 1, which corresponds to the minimization of the total 
greenhouse gas emissions. 

To combine both objective functions are normalized with zmax
1 $

456 269.896 9 and zmax
2 = 253 864.620 5 kg, which are taken from 

Ref. [6] by solving the problems for S1 and S3, respectively. 
In all simulations, we consider 1000 iterations for the SCA, 20 in

dividuals in the population, and 100 consecutive iterations without 
improvement. 

5.1. Results for Scenario 1 

This scenario optimizes the total cost of energy production by 
assuming that ω1 = 1 and ω2 = 0. Table 3 lists the main results for this 
simulation case. 

Results in Table 3 evidence that the maximum, minimum, and mean 
values for the roulette, additive, and product evolution approaches are 
the same. This result implies that all of them reach the optimal global 
solution of the EEDP in MT-HVDC systems when the objective function is 
the minimization of the total energy production cost. Note that the 
maximum reduction yield in this cost is about 7.73% for its maximum 
value. One of the main characteristics of these numerical results is that it 
is confirmed that when the energy production cost is at a minimum, the 
greenhouse emissions are at a maximum. 

Regarding the standard deviation, we can say that exponents of 
about 1 × 10− 10 for z1 and 1 × 10− 06 for z2 show that after multiple 
iterations of the SCA, its results are close to the mean value. This 
outcome confirms the efficiency of the proposed master-slave optimi
zation approach. Concerning processing times, from the last column of 
Table 3, we conclude for scenario 1 that the roulette method is the 

Fig. 1. Six-node MT-HVDC system.  

Table 1 
Parameters of six MT-HVDC system proposed by CIGRE-B4 working group.  

Line parameters 

From To Rij[Ω] From To Rij[Ω] 

1 5 5.70 3 6 4.75 
5 3 2.28 1 2 1.90 
5 4 1.71 2 6 1.90 
1 3 2.28 – – – 

Load consumptions 

Node P [MW] Node P [MW] Node P [MW] 
4 1500 5 1250 6 950  
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quickest evolutionary approach, taking approximately 0.175 8 s (timeA2 
− timeA1) and 0.362 5 s (timeA3 − timeA1) for the additive and product 
approaches, respectively. 

Finally, the values of the variables that produce the results in Table 3 
are v2 = 400 kV, pg1 = 1093.5 MW, pg2 = 927.47 MW, and pg3 = 1800 
MW. These results coincide exactly with the numerical values reported 
in Ref. [6], where a sequential quadratic programming model was 
developed. 

5.2. Results for Scenario 2 

In this scenario is optimized is given the same importance for both 
objective functions ω1 = 0.5 and ω2 = 0.5. Table 4 lists the main results 
for this simulation case. 

From the results in Table 4, we observe that the standard deviation is 
on the order of 1 × 10− 6 to 9 × 10− 6, which is considered negligible for 
practical optimization purposes. This outcome implies that the 
maximum, mean, and minimum are numerically identical for the first six 
decimals. On the other hand, it is significant to note when factors ω1 and 
ω2 are different from 1. Both objective functions take values different 
from their maximums and minimums. 

In S2, we observe that the improvement in the energy production 
costs is about 7.45%, and the greenhouse emissions decrease by about 
0.84%. This behavior is maintained if ω1 decreases and ω2 increases. In 
addition, it is evident that in terms of processing times, the roulette 
approach is faster than the additive and product methods (see the last 
column in Table 4). In this scenario, the final values of the state variables 
are as follows: v2 = 400 kV, pg1 = 1018 MW, pg2 = 1003.4 MW, and pg3 =

1800 MW. 

5.3. Results for Scenario 3 

This scenario optimizes the total amount of greenhouse emissions by 
assuming that ω1 = 0 and ω2 = 1. Table 5 lists the main results for this 
simulation case. 

Table 5 shows the numerical performance of the objective functions 
when we try to minimize the total greenhouse emissions without 

considering the energy reduction costs. Observe that in each evolu
tionary alternatives, the objective function z2 remains equal with stan
dard deviations lower than 1 × 10− 6, which implies that these results are 
numerically equal in their first six decimals. In the case of the energy 
production costs, there are some variations concerning their maximums. 
These variations can be attributed to decimal variations in the values of 
the state variables. However, in all of these cases, the objective function 
z1 is at a maximum when z2 is at a minimum, which confirms the mul
tiobjective nature of the EEDP in MT-HVDC systems. 

It is important to mention that the maximum reduction of green
house emissions is about 3.37%, which is about 8555.28 kg of green
house emissions per hour. In terms of processing times, the last column 
in Table 5 shows that the roulette approach is faster than the additive 
and product methods. Finally, for this simulation scenario, all state 
variables take the following values: v2 = 400 kV, pg1 = 1070.6 MW, pg2 
= 1225.7 MW, and pg3 = 1529.9 MW. 

6. Conclusion and future work 

This paper analyzes an application of the SCA for solving economic- 
environmental dispatch problems in MT-HVDC systems. This study also 
proposes three evolution alternatives for selecting the potential in
dividuals based on sine and cosine functions. Each alternative allows 
reaching the optimal global solution in minimum processing times. The 
main advantage of the proposed evolutionary approach lies in its pure 
algorithmic structure. Thus, it can be easily adapted to any continuous 
optimization problem. 

As future work, SCA and its evolution alternatives will be expanded 
into a multiobjective optimization approach for solving nonlinear non- 
convex optimization problems with objectives in conflict, as in the 
case of the EEDP in MT-HVDC systems. In addition, it is possible to 
propose a second-order cone programming formulation for the EEDP 
with a guarantee of global applicability and uniqueness in the optimal 
solution. Finally, considering several metaheuristic optimization stra
tegies, future work consists of implementing other optimization 
methods to compare the efficiency and results of the strategy analyzed in 
this work. 
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Table 2 
Generation coefficients of thermal plants.  

Generation c [$] b [$/MWh] a [$/MW2h] γ [kg] β [kg/MWh] А [kg/MW2h] pmin
gi [MW]  pmax

gi [MW]  
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pg2 100 15 0.12 2.543 − 6.047 0.05638 100 2000 
pg3 200 18 0.04 4.258 − 5.094 0.04586 140 1800  

Table 3 
Simulation results for S1 applying three evolutionary alternatives.  

Alt.  max min Mean Stand. Dev. Time [s] 
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A3 z1 0.9227 0.9227 0.9227 1.3825 × 10− 10 3.6818 
z2 1.0000 1.0000 1.0000 1.6535 × 10− 06  

Table 4 
Simulation results for S2 applying three evolutionary alternatives.  

Alt.  max min Mean Stand. Dev. Time [s] 

A1 z1 0.9255 0.9255 0.9255 1.7912 × 10− 06 3.2057 
z2 0.9916 0.9916 0.9916 1.7907 × 10− 06 

A2 z1 0.9255 0.9255 0.9255 2.5364 × 10− 06 3.4015 
z2 0.9916 0.9916 0.9916 2.5361 × 10− 06 

A3 z1 0.9255 0.9255 0.9255 8.1896 × 10− 07 3.5804 
z2 0.9916 0.9916 0.9916 8.1891 × 10− 07  

Table 5 
Simulation results for S3 applying three evolutionary alternatives.  

Alt.  max min Mean Stand. Dev. Time [s] 

A1 z1 1.0005 0.9997 1.0000 1.2304 × 10− 04 3.5001 
z2 0.9663 0.9663 0.9663 1.1258 × 10− 07 

A2 z1 1.0004 0.9995 1.0000 1.8320 × 10− 04 3.5060 
z2 0.9663 0.9663 0.9663 2.4522 × 10− 07 

A3 z1 1.0002 0.9998 0.9255 6.3697 × 10− 05 3.5071 
z2 0.9663 0.9663 0.9663 4.2240 × 10− 08  
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Optimal power flow solution in direct current grids using Sine-Cosine algorithm, 
J. Phys. Conf. 1403 (2019), 012009, https://doi.org/10.1088/1742-6596/1403/1/ 
012009. 

[18] S.Y. Bocanegra, O.D. Montoya, A. Molina-Cabrera, Sine-cosine optimization 
approach applied to the parametric estimation in single-phase transformers by 
considering voltage and current measures, Dyna 88 (219) (2021) 19–27, https:// 
doi.org/10.15446/dyna.v88n219.93670. 

[19] M. Wang, G. Lu, A modified sine cosine algorithm for solving optimization 
problems, IEEE Access 9 (2021) 27434–27450, https://doi.org/10.1109/ 
access.2021.3058128. 

[20] L. Abualigah, A. Diabat, Advances in sine cosine algorithm: a comprehensive 
survey, Artif. Intell. Rev. 54 (4) (2021) 2567–2608, https://doi.org/10.1007/ 
s10462-020-09909-3. 

[21] M.A. El-Shorbagy, M.A. Farag, A.A. Mousa, I.M. El-Desoky, A hybridization of sine 
cosine algorithm with steady state genetic algorithm for engineering design 
problems, in: Advances in Intelligent Systems and Computing, Springer 
International Publishing, 2019, pp. 143–155, https://doi.org/10.1007/978-3-030- 
14118-9_15. 

[22] M.L. Manrique, O.D. Montoya, V.M. Garrido, L.F. Grisales-Noreña, W. Gil- 
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