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Abstract: Given the importance of renewable energy sources in distribution systems, this article
addresses the problem of locating and determining the capacity of these sources, namely, wind
turbines and solar panels. To solve this optimization problem, a new algorithm based on the behavior
of salp is used. The objective functions include reducing losses, improving voltage profiles, and
reducing the costs of renewable energy sources. In this method, the allocation of renewable resources
is considered for different load models in distribution systems and different load levels using smart
meters. Due to the fact that these objective functions are multi-objective, the fuzzy decision-making
method is used to select the optimal solution from the set of Pareto solutions. The considered objective
functions lead to loss reduction, voltage profile improvement, and RES cost reduction (A allocating
RES resources optimally without resource limitations; B: allocating RES resources optimally with
resource limitations). In addition, daily wind, solar radiation, and temperature data are taken into
account. The proposed method is applied to the IEEE standard 33-bus system. The simulation results
show the better performance of the multi-objective salp swarm algorithm (MSSA) at improving
voltage profiles and reducing losses in distribution systems. Lastly, the optimal results of the MSSA
algorithm are compared with the PSO and GA algorithms.

Keywords: uncertainty; renewable energy sources; energy distribution systems; optimization; salp
swarm algorithm

1. Introduction

Given the increasing electricity consumption, the economic and technical limitations in
the construction of large power plants, issues related to environmental pollution, financial
and energy crises, and the challenges involved in creating a competitive environment in
power production and sales, production has only slightly increased in the power networks,
as well as in a scattered manner [1]. Renewable energy sources (RES) such as solar and fuel
cells, wind turbines, geothermal power plants, and biomass have low power production
levels (less than 10 MW) and are installed at the lowest level of the network, i.e., near the
end-users and in the electrical energy distribution system [2–5]. Usually, the fuel consumed
by RES is either completely clean or entails very little pollution, much less than that of large
power plants. One of the advantages of using RES, in addition to clean production, is that
there will be no line losses, as power is produced at the point of consumption, and there is
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no power transmission over long distances [6]. Therefore, the presence of these sources in
power distribution networks has greatly reduced losses and costs, entailing low investment,
postponing high costs (building large power plants and transmission lines), and increasing
system reliability [7,8]. In addition, due to the radial nature of distribution networks and the
single-line output, many loads face blackouts; thus, the presence of RES in these grids also
increases reliability and improves voltage profiles and stability by reducing losses [9–12].
However, the production of RES power is associated with uncertainty and depends on
environmental conditions. It is clear that changing the production of these resources will
compromise the network’s optimal operation [13–15]. Moreover, the incorrect selection
of RES with regard to location and capacity may increase losses and increase voltage at
some buses. Since the location and the production of these resources cannot be changed,
research should seek to develop tools to bring the operating point of the network as close as
possible to optimal conditions while obtaining the maximum power from the RES [16,17].
Modeling, applications, and evaluations of optimal sizing and placement of distributed
generations, optimal sizing and placement of energy storage system in power grids, optimal
sizing and location of charging stations, new methodology for optimal location and sizing
of battery energy storage system in distribution networks for loss reduction, and multi-
objective optimal allocation and performance evaluation for energy storage have been
studied [18–23].

The optimal network restructure via improved whale optimization approach [24],
optimal locations and sizing of capacitors in radial distribution systems using mine blast al-
gorithm [25], and ant lion optimization algorithm for renewable distributed generations [26]
were also studied.

Various methods have been presented in the literature for determining the optimal
location and size of RES [27–29], as well as those of distributed generators (DGs). Most
of these methods are based on metaheuristic algorithms such as PSO [30], HBMO [31],
GA [32], and ICA [33].

It is known that most of the authorities have located and sized RES without consider-
ing wind and solar availability and their limitations. Furthermore, the type of load model
and the percentage of load power consumption are not accurate. Load distribution net-
works involve commercial, industrial, and residential customers, and the amount of these
subscribers varies throughout the day and the year, following a specific pattern for each
type of consumer. Therefore, considering loads with constant values can yield inaccurate
results regarding the problem of siting DGs and determining the capacity of RES. In some
articles, the load is considered to be multilevel, which leads to conflicting and misleading
results, taking into account that peak consumption for all types of consumers does not
happen at the same time. In this regard, the use of smart meters and accurately measuring
the consumption for different loads will result in more accurate results. Accordingly, this
article examines the accurate allocation of RES while considering the load consumed by
subscribers, separately and accurately on an hourly basis. The power generation character-
istics of RES are also examined with regard to limitations such as those inherent to wind
power. This, with the aim of reducing system losses and energy costs, as well as improving
the voltage profile in a distribution network, data for 24 h regarding wind profiles, solar
radiation, temperature, and load composition (industrial, commercial, and domestic users)
are considered. RES allocation can be defined as an optimization problem. To solve it,
the salp swarm method has been used. As for the effectiveness of the salp chain model
and the multi-objective salp swarm algorithm (MSSA), as well as its advantages in solving
optimization problems, the following remarks can be made:

• Undefeated solutions are stored in a reservoir; hence, they are never lost, even if the
entire population is destroyed in one iteration.

• Neighboring solutions in congested areas are discarded each time the reservoir is
maintained, which improves the coverage of nondominated solutions for all targets.
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• A food source is selected from the nondominant solutions with the least number of
neighboring solutions, which always leads the search toward the quieter regions of
the Pareto optimal front and improves the coverage of the solutions obtained.

• The MSSA has the same operators as the SSA because it uses the same population
distinction (leader and follower salps) and the position update process.

• The MSSA has only two control parameters (c1 and archive size).
• The MSSA is simple and easy to implement.

In theory, the above makes the MSSA potentially able to solve multi-objective opti-
mization problems with unknown search spaces, as well as logically able to find exact
Pareto optimal solutions with high accuracy. The adaptive mechanism of the MSSA allows
it to avoid local solutions and finally achieve a correct estimate of the best solution obtained
during the optimization process. In the proposed method, three objective functions are
used: reducing losses, improving voltage profiles, and reducing the costs of RES. Due
to the fact that these objective functions are multi-objective, the fuzzy decision-making
method is employed to select the optimal solution from the set of Pareto solutions. The
proposed method is applied to the IEEE 33-bus standard test system. The simulation results
of two scenarios are examined, showing the efficiency and better performance of the MSSA
algorithm in solving the multi-objective optimization problem and optimally allocating
RES in distribution systems by considering the load model and resource limitations, such as
RES installation costs and system power losses, while achieving improved voltage stability.
The continuation of the paper is as follows: the formulation of the problem (wind turbine
model, solar panel model, load model, and objective function constraints) is explained in
Section 2. A brief introduction of the salp community optimization algorithm is given in
Section 3. The studied system, the results, and the conclusions of the paper are given in
Sections 4–6, respectively.

2. Formulation of the Problem

This problem is formulated in order to plan for the location and capacity of RES in
distribution systems. To this effect, the objective functions must have the lowest possible
value, and the constraints of the problem and the network must be observed. This section
outlines the method for modeling wind turbines and solar panels regarding the objective
functions and constraints considered in this study.

2.1. Wind Turbine Modeling

The power produced by wind turbines changes over time according to the wind speed
(Figure 1).
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The approximate relation of wind turbine output power is as follows [34,35]:

PWT =


0 i f v〈Vci or v〉V0

Prw
V−Vci
Vr−Vci i f Vi < v < Vr

PrW i f Vr < v < Vco
, (1)

where Vci is the low cutoff speed, Vco is the high cutoff speed, Vr is the rated wind speed,
and Prated−wt is the output power.

2.2. Solar Panel (PV) Modeling

The output of a solar power plant can be calculated from its nominal output power
under standard test conditions (STC), as well as according to light intensity and ambient
temperature.

Ppv = PSTG Gc
GSTG

[1+K(Tc−TSTG)
, (2)

where Ppv, output of the solar power plant, STC means that the GSTC solar radiation is
1000 W/m2, TSTC solar radiation temperature is 25 ◦C, and AM atmospheric light quality is
1.5, Gc, the operating point radiation, k is the power temperature coefficient, PSTG is the
output power under STC, and Tc is the operating point temperature [36,37].

2.3. Load Modeling

Due to the fact that there are different kinds of loads in a distribution system, it is
necessary to specify the type of load to be considered in load consumption modeling. In
other words, at each substation, the type of load distribution is different (it may be industrial,
domestic, or commercial), and the amount of power consumed is a function of the voltage
range of that substation. Therefore, it is not accurate to consider the consumption power
of the nodes. Taking this issue into consideration allows proper load distribution and an
accurate calculation of system losses. To this effect, active and reactive load and power
consumption models can be defined mathematically and according to Equations (3) and (4).

Pi = P0
∣∣Vi
∣∣α, (3)

Qi = Q0
∣∣Vi
∣∣β, (4)

where P0, Q0 denotes that the power consumption at the bus has a nominal voltage [38].

2.4. Objective Functions

The objective functions considered in this optimization problem are described below.

2.4.1. Reducing Losses

To calculate the total active losses in a distribution network with N nodes, Equation (5)
is used.

J1 = PL =
N

∑
i=1

N

∑
j=1

[aij
(

PiPj + QiQj
)
+ βij

(
QiPi − PiQj

)
,

aij =
rij

ViVj
cos
(
δi − δj

)
βij =

rij
ViVj

sin
(
δi − δj

) . (5)

2.4.2. Improving the Voltage Profile

Due to the fact that the voltage in the radial system decreases at the starting point of
the feeder due to voltage drops, in order to maintain the voltage of the distribution buses
within the operating range, the improvement of the voltage profile is considered as an
objective function, which is expressed in Equation (6) [39].

J2 =
N

∑
i=1

(|Vrated −Vi|)2. (6)
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2.4.3. Cost Reduction

When it comes to RES, it is not possible to install the maximum capacity, as the
costs involved are higher than those associated with power losses. Therefore, the costs of
RES, which should be minimal, are considered as an objective function and divided into
two parts:

• The initial installation cost

Cinit = Ppv ∗ ηpv + PWT + ηWT , (7)

where PPV and PWT are the power produced by solar and wind generators in KW, respec-
tively. Note that the installation and operating costs of each solar and wind resource unit is
expressed in kW/USD [35].

• The maintenance and operating costs

The costs related to the maintenance and operations of each RES unit are different
and depend on the type of source. Therefore, these articles consider these costs separately,
which are calculated via Equation (8) [40].

CO&M = KO&M(pv) ∗ PPV + KO&M(WT) ∗ PWT , (8)

where KO&M represents the maintenance and operating costs of solar (PV) and wind (WT)
units for 1 year. Therefore, the overall cost of RES, which is considered as the objective
function, is expressed by Equation (9).

J3 = CRES = Cinit + CO&M. (9)

2.5. Constraints

Solving the RES optimization and planning problem has its limitations, which are
presented below.

2.5.1. RES Capacity

The capacity of scattered production resources, as well as the level of RES penetration,
should be limited to a certain value.

NRES

∑
i=1

PRESi ≤ RESpen ∗
NBus

∑
i=1

PLoad i, (10)

where RESpen, the penetration level of RES in the distribution network. Moreover, the
selected capacity for each of the RES must be within standard values.

PRESi ≤ PRES max i = 1, 2, 3 . . . , NRES. (11)

2.5.2. Setting the Permissible Voltage Range

The voltage of each of the buses should not be higher or lower than the allowed range.
The maximum voltage value is up to 1.05 pu, and the minimum voltage is up to 0.9 pu.

Vi,min ≤ Vi ≤ Vi,max. (12)

2.5.3. Line Capacity Constraint

In order to limit the power transmission capacity of the lines, as well as the current
passing through them, the line capacity should not exceed the specified limit.

2.5.4. Fuzzy Decision Making

The ultimate goal of a multi-objective optimization algorithm is to identify the solution
in the Pareto optimal set. However, to prove the optimality of the solution, it is impossible
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to identify the entire Pareto optimal set, due to its large dimensions. Therefore, a practical
approach to the multi-objective optimization problem is to examine the set of solutions in
which the Pareto optimal set is possible. In this research, a fuzzy-based approach is applied
to this effect.

3. Salp Swarm Algorithm

The SSA was presented in [41–43]. Salps belong to the family of Salpidae, which have
a clear, tubular body. Their body texture is very similar to that of jelly fish, and they move
much like them, with water being pumped through their bodies to provide forward thrust.
The shape of a salp can be seen in Figure 2. The SSA is inspired by the social chain-like
behavior of salps (Figure 3), as it entails better movement and involves fast, coordinated
changes for chasing food.
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3.1. Proposed Mathematical Model for the Salp Chain

To mathematically model a salp chain, the population is first divided into two groups:
the leader and the followers. The leader is the salp at the front of the chain, and others are
the followers. The leader steers the group, and the followers follow each other. Thus, they
directly or indirectly follow the leader.

As in other collective methods, the position of the salps is defined in an n-dimensional
search space, where n is the number of variables of a specific problem. Therefore, the
position of all salps is stored in a two-dimensional matrix called x. It is also assumed that
there is a food source called F in the search space, which acts as the target.

To update the position of the leader, the following equation is used:

x1
j =

{
Fj + c1

((
ubj − lbj

)
c2 + lbj

)
C3 ≥ 0

Fj − c1
((

ubj − lbj
)
c2 + lbj

)
C3 < 0

, (13)

where x1
j represents the first salp position (leader) in the j− th dimension, Fj is the food

source location in the j− th dimension, ubj represents the j− th dimension upper limit, lbj
represents the j− th dimension lower limit, and c1, c2 and c3 are random numbers.
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Equation (13) shows that the leader only updates its position relative to the food
source. The c1 coefficient is the most important parameter in the SSA algorithm because it
balances exploration and exploitation, defined as follows:

c1 = 2e−(
4l
L )2, (14)

where l the current iteration, and L is is the total number of iterations. Parameters c2 and c3
are random numbers generated uniformly in the interval [0, 1]. They indicate whether the
next position in the j− th dimension should be toward positive infinity or negative infinity,
and they also specify the step size.

To update the followers’ position, the following equation is used (Newton’s law
of motion):

xi
j =

1
2

at2 + v0t, (15)

where i ≥ 2, xi
j represents the position of the i− th follower in the j− th dimension, for a

given time t, an initial velocity v0, =
v f inal

v0
, v = x−x0

t .
Since the time corresponds to the same iteration, the difference between iterations is

equal to 1. Thus, by considering v0 = 0, this equation can be rewritten as follows:

xi
j =

1
2

(
xi

j + xi−1
j

)
at2, (16)

where indicates the position of the i− th follower SALP in the j− th dimension.
With Equations (14) and (16), the salp chains can be simulated. The pseudo code of

the SSA is shown in Figure 4.
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3.2. Multi-Objective SALP Swarm Algorithm

The answer to a multi-objective problem is a set of answers called the Pareto optimal
set. The SSA can move salps to the food source and update them as the iterations progress.
However, this algorithm is not able to solve multi-objective problems due to the following
reasons:

• The SSA stores only one answer as the best; hence, it cannot store multiple answers
for a multi-objective problem.

• The SSA updates the food source with the best answer obtained so far in each iteration,
but there is no single best answer for multi-objective problems.

The first problem can be solved by equipping the food source reservoir with the SSA.
This reservoir stores the best nondominant answers obtained so far during the optimiza-
tion process and is very similar to multi-objective particle swarm optimization (MOPSO)
archives. This reservoir can store a limited number of non-overwhelming responses. During
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optimization, each salp is compared with all residents of the tank using Pareto dominant
operators. If a salp is dominant over an answer in the pool, they are swapped. If a salp
dominates a set of answers in the pool, they are all replaced with the salp. If at least one
resident of the tank dominates a salp in the new population, it is immediately released.
If a salp is not dominant compared to all the inhabitants of the reservoir, it is added to
the archive. This ensures that the repository always stores undefeated answers. However,
there is a special case in which the reservoir is completely filled and a salp is not dominant
in comparison with the reservoir inhabitants. Of course, the easiest way is to randomly
remove one of the answers from the archive and replace it with an undefeated salp. A
more reasonable approach is to remove one of the similar undefeated answers in the pool.
Because a comparative multi-objective algorithm must be able to find uniformly distributed
Pareto optimal solutions, the best candidate to be removed from the archive is a candidate
located in a densely populated area. This method improves the distribution of the residents
during iterations. To find non-dominated responses with a densely populated neighbor-
hood, the number of neighborhood responses with a certain maximum distance is counted
and assumed. This distance is defined as d = max−min

repository size , where max and min are two
vectors for storing the maximum and minimum values of each target. Repository has one
answer per best case section. After assigning a rank to each tank resident as a function of
the number of neighborhood responses, a roulette wheel is used to select one of them. The
higher the number of neighbor responses for an answer (i.e., the larger the rank number),
the more likely it is to be removed from the pool.

4. System under Study

This article deals with the optimal placement and sizing of renewable resources (i.e.,
solar and wind power). In this context, the IEEE 33-bus standard system was used; the
single-line diagram of this system is shown in Figure 5. Because the purpose of this article
is to study and limit wind and solar resources, wind and solar radiation profiles, along
with the temperature, are shown in Figures 6 and 7. In addition, the load profile percentage
according to the type of load is shown in Figures 8 and 9. Moreover, the coefficients
related to the load modeling methods are given in Table 1. In this article, this load profile
percentage is taken from intelligent sampling systems in the network, unlike other studies,
where these percentages are fixed. This entails an accurate study and a correct selection of
RES resources in the distribution system. Moreover, Tables 2 and 3 present information
related to the installation costs of wind turbines and solar panels according to the network’s
capacity. Information about the SSA optimization method is given in Table 4.
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Figure 9. The 24 h load percentage profile of the studied system.



Energies 2023, 16, 474 10 of 17

Table 1. Type of load and power values for modeling.

Load Type α β

Household 0.90 4.05

Industrial 6 0.2

Commercial 3.5 1.50

Table 2. Wind turbine parameters.

Parameter Value

Rated power 5.7 kW

Nominal speed 13 m/s

Low cutoff speed (cut in) 3 m/s

High cutoff speed (cut out) 25 m/s

Maximum output power 8.1 kW

Output power at high cutoff speed 5.8 kW

Initial investment 90,000 USD per unit

Repair/maintenance and operation costs 5000 USD per unit-year

Useful life 20 years

Table 3. Solar array parameters.

Parameter Value

Rated power 1 kW per unit

Initial investment 1800 USD per unit

Repair/maintenance and operation costs 5 USD per unit-year

Useful life 20 years

Table 4. Information on the SSA.

Parameter Value

Maximum number of repetitions 500

Population 100

Number of executions 5

5. Simulation Results

The simulation was conducted in MATLAB 2017. The general trend of the subject
is shown in Figure 10. In this article, two scenarios were defined for simulating and
optimizing the system under study, as follows:

1. Optimal allocation of RES resources without resource limitations
2. Optimal allocation of RES resources with limited resources

Optimization was carried out according to the objective functions, and the results are
given in Tables 5 and 6. The optimal results were introduced using the genetic algorithm
(GA)/particle swarm optimization (PSO) for locating and finding the optimal size of
distributed generation in distribution systems, indicating the superiority of the proposed
method.
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Table 5. Optimal results of the algorithms for the first scenario.

Algorithms PFWT BusWT BusPV NWT NPV

PSO 0.71 31 12 388 1954

GA 0.69 32 12 389 1957

MSSA 0.73 31 12 385 1951

Table 6. Optimal results of the algorithms for the first scenario.

Algorithms PFWT BusWT BusPV NWT NPV

PSO 0.60 30 11 1114 2999

GA 0.59 33 8 1116 3001

MSSA 0.62 33 10 11,108 2996

In many cases, the objective functions defined in the multi-objective optimization
problem conflict with each other. In such a case, it is said that there will be “Pareto optimal
solutions” for a multi-objective optimization problem (theoretically, there may be infinite
Pareto optimal solutions for a multi-objective optimization problem). There is a concept
called nondominated solution in multi-objective optimization problem-solving systems.
If improving the values produced by one or more objective functions of this problem (by
placing the candidate solution in the objective functions and producing output values)
causes a decrease in the quality of the values produced by other objective functions of
the same problem, a candidate solution for the multi-objective optimization problem is
called “nondominated”. Such answers are called “Pareto optimal”. Without additional
information, all Pareto optimal solutions are equally good and are considered equal to
each other. The results show that, when the number of sample points increased, the results
did not change significantly. The set of Pareto solutions, the solution obtained via fuzzy
decision making, the voltage profile, and the active and reactive power losses for 24 h
before and after optimization are shown in Figures 11–20.
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Figure 12. Voltage profile for 24 h (first scenario).
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Figure 13. Active power losses for 24 h (first scenario).
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Figure 14. Reactive power losses for 24 h (first scenario).
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Figure 15. Power produced by RES for 24 h (first scenario).
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Figure 16. Pareto solution set, MSSA algorithm (second scenario).
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Figure 18. Active power losses for 24 h (second scenario).
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Figure 19. Reactive power losses for 24 h (second scenario).
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Figure 20. Power produced by RES for 24 h (second scenario).
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According to the results, it can be said that, despite the inclusion of RES, the losses
in the distribution system decreased and the voltage profile increased. Table 7 shows the
comparison of objective functions between scenarios.

Table 7. Comparison of objective functions between scenarios.

Scenario Losses (kW)

First 914.05

Second 1202.07

6. Conclusions

Distribution systems are of great importance, as they are the lowest link in the distri-
bution of electrical energy. Therefore, improving the operating conditions, reducing losses,
and improving voltage profiles are particularly relevant. In this article, a method was pro-
posed to determine the location, capacity, and number of renewable energy sources (RES)
in the distribution systems. In this method, the load profile and sources of wind and solar
energy are considered for a 24 h interval. The RES allocation problem is considered to be a
multi-objective optimization problem whose objective functions are loss reduction, voltage
profile improvement, and RES cost reduction. To solve this problem, a new multi-objective
salp swarm algorithm is considered. The proposed method was applied on the 33-bus
standard test system, and the results showed the efficiency of the algorithm in determining
the location and size of RES in distribution systems with several load models (industrial,
commercial, and household), with reduced losses and improved voltage profiles. In order
to address the limitations of RES, the amount of wind and solar resources was considered to
be 70% of the nominal percentage. In this case, despite the limited resources, a reduction in
losses was observed. However, the costs of the RES increased as their production increased.
In light of the importance of distribution systems, it can be said that, even in the worst
scenarios, an optimal design would improve the operating conditions of a distribution
network.

In the future, we will look at the following topics:

• Considering the uncertainty of load and power of renewable energy sources in solving
the problem of microgrid energy management,

• Checking the proposed method in large systems,
• Considering the energy storage system,
• The cost of resources in accordance with the number and type of resources.
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