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Abstract: This paper studies the problem regarding the optimal power dispatch of photovoltaic (PV)
distributed generators (DGs) in Direct Current (DC) grid-connected and standalone networks. The
mathematical model employed considers the reduction of operating costs, energy losses, and CO2

emissions as objective functions, and it integrates all technical and operating constraints implied by
DC grids in a scenario of variable PV generation and power demand. As a solution methodology,
a master–slave strategy was proposed, whose master stage employs Antlion Optimizer (ALO) for
identifying the values of power to be dispatched by each PV-DG installed in the grid, whereas the
slave stage uses a matrix hourly power flow method based on successive approximations to evaluate
the objective functions and constraints associated with each solution proposed within the iterative
process of the ALO. Two test scenarios were considered: a grid-connected network that considers
the operating characteristics of the city of Medellín, Antioquia, and a standalone network that uses
data from the municipality of Capurganá, Chocó, both of them located in Colombia. As comparison
methods, five continuous optimization methods were used which were proposed in the specialized
literature to solve optimal power flow problems in DC grids: the crow search algorithm, the particle
swarm optimization algorithm, the multiverse optimization algorithm, the salp swarm algorithm,
and the vortex search algorithm. The effectiveness of the proposed method was evaluated in terms of
the solution, its repeatability, and its processing times, and it obtained the best results with respect to
the comparison methods for both grid types. The simulation results obtained for both test systems
evidenced that the proposed methodology obtained the best results with regard to the solution, with
short processing times for all of the objective functions analyzed.

Keywords: direct current grids; grid-connected network; standalone network; metaheuristic op-
timization; distributed generation; photovoltaic generation; operating costs; energy losses; CO2

emissions

1. Introduction
1.1. General Context

In recent decades, the advances made in electronic devices and renewable energies
have generated a high inclusion of renewable energy resources within conventional electri-
cal networks, which has also been encouraged by governments around the world through
laws and regulations [1,2]. PV generation has been the most widely used and installed
distributed generation technology in recent years, given the fact that it operates with solar
radiation, the most common renewable energy source around the world. Thereupon, PV
distributed generation (DG) has been widely studied, explored, and utilized in residential,
commercial, and industrial applications [3,4].
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The feasibility of including PV generation in a country depends on its location and
weather conditions [5], due to the fact that the power generated by a PV generation system
is a function of the solar radiation received in the region where the electrical system is
located, as well as of the environmental temperature and the total hours of sun per day of
operation. With this in mind, some countries are highly attractive, while others are not [6].
With the aim to present a graphic example, Figure 1 illustrates the PV energetic potential
of Colombia, which is considered an excellent candidate for the development of PV solar
generation projects, given its excellent radiation conditions in its different regions. This
figure presents regions with low daily solar radiation (blue), with values near to 2.6 kWh,
and areas with high solar radiation values (red), i.e., 5 kWh per day. This figure was
adapted from [7].

 

 

 

 

 

l 

Figure 1. Daily solar radiation in Colombia.
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Recognizing the importance of PV DG as a source of power, governments around
the world have issued policies that encourage the integration of PV generation within
the energy matrix [8], with the aim to reduce environmental impacts and dependence
on fossil fuels. In Colombia, the government has developed different regulations aimed
at including renewable resources into the energy matrix, as is the case of the CREG 030
and 038, which contain the electrical regulations for including DGs in grid-connected
and standalone networks [9,10]. Based on these energetic polices and roadmap, multiple
industries and distribution companies have set out to implement different PV generation
projects that allow taking advantage of the high level of solar radiation in the different
regions of the country, mainly focusing on two important locations: the Caribbean coast
and the department of Antioquia.

Given the importance of solar generation in Colombia and other countries of the
world, multiple PV-DGs have been located in standalone and grid-connected electrical
distribution systems, and there is currently a need to develop power dispatch strategies
that allow users and owners of the electrical network to benefit from a technical, economi-
cal, and environmental perspective, which is limited by several technical and operating
constraints associated with the devices that make up the electrical network with regard to
the use of PV-DG.

1.2. Motivation

The high number of PV-DGs installed within conventional electrical networks has
generated the need to change the mode in which these systems are operated. In most
cases, PV-DGs are operated while considering their maximum power point (MPP), with the
aim to obtain the maximum possible power from PV systems [11,12]. This operation
scenario is only feasible when the power generated is less than that demanded by the
electrical system. In other cases, it is necessary to control the PV power in order to ensure
power balance in the electrical grid. This control must operate each time that the power
generation and demand change, as well as in scenarios of low power demand. Otherwise, it
is necessary for PV systems to return to MPP operation [13]. A high proportion of the works
reported in the literature and the control strategies used in industrial applications focuses
only on ensuring the MPP at in PV-DGs all times, neglecting the possibility of controlling
PV power generation under conditions of low power demand. This is attributed to the
classical operation of electrical power systems, which require more and more power every
time. However, due to the change in power consumption and the full loadability of some
electrical lines due to the increase in the power demanded and generated (as is the case of
Chilean power systems), sometimes it is necessary to consider the total control of the PV
generation in power dispatch strategies. This aims to obtain the most out of this renewable
resource. Furthermore, in the literature, the energy management strategies proposed for PV
generation in grid-connected and standalone networks have been mostly evaluated for one
kind of electrical grid, so it is necessary to propose power dispatch strategies that ensure
excellent results in both grid-connected (GCN) and standalone (SN) networks. Based on
the above, this paper analyzes the most important works regarding the optimal operation
of PV-DGs in GCN and SN, in order to identify the most important solution strategies;
the most employed technical, economical, and environmental objective functions; and the
current needs. This aims to propose an energy management system for DC GCN and SN
networks that allows for improving their technical, economical, and environmental indices
while considering all constraints that constitute the problem under study.

1.3. State of the Art

In recent decades, the use of solar energy has become a very relevant issue, which is
why several researchers have conducted different studies regarding the implementation
of PV generation systems in order to optimize the rational use of energy in DC grids
while minimizing objective functions such as energy losses, operating costs and energy
purchases from the grid, and CO2 emissions, among others [14–17], while taking advantage



Energies 2023, 16, 1350 4 of 28

of artificial intelligence, which allows solving complex problems in short periods of time,
obtaining solutions of excellent quality [18,19]. The most relevant works addressing the
problem under study are discussed below.

The authors of [14] employ a genetic algorithm to solve the power dispatch problem
in a distributed generator located within a DC grid, considering the minimization of
the network operating costs as the objective function. The authors consider the load
demand requirements and the costs associated with renewable and conventional generators
while using a test system composed of 6 buses for validating the proposed methodology.
Within the set of constraints involved in the employed mathematical model, this document
takes into account the voltage profile limits and the maximum current limits in the lines
that compose the electrical grid, which allows adequate representation of the operation of
the DC grids from a mathematical point of view. However, the author does not consider
the average processing time, the standard deviation of the proposed solution, or any
other comparison methods, which is all important elements when it comes to validating
the effectiveness of an energy management system [13]. In [15], the authors propose
solving the economic power dispatch problem in microgrids while employing metaheuristic
optimization methods. The authors use a test system composed of 37 buses and consider
PV and diesel generators to supply electric power to the network. This document uses the
memory-based gravitational search algorithm (MBGSA) for solving the aforementioned
problem while considering some comparison methods such as particle swarm optimization
(PSO), genetic algorithms (GA), the gravitational search algorithm (GSA), and the artificial
bee colony (ABC). It is worth noting that this document does not analyze the average
solution, standard deviation, and average processing times of each methodology. However,
the results show that the proposed algorithm is the best method regarding the solution to the
problem under study in comparison with the other solution strategies. In [16], the authors
propose an energy power dispatch that considers a DC grid located in Tianzhong-Xinjiang,
China. This network is composed of PV, wind, and thermal DGs. The minimization of the
generation costs and emission gasses related to thermal generation is used as the objective
function, and the results show the feasibility of said reductions. The authors of [17]
study the technical-economic feasibility of PV-DG within a mixed AC-DC distribution
grid. The authors employ a master–slave methodology that involves the non-dominant
sorting genetic algorithm-II and the sequential quadratic method. This strategy was tested
in a radial 33-bus system, and its objective function was the minimization of operating
costs and energy losses, obtaining excellent results. This paper considers the minimum
solution obtained by the proposed methodology and comparison methods used, but it
does not consider the average solution, the average processing times, or the standard
deviation. In the study carried out by [20], the authors employ the crow search algorithm
(CSA) to solve the economic and emissions dispatch problem. To carry out the simulations,
the authors consider the combination of traditional and renewable power generators. They
use different comparison methods, but they do not consider the analysis of the average
solution, the average processing time, or the standard deviation.

In [21], the authors propose the implementation of the multiverse optimizer (MVO) in
the master stage and successive approximations (SA) method in the slave stage in order to
minimize the power losses in DC networks through a strategy that allows obtaining the
optimal power dispatch of DGs in DC networks. This paper considers some comparison
methods, the average solution, and the standard deviation, but it does not specify the
processing time required by the optimization algorithms. The results obtained show
the superiority of the MVO with regard to the comparison algorithms in reducing the
power losses of the test systems used. The work by [22] proposes the implementation
of the black hole algorithm (BH) to solve the problem regarding DG power dispatch in
DC grids, aiming for the reduction of power losses in the 21- and 69- bus test systems
as the objective function. This paper compares the proposed algorithm with a solver of
the General Algebraic Model System (GAMS), and the results obtained demonstrate its
excellent performance. This study analyzes the minimum solution, but it disregards the
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average solution, the average processing times, and the standard deviation of the results.
The work published by [23] suggests the use of the salp swarm algorithm and the successive
approximations power flow method to solve the optimal power dispatch problem for DGs
in DC grids. This document analyzes the minimum and average solutions reported by the
optimization algorithm, as well as the average processing times and the standard deviation
after 100 executions. The proposed methodology was compared with MVO, BH, and PSO,
demonstrating the superiority of the studied algorithm in terms of the minimum and
average solution, the standard deviation, and the processing times required with respect to
the algorithms employed for the sake of comparison.

Multiple works have been proposed for solving the optimal power dispatch in DC
grids in order to improve the technical, economical, and environmental conditions of
these networks [13,24,25]. These studies are based on master and smart control strategies
that use sequential programming optimization techniques, with the purpose of avoiding
the implementation of specialized tools, which increases the complexity and costs of
any solution methodology. The average solution, standard deviation, and processing
times required by these solution strategies are analyzed with the aim to propose energy
management systems for DC grids that are fast and have high performance and repeatability.
The main weakness of some of these works it is that they consider PV generators to operate
in MPP, i.e., the generators always produce their maximum rated power. However, the PV
generators must be operated in different power ranges when there are changes in load
conditions, in order to offer the best technical, economical, and environmental conditions
to the owners, operators, and users of the DC grid. That is to say, when there is lower
demand in comparison with the PV power generation, it must be controlled by seeking
the power point that entails the maximum benefits in terms of the objective function used;
otherwise, it must be disconnected. In this way, different researchers have set out to ensure
the control of the power generation in PV generators for improving the grid conditions.
This is the case of the work reported in [26], where the authors propose a control strategy
for operating a PV-distributed generator in operation points different from MPP. This
aims to guarantee all technical and operating constraints of a DC microgrid operating in
standalone mode. This work demonstrated that it is possible to seamlessly control the
power generation in a PV generator. In light of this, some works have been published
in recent years regarding the optimal dispatch of PV generators in grid-connected and
standalone networks. An example of this is the work reported in [27], where a mathematical
formulation was proposed for the optimal operation of PV generators in a DC grid with
the purpose of reducing the energy costs, using the CPLEX software (IBM ILOG CPLEX
Optimization Studio,2004) as a solution method. In [28], linear models are proposed to
establish the power scheduling of PV generators located in a grid-connected system, which
are implemented in GAMS while using the reduction of the operating costs as an objective
function. The authors of [29] obtained the optimal operation of PV-DGs in a DC grid by
using a semi-definite programming model with the aim to reduce the operation costs and
satisfy all constraints that represent the problem addressed. The high implementation of
specialized software is associated with the high complexity of the problem studied, but,
as mentioned before, the implementation of this kind of solution strategy increases the cost
and complexity of the solution. To address this issue, optimization methodologies based on
sequential programming have been proposed [30], which analyze the economical, technical,
and environmental impact of an adequate operation schematic of PV-DGS. However, this
still requires exploration. Finally, with the aim to summarize the different optimization
methodologies, objective functions, and pros and cons of the previously reported solution
methodologies, as well as to show the references of said works, Table 1 is presented below.
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Table 1. Pros and cons of the works analyzed in the state of art.

Method Year Objective Function Considered Not Considered Reference

Genetic
algorithm 2016 Minimization of

operating costs

Variable power
demand and generation

Average processing
time analysis

[14]Costs associated with
renewable and
conventional generators

Standard deviation analysis

voltage profile limits Comparison methods
Average solution analysis Maximum current line

Non-dominant
sorting genetic

algorithm-II
2019

Minimization of
operating costs and

energy losses

Best solution analysis Average solution analysis
[17]Comparison methods Average processing time

analysis
Standard deviation analysis
Maximum current line

Crow search
algorithm 2019

Minimization of
operating costs and

CO2 emissions

Best solution analysis Average solution analysis
[20]Comparison methods Average processing time

analysis
Standard deviation analysis
Maximum current line

Black hole
optimization 2019 Minimization of

power losses

Best solution analysis Average solution analysis
[22]Comparison methods Average processing time

analysis
Standard deviation analysis
Maximum current line

Parallel particle
swarm optimizer 2020

Minimization of the
energy purchasing

costs

Best solution analysis

[13]

Average processing time
analysis
Average solution analysis
Standard deviation analysis
Comparison methods
voltage profile limits
Maximum current line

Antlion
optimizer 2020 Minimization of

power losses

Best solution analysis Average solution analysis

[24]
Average processing time
analysis Standard deviation analysis
Comparison methods Maximum current line

Salp swarm
algorithm 2021 Minimization of

power losses

Best solution anylisis variable power generation
and demand

[23]
Average processing
time analysis
Average solution analysis
Standard deviation analysis
Comparison methods
Maximum current line

Memory-based
gravitational

search algorithm
2021 Minimization of

operating costs

Best solution analysis Average processing time
analysis

[15]Comparison methods Average solution analysis
Standard deviation analysis
Maximum current line

Multiverse
optimizer 2021 Minimization of

power losses

Best solution analysis Average processing time
analysis

[21]Average solution analysis Maximum current line
Standard deviation analysis
Comparison methods

Salp swarm
algorithm 2022

Minimization of
energy losses,

operating costs, and
CO2 emissions

Average solution analysis

[30]
Average processing time
analysis
Standard deviation analysis
Comparison methods
Maximum current line

As shown in Table 1, the solution methodologies proposed for the problem regarding
the optimal power dispatch of PV-DGs in DC grids must consider the technical, economical,
and environmental conditions of the grid to satisfy the needs of the users and the owners.
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All energy management systems (EMS) have to be evaluated in terms of their average
solution, standard deviation, and processing times, aiming to ensure that all solution
methodologies exhibit adequate performance and ensure a solution of good quality every
time they are implemented. Moreover, the mathematical models that constitute the problem
studied herein must observe all technical and operating constraints that represent the
operation of DC grids under a PV generation environment, including the voltage profile
and branch current limits, which is neglected in many studies, taking variable power
generation and demand into account.

In light of the above, it is currently necessary to develop EMS for solving the optimal
power dispatch of PV-DGs in DC grids, considering the most commonly used technical,
economical, and environmental indices as objective functions, i.e., the reduction of energy
losses, operating costs, and greenhouse gas emissions. It is important for these energy
management systems to employ real an variable power generation and demand data from
grid-connected and standalone DC networks, as well as sequential programming tech-
niques that can be replicated in any free software and ensure excellent results in terms of
the solution, repeatability, and processing times. This uses solution optimization method-
ologies with high performance that take advantage of the multiple benefits of artificial
intelligence [31,32]. Given these needs, this article proposes a master–slave methodology
that involves the antlion optimizer (ALO) and the matrix hourly power flow method based
on successive approximations while considering three objective functions: the reduction of
energy losses, operating costs, and CO2 emissions. To determine the effectiveness of the
proposed methodology, two test systems were used. The first one corresponds to a stan-
dalone network, particularly considering the energy costs, emissions factor, PV generation,
and power demand of Capurganá, Chocó, a little town located on the Caribbean coast of
Colombia. The second one is a grid-connected DC network in Medellín, a city located in
the Colombian department of Antioquia. To obtain the aforementioned parameters, data re-
ported by NASA [33], Empresas Publicas de Medellín (EPM), and Instituto de Planificación
y Promoción de Soluciones Energéticas para Zonas No Interconectadas (IPSE) [34,35])
were used. Finally, CSA [36], PSO [37], MVO [38], SSA [39], and VSA [40] were used as
comparison methods. These techniques were selected because of their excellent perfor-
mance regarding the studied problem. All solution methodologies were analyzed in terms
of their average solution, standard deviation, and processing times, in order to identify
the best-performing optimization methodology with regard to the optimal PV-DG power
dispatch problem in DC grid-connected (GCN) and standalone (SN) networks.

1.4. Scope and Main Contributions

This paper deals with implementing a master–slave methodology that involves the
ALO and a matrix hourly power flow based on successive approximations for solving the
problem regarding the optimal power dispatch of PV distributed generators in DC GCN
and SN with the purpose of improving their economical, technical, and environmental
conditions while considering all constraints under a scenario of distributed generation,
as well as the variable renewable power generation and power demand associated with the
municipality of Capurganá (SN) and the city of Medellín (GCN). This paper’s contributions
are listed below in order of relevance:

• The implementation of a mathematical formulation that observes all technical and
operating constraints that constitute the operation of DC grids under a scenario of PV
distributed generation.

• A new master–slave methodology to solve the optimal power dispatch in DC grids
which employs the ALO and a matrix hourly power flow method and yields the best
results with regard to solution quality (best solution and standard deviation).

• The implementation of two DC grids (GCN and SN) that represent the average PV
power generation and demand reported in Colombia.
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• A methodology that allows identifying the optimization method that optimally bal-
ances solution quality and processing times for solving the problem of optimal power
dispatch in DC grids.

• The identification of the current economic needs associated with operating GCN and
SN in Colombia.

1.5. Paper Structure

The first section of this paper presented the problem under study, reviewed the special-
ized literature to identify current needs, and proposed a solution methodology. The second
section presents the mathematical formulation used for improving the economical, tech-
nical, and environmental conditions of the DC grids used. The third section explains the
codification and the master–slave strategy proposed as a solution. Afterward, the fourth
section describes the test systems, the generation and demand curves, and the main consid-
erations used in this work. The fifth section evaluates and discusses the simulation results
for the GCN and SN, and the last section draws the main conclusions and outlines future
works related to this research.

2. Mathematical Formulation

This section describes the mathematical formulation used to improve the economical,
technical, and environmental conditions of the DC grid by integrating a series of technical
and operating constraints associated with DC grids under a variable PV power generation
and demand scenario. This mathematical model considers an average operation day for a
DC grid using the power data, energy costs, and CO2 emissions typical of grid-connected
and standalone DC grids.

2.1. Objective Functions

The first objective function corresponds to the reduction of operating costs (Ecost), which
is expressed in Equation (1). This objective function concerns the reduction of the energy
costs related to energy purchasing from the convectional generators in the DC grid ( f1),
as well as the reduction of the maintenance costs of the PV-DGs, in terms of the power
generated by the devices ( f2).

min Ecost = f1 + f2 (1)

Equation (2) allows calculating the total energy purchases from conventional genera-
tors for a day of operation. Here, CkWh denotes the energy purchasing cost in conventional
generators. This value is associated with the grid energy cost in grid-connected networks
and the diesel generation costs in standalone grids. Furthermore, ps

i,h is the power supplied
by the conventional generator located at bus i at time h, and ∆h denotes the time interval
analyzed in this research (1 h). Finally, the sets H and N contain all hours considered
within the time horizon and all the buses that constitute the DC grid, respectively.

f1 = CkWh

(
∑

h∈H
∑

i∈N
ps

i,h∆h

)
(2)

Equation (3) is used to calculate the costs of maintenance associated with the operation
of the PV-DGs. here, CO&M represents the per-kW maintenance costs generated by the PV
generator, and ppv

i,h is the power generated in the period h by the PV distributed generator
installed at bus i.

f2 = CO&M

(
∑

h∈H
∑

i∈N
ppv

i,h∆h

)
(3)

The second objective function involves a reduction in the energy losses associated
with energy transport in the DC grid (Eloss), which is presented in Equation (4). In this
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equation, Rl and Il represent the resistance and current at the electrical line l, with L being
the set containing all the electrical lines that make up the DC network.

min Eloss = ∑
h∈H

∑
l∈L

Rl I2
l ∆h (4)

Finally, Equation (5) denotes the third objective function used in this paper, which
corresponds to the reduction of CO2 emissions (ECO2), which are associated with the
emissions caused by diesel generators in standalone grids and the per-kW emissions factor
of interconnected networks. In this equation, CEs denotes the emissions factor of the
conventional generators installed in the DC grid.

min ECO2 = CEs

(
∑

h∈H
∑

i∈N
ps

i,h∆h

)
(5)

2.2. Set of Constraints

This subsection describes all of the constraints that represent the technical and operat-
ing limitations of DC grids operating under a scenario of PV-DG.

ps
i,h + ppv

i,h − Pd
i,h = vi,h ∑

j∈N
Gijvj,h (6)

Equation (6) expresses the most important constraint for a correct operation of the DC
grid. This equation ensures the global power balance in the different periods of operation
considered within the time horizon (24 h), taking into account the power supplied by
the conventional generator (ps

i,h) and the PV-DGs (ppv
i,h), the power demanded by the load

connected at bus i in the hour h (Pd
i,h), the power losses as a function of the conductance of

the line connecting the buses i and j (Gij), and the voltage of the bus i (vi,h) and j (vj,h) at
time h.

Ps,min
i ≤ ps

i,h ≤ Ps,max
i (7)

The technical constraints of the conventional generators installed in the electrical
grid are expressed in Equation (7). Here, Ps,min

i and Ps,max
i represent the minimum and

maximum power supplied by the conventional generator located at bus i.

Ppv,min
i ≤ ppv

i,h ≤ Ppv,max
i (8)

Ppv,max
i ≤ Ppv

i Cpv
h (9)

The maximum (Ppv,max
i ) and minimum (Ppv,min

i ) limits of the PV distributed generator
located at bus i are described in Equation (8), which enables the definition of the operation
range of the PV-DGs. To calculate Ppv,max

i , Equation (9) is used, where Cpv
h is a function

of the solar radiance and environmental temperature in the region where the DC grid
is located and the PV technology is considered. Note that Ppv,min

i takes a value of zero
in all DGs. A complete description of the PV power limits is presented in Section 4 of
this manuscript.

Vmin
i ≤ vi,h ≤ Vmax

i (10)

Equation (10) ensures that the voltage profile limits are met in all buses of the DC
grid, with Vmin

i and Vmax
i being the minimum and maximum voltages allowed at bus i.

It important to note that this work considered ±10% of the DC grid’s nominal voltage as
voltage bounds [21].

−Imax
l ≤ Il,h ≤ Imax

l (11)

Finally, Equation ensures that the current is within the technical limits set in accor-
dance with the kind of lines installed in the DC network. Here, Il,h is the current that flows
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through branch l branch at time h, while Imax
l denotes the maximum current allowed in

both directions of the line. Note that this work considers telescopic electrical networks
(i.e., a real scenario), for which the maximum current is established for each line in the
DC grid.

2.3. Fitness Function

With the aim to guarantee that all constraints associated with the DC grid are observed
and that non-feasible regions are explored, as well as to reduce the processing times and
enhance the exploration of the ALO [13], this article uses the fitness function described in
Equation (12).

FF = OF + α


max

{
0, Vi,h −Vmax

i
}

−min
{

0, Vi,h −Vmin
i
}

−min
{

0, real(ps
i,h − Ps,min

i )
}

+min
{

0, real(ps
i,h − Ps,min

i )
}

+max
{

0, Il,h − Imax
l
}

 (12)

Here, OF denotes the objective functions selected (one of the three proposed in this
paper), while α is a constant that allows normalizing the violations of some of the constraints
involved in the problem. α takes a value of 1000 in this work, being this obtained in a
heuristic way. Finally, in this equation, the expressions min and max select the minimum
and maximum values between the limit and the variable analyzed, with the aim to penalize
the objective function when any of the constraints that make up the problem is violated.

3. Codification and Optimization Methodology

To solve the problem regarding the optimal power dispatch of PV-DGs in DC grids,
this paper proposes a master–slave methodology. In the master stage, the ALO is entrusted
with solving the optimal power flow problem by establishing the power to be generated
in each hour of operation by the PV-DGs in the DC grid. To this effect, the codification
depicted in Figure 2 is used.

Figure 2. Codification used for the optimal operation of PV-DGs in DC grids.

This codification proposes, for each generator in the DC grid, a power value to be
injected in the different hours of solar radiation. This value is fixed between 0 kW and the
maximum power that can be supplied in each period of time under analysis. It is calculated
by considering the PV technology installed, the solar radiance, and the environmental
temperature in the region where the DC grid is located (see Section 4). As shown in Figure 2,
the location of three PV distributed generators is considered, along with different power
values between 6:00 and 19:00, which corresponds to the hours of solar radiation in the
Colombian regions studied in this research.

In the analyzed methodology, the slave stage is entrusted with evaluating the fit-
ness function for each solution generated by the master stage. To this effect, a matrix
hourly power flow method was used which allows evaluating all time periods at the same
time, thus reducing the processing times in comparison with other hourly power flow
methodologies. The master and slave stages used in this study are detailed below.

3.1. Antlion Optimizer

The Antlion Optimizer (ALO) is a bio-inspired method used to solve optimization
problems with continuous variables. This methodology works on the basis of the antlion’s
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food hunting method. This species creates a cone-shaped trap on the ground to hunt its
food. When the antlion creates the trap, it buries itself deep inside the cone and waits for
insects to fall into it (it preferably hunts other types of ants), trapping and taking them as
food. The ants stochastically move through the solution space while searching for their food,
which is known by the algorithm as random walks. This behavior is modeled mathematically
in order to represent the behavior of the ants within the optimization method ([41,42]),
as well as to obtain the best solution possible to continuous problems. The iterative process
used by the ALO is presented below.

3.1.1. Generating the Initial Population

The initial population of ants is randomly created (here, the ants represent the possible
solutions to the problem addressed). This is done by considering all constraints involved
in the problem. Within this population, each individual corresponds to an ant, which
comprises the particular values assigned to the variables of the problem. To generate a
value for each ant in the initial population, Equation (13) is used.

Antst = Ymin · ones(Ni, Nv) + (Ymax −Ymin) · rand(Ni, Nv) (13)

Note that Ymin and Ymax are vectors of size 1xNv which contain the lower and upper
bounds of the solution variables related to PV generator operation, as shown in (14) and (15),
where Nv is the number of values that make up each individual, i.e., the number of
variables that represent the continuous problem under study. Furthermore, ones(Ni, Nv)
and rand(Ni, Nv) are a matrix filled by ones and random values of size NixNv, where Ni
represents the number of individuals that compose the initial population. Equation (13)
allows the creation of a population of ants that explore larger regions of the solution space.
Finally, t is the current iteration of the algorithm (t = 0 in this particular case).

Ymin = [Ymin
1 , Ymin

2 , · · · , Ymin
Nv

] (14)

Ymax = [Ymax
1 , Ymax

2 , · · · , Ymax
Nv

] (15)

In order to understand the population of ants, Equation (16) is used, where each
individual (i.e., a solution for the problem under analysis) corresponds to the variables
in each row. In this equation, it can be noted that the population corresponds to a matrix
of size NixNv, which is updated in each iteration of the algorithm in order to find the
individual with the best possible solution, where Ni is the number of rows, this value
represents the total of ants or individual consider within the population, while Nv the
number of columns in this matrix, this represents the total of variables that integration the
problem (the power schematic for all PV-DGs located in the DC grid in an operation day).

Antst =


Antst

(1,1) Antst
(1,2) · · · Antst

(1,Nv)

Antst
(2,1) Antst

(2,2) · · · Antst
(2,Nv)

...
...

. . .
...

Antst
(Ni ,1)

Antst
(Ni ,2)

· · · Antst
(Ni ,Nv)

 (16)

3.1.2. Evaluating the Fitness Function and Selecting the Incumbent

After generating the initial population, it becomes necessary to evaluate the effect
of each individual on the fitness function proposed in Section 2. Then, each value of the
fitness function is stored in a vector of size Nix1 (FFAntst ) (see Equation (17)).
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FFAntst =


FF(Antst

(1,Nv)
)

FF(Antst
(2,Nv)

)

...
FF(Antst

(Ni ,Nv)
)

 (17)

After evaluating the objective function in the initial population, the ant or individual of
the population with the best adaptation function is selected as the incumbent of the problem
(antlion), i.e., the ant that represents the best solution (see Equation (18)). The antlion affects
the movements of all the other ants during the iterative process, as the new position of the
ants is a function of the antlion and their current position.

Antiliont = best(Antst) (18)

3.1.3. Algorithm Advancement Method

After selecting the incumbent of the problem, the iterative process of ALO starts with
a random walk based on random values, the information of Antlion and each individual
within the population, by allowing the generation of new populations based on this
information [43]. To generate these populations (Antst+1), the information associated
with the Antst and ωt is used, the latter being in charge of the ants’ movement through in
the solution space as a function of the best solution, the random values, and the particular
solution of each ant in the current population (see Equation (19)). The matrix explanation
of ωt is presented in Equation (20). Note that this matrix has the same size as Antst.

Antst+1
(Ni ,Nv)

= Antst
(Ni ,Nv)

+ ωt
(Ni ,Nv)

(19)

ωt =


ωt
(1,1) ωt

(1,2) · · · ωt
(1,Nv)

ωt
(2,1) ωt

(2,2) · · · ωt
(2,Nv)

...
...

. . .
...

ωt
(Ni ,1)

ωt
(Ni ,2)

· · · ωt
(Ni ,Nv)

 (20)

To calculate ωt, Equation (21) is used. Here, each (i, j) component of ωt is calculated
by using the same components of the Antliont and Antt. To this effect, two parameters
(α and β) are employed, which are in charge of regulating the progress towards the best
local and global solution, controlling the convergence of ALO, in addition to a random value
(rand) that can take a positive or negative value as a function of a random value between 0
and 1, which ensures diversity in the exploration of the solution space, as described in (22).

ω(i,j) = α ∗ rand ∗ Antlion(i,j) − β ∗ Antst
(i,j) (21)

rand =

{
+ i f rand > 0.5
− i f rand < 0.5

(22)

Once the Antst+1
(Ni ,Nv)

positions have been updated in each iteration, it must be con-
firmed whether all the ants comply with the technical limits established for the problem
(i.e., the set of constraints). Subsequently, the FFAntst is updated for the new ant population,
as well as the antlion. This process is repeated until the stopping criteria established for the
algorithm are met.

As stopping criteria for the ALO, this paper used a maximum number of iterations and
a maximum number of non-improving iterations. This had the aim of avoiding unnecessary
iterations during the process.

Algorithm 1 outlines the iterative process proposed for the ALO in order to solve the
problem regarding the optimal power dispatch of PV-distributed generators in DC grids:
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Algorithm 1: Iterative process proposed for the ALO.
Data: Load the electrical system data and ALO optimization parameters;

1 Generate the initial population;
2 Evaluate the fitness function for each individual via the slave stage;
3 Select the Antliont (incumbent);
4 for t = 0 : tmax do
5 Generate the new population using the last population and the antlion;
6 Evaluate the fitness function for each individual via the slave stage;
7 Update the Antliont+1 (incumbent);
8 if Antliont ≤ Antliont+1 then
9 tNI=tNI+1;

10 if tNI=tNI
max then

11 Solution achieved;
Result: Print the Antliont as a solution to the problem;

12 break;

13 else
14 tNI = 0;

15 if t = tmax then
16 Solution achieved;

Result: Print the Antliont+1 as a solution to the problem
17 break;

The iterative process of the ALO starts by processing the electrical system data and
the optimization parameters of the ALO. Then, it generates the initial population of ants
by evaluating the fitness function of each one of the individuals that make up the initial
population. Subsequently, the ant with the best fitness function is selected as the Antliont

with t = 0 (initial values), i.e., with the lowest objective function value in this particular case.
After generating the initial values of the ALO, the iterative process starts generating

the new ant population (Antst+1) based on the information of the Antliont and the infor-
mation of each individual (see Equation (19)). Then, it evaluates the fitness function of the
population, and it updates the incumbent (Antliont+1). In each iteration, the previous and
current value of the antlion is compared. If the value it is not improved, the counter of
non-improving iterations (tNI) increases by 1; otherwise, it remains at 0. If tNI achieves the
maximum number of non-improving iterations (tNI

max), the iteration process ends and prints
the Antliont as a solution to the problem; otherwise, the iterative process evaluates if the
maximum number of iterations tmax has been met. If this is true, the algorithm ends and
returns the Antliont+1 as a solution.

3.2. Matrix Hourly Power Flow

This study uses a matrix hourly power flow method (MHPF) based on successive
approximations to evaluate the fitness function of each solution provided by the master
stage, considering the variation in PV generation and power demand for an average
operation day. The MHPF solves a matrix equation via an iterative process that ends when
a set convergence value or a maximum number of iterations is reached. This equation takes
advantage of the Hadamard product (◦) and division (�) to solve the hourly power flow
problem in only one mathematical process, which requires an iterative process to improve
convergence and accuracy. The matrix equation that describes the MHPF is presented
in (23).

Vt+1
dh = −G−1

dd

[
(ones�Vt

dh) ◦ (Pdh − Ppvh) + GdsVsh

]
(23)

In this equation, Vt+1
dh denotes a matrix of size |d|x|H|, where |d| represents the number

of demand buses and |H| the period of time analyzed within the time horizon. t + 1 is
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the current iteration and t the last one. ones is a matrix of ones which presents in this
equation a Hadamard division operation with the matrix voltage from the last iteration
(Vt

dh). A Hadamard product is applied to the product of this operation with the difference
between Pdh and Ppvh, which represents the matrix containing the power demand and
PV generation for the different time periods considered. These matrices and ones have
the same size as the voltage demand matrix (|d|x|H|). Finally, the results obtained after
executing the matrix operation are added to the results obtained after multiplying the
conductance matrix generated between the demand and slack buses (Gds), as well as the
matrix containing the voltage in the slack buses in all periods analyzed (Vsh), with these
values being constant. Note that Gdd corresponds to the conductance matrix related to the
demand buses of the electrical grid.

Equation (23) requires an iterative process for solving the hourly power flow problem,
which is presented in Algorithm 2.

Algorithm 2: Iterative process for matrix hourly power flow based on successive
approximations.

Data: Load the electrical system data;
18 Load the solution proposed by the master stage (PV power);
19 Load the Vt

dh (with t = 0), ε, and tmax data;
20 for t = 0 : tmax do
21 Evaluate the MHPF using Equation (23);

22 if max
(∣∣∣Vt+1

dh −Vt
dh

∣∣∣) ≤ ε then
23 Solution achieved;

Result: Vdh = Vt+1
dh .

24 break;
25 else
26 Vt

dh = Vt+1
dh ;

27 Evaluate the fitness function using Equation (12);
28 Return the fitness function related to the solution proposed by the master stage;

The iterative process proposed to solve the hourly power flow problem via the MHPF
starts by entering the electrical system’s information, i.e., the branch parameters, buses,
hourly power demand, demand, and slack bus locations, among others. Then, it enters the
power to be supplied by the PV-DGs in the electrical grid for each hour of operation. These
values are provided by the solution provided by the master stage. Subsequently, the iter-
ative process enters the initial voltage matrix (t = 0), which is a matrix of ones because
the planar voltage is considered for all hours as an initial condition (1 p.u). Afterwards,
a convergence error (ε) of 1× 10−10 and a maximum number of iteration (tmax) of 1000 are
heuristically established.

After entering the initial parameters and values, the iterative process calculates the
voltage for all hours of operation, using these data and the MHPF. Then, it verifies whether
the convergence error has been achieved. In this case, the algorithm ends, returning the
voltage profiles generated by the power generation and demand. These values are used
to calculate the fitness function associated with the solution provided by the master stage,
returning this value to the ALO in order to continue with the iteration process. Otherwise,
the iterative process of the MHPF continues until the maximum number of iterations is met.

4. Test Systems, Generation and Demand Curves, and Additional Considerations
4.1. PV Generation Curves

Considering the solar irradiation and environmental temperature reported for the city
of Medellín and the municipality of Capurganá in 2019, as well as the parameters of the
polycrystalline PV modules, which is the most widely used PV technology at a global level,
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the work by [25] determined the percent PV power generation values for the regions under
study during an average day of operation (see Figure 3). In this research, these data were
used to fix the maximum and minimum PV power generation values for the PV-distributed
generators located in the GCN and SN.
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Figure 3. Average PV generation for an operation day: GCN (Medellín) and SN (Capurganá).

4.2. Power Demand Curves

This subsection presents the demand curves for both test systems used. In both cases,
the authors of [25] used the data for 2019, as reported by EPM [34] for the GCN and by
IPSE [35] for the SN. The power demand values for an average operation day in the studied
regions are illustrated in Figure 4. It becomes important to highlight that the 2019 PV
generation and demand data were obtained with the aim to eliminate the effect of the
COVID-19 pandemic on the results.
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Figure 4. Expected average demand curves of Medellín and Capurganá, Colombia.

4.3. Test Systems

To evaluate the performance of the ALO, this paper employs two DC test systems: a
grid-connected (GCN) and a standalone network (SN). The first one corresponds to the
PV generation and demand reported for Medellín, Antioquia, an urban network located
in Colombia, and includes the energy costs and grid CO2 emissions factor of this region,
as reported by Empresas Publicas of Medellín (EPS), which is responsible for operating this
GCN. The second one corresponds to Capurganám Chocó, a rural network operated with
diesel. Both electrical systems are reported in [25].

4.4. Grid-Connected Test Feeder

This 33-node test system is presented in Figure 5 and was reported in [21]. It is a
DC adaptation of an AC grid. This system has been widely used to solve the optimal
power flow problem in both AC and DC networks. It comprises 33 buses and 32 lines,
and it has a base voltage of 12.66 kV and a base power of 100 kW. Considering the PV
generation and demand of Medellín, this network exhibits losses of 2186.2803 kWh, energy
costs of 9776.3892 USD , and greenhouse gas emissions of 12,345.1497 kg CO2 regarding
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the base case (without considering PV-DG). The PV-DGs have been installed at nodes 12,
15, and 31, with nominal rates of 2400 kW. The information of this test system is presented
in Table 2 as follows: the first column describes the line number; the second and third
columns show the output and arrival nodes, respectively; and the fourth, fifth, and sixth
columns show the line resistance in Ohms, the power demanded in kW, and the maximum
current that supports the conductor in Ampers for each line. Is important to highlight that
the maximum current values were calculated for the base case according to the NTC 2050
(Colombian Technical Standard), under the assumption that the conductors are able to
support a nominal temperature of 60 ◦C and a telescopic grid.

Table 2. Parametric information of the grid-connected network.

Line l Node i Node j Rij (Ω) Pj (kW) Imax
l (A)

1 1 2 0.0922 100 320
2 2 3 0.4930 90 280
3 3 4 0.3660 120 195
4 4 5 0.3811 60 195
5 5 6 0.8190 60 195
6 6 7 0.1872 200 95
7 7 8 1.7114 200 85
8 8 9 1.0300 60 70
9 9 10 1.0400 60 55

10 10 11 0.1966 45 55
11 11 12 0.3744 60 55
12 12 13 1.4680 60 40
13 13 14 0.5416 120 40
14 14 15 0.5910 60 25
15 15 16 0.7463 60 20
16 16 17 1.2890 60 20
17 17 18 0.7320 90 20
18 2 19 0.1640 90 30
19 19 20 1.5042 90 25
20 20 21 0.4095 90 20
21 21 22 0.7089 90 20
22 3 23 0.4512 90 85
23 23 24 0.8980 420 70
24 24 25 0.8900 420 40
25 6 26 0.2030 60 85
26 26 27 0.2842 60 85
27 27 28 1.0590 60 70
28 28 29 0.8042 120 70
29 29 30 0.5075 200 55
30 30 31 0.9744 150 40
31 31 32 0.3105 210 25
32 32 33 0.3410 60 20

Grid

1 2

3 4 5

6

7 8 9 10 11 12 13 14 15 16 17 1819
20
21
22

23
24
25

26 27 28 29 30 31 32 33

Figure 5. Electrical configuration of the grid-connected DC network.

4.5. Standalone Test Feeder

This test system is depicted in Figure 6. This network has 27 nodes and 26 lines, and it
is reported in [44]. Table 3 organizes the information in the same way as Table 2. The values
of this system without PV-DGs are a base voltage with a magnitude of 12.66 kV and a base
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power of 100 kW. The PV-DGs are located at nodes 5, 9, and 19, and each one has a nominal
rate of 2400 kW. Considering the PV generation and demand data of Capurganá, Chocó,
this network exhibits energy losses of 489.3042 kWh, operational costs of 18,485.0507 USD,
and greenhouse gas emissions of 16,951.2974 kgCO2 regarding the base case (without PV-
DG). The maximum current for the lines that make up the electric systems was calculated
in the same was as those of the GCN. The electrical data for the SN are presented in Table 3.

Diesel
Generator

1

2

3

4

5

6 7 8 9 10

17 18 19 20 21

22

23

24

11 12 13 14 15 16

25

26 27

Figure 6. Electrical configuration of the standalone DC network.

Table 3. Parametric information of the standalone network.

Line l Node i Node j Rij (Ω) Pj (kW) Imax
l (A)

1 1 2 0.0140 0 195
2 2 3 0.7463 0 145
3 3 4 0.4052 297.5 85
4 4 5 1.1524 0 70
5 5 6 0.5261 255 70
6 6 7 0.7127 0 55
7 7 8 1.6628 212.5 55
8 8 9 5.3434 0 20
9 9 10 2.1522 266.05 20

10 2 11 0.4052 85 70
11 11 12 1.1524 340 55
12 12 13 0.5261 297.5 40
13 13 14 1.2358 19125 25
14 14 15 2.8835 106.25 20
15 15 16 5.3434 255 20
16 3 17 1.2942 255 55
17 17 18 0.7027 127.5 40
18 18 19 3.3234 297.5 40
19 19 20 1.5172 340 20
20 20 21 0.7127 85 20
21 4 22 8.2528 106.25 20
22 5 23 9.1961 55.25 20
23 6 24 0.7463 69.7 20
24 8 25 2.0112 255 20
25 8 26 3.3234 63.75 20
26 26 27 0.5261 170 20

Finally, Table 4 describes the parameters used for calculating the economic, technical,
and environmental objective functions for the GCN and SN.

Table 4. Parameters used to calculate the economic, technical, and environmental objective functions.

Parameter Value Unit Parameter Value Unit

CUrban
kWh 0.1302 USD/kWh CEUrban

s 0.1644 kg/kWh
CRural

kWh 0.2913 USD/kWh CERural
s 0.2671 kg/kWh

Cpv
O&M 0.0019 USD/kWh ∆V ±10 %
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4.6. Comparison Methods

In order to validate the effectiveness of the methodology under study, this work used
five comparison methodologies published in the literature for the problem addressed
herein. They were selected due to their excellent performance in terms of solution quality,
repeatability, and processing times. Furthermore, all of these optimization methodologies
were tuned using a methodology based on the particle swarm optimization algorithm [45],
allowing each of them to offer the best performance. The comparison method Was the crow
search algorithm (CSA). This metaheuristic strategy uses the hunting strategy employed
by crows with the purpose of solving continuous optimization problems [46]. The second
method was another bio-inspired optimization algorithm that takes advantage of the
hunting strategies used by birds and fish, i.e., the particle swarm optimization (PSO)
algorithm [13]. The third technique was the multiverse optimization algorithm (MVO) [21],
which is based on the natural behavior of the universe to solve continuous nonlinear and
non-convex problems. The fourth method was the salp swarm algorithm (SSA), which is
inspired by the hunting behavior of salps and is used to solve continuous problems [47].
The last optimization method was the vortex search algorithm (VSA), a method that uses
the behavior of vortices that form in fluids for exploring the solution space and finding
good-quality solutions. Detailed descriptions of each one of the comparison methods used
herein are presented in the previously mentioned references.

Table 5 shows the optimization parameters used for the comparison methods.

Table 5. Optimization parameters.

Method Optimization Parameter Value

ALO
Number of particles 95
Maximum iterations 972

Non-improving iterations 292

CSA

Number of particles 177
Maximum iterations 471

Non-improving iterations 295
Awareness probability (Ap) 0.65826

Flight length ( f l) 3.25058

PSO

Number of particles 159
Maximum iterations 492

Non-improving iterations 229
Maximum inertia (Wmax) 0.99456
Minimum inertia (Wmin) 0.32458

Cognitive component (C1) 0.061368
Social component (C2) 1.5456

MVO

Number of particles 41
Maximum iterations 1326

Non-improving iterations 188
Wep-min 0.68125
Wep-max 0.51768

P parameter 3

SSA
Number of particles 141
Maximum iterations 1577

Non-improving iterations 547

VSA

Number of particles 163
Maximum iterations 762

Non-improving iterations 762
x parameter 0.08
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5. Simulation Results and Discussions

This section contemplates the results obtained by each optimization method for the
optimal operation of PV-DGs in the studied GCN and SN, with regard to the energy
losses related to the transport of energy through the lines, the operational costs associated
with energy purchasing from conventional generators and the maintenance costs of the
PV-DGs installed in the DC grid, and the CO2 emissions generated by the conventional
generators. To solve this problem, the proposed ALO and five other optimization methods
were used. To make a fair comparison, the same MHPF was used in all solution strategies.
Furthermore, these techniques underwent 100 executions in order to evaluate their average
solution, standard deviation, and average processing times. Note that all the simulations
were conducted using Matlab 2022a on a Dell Precision 3450 workstation with an Intel(R)
Core(TM) i9-11900 CPU@2.50Ghz and 64.0 GB RAM running Windows 10 Pro 64-bit.

Tables 6 and 7 describe the results reported by all solution methods in the grid-
connected and standalone DC in terms of the solution, standard deviation, and processing
times. Given that the power dispatch of PV systems in DC networks is a multivariable
problem with a number of 39 variables (power supplied) for three generators and each
objective function analyzed, and due to the solar radiance of Colombia (13 solar hours a day)
(Figure 2), in this work, it was not possible to illustrate and explain all solutions obtained by
the methodologies used. Because of this, the authors of this paper decided to illustrate the
improvements obtained by the proposed solution with regard to the comparison methods
by means of Figures 7 and 9. These figures describe, as percentages, the average reduction
in objective functions and standard deviation obtained by the ALO. Figures 8 and 10 present
the power supplied by the PV distributed generators regarding the best solutions obtained
by the ALO in both test scenarios for all objective functions under analysis.

5.1. Standalone Test Feeder

Table 6 presents the results provided by the optimization algorithms regarding the
problem under study. This table is organized as follows: the first column shows the
optimization algorithms; the second one presents the results obtained in terms of energy
losses in kWh (Eloss); the third column shows the results obtained regarding the operating
costs in USD (Costs); and the fourth column presents the CO2 emitted into the atmosphere
in kg of (ECO2). The first row shows the base case, where Eloss, Costs, and ECO2 were
calculated without considering PV-DG. Then, the analyzed conditions are presented, where
the first and second test scenarios correspond to the average solution achieved by the
methods regarding the base case, as well as their percent reductions. Finally, the standard
deviation obtained by each algorithm after 100 executions is presented, as well as the
average processing times required by the methodologies to reach a solution. Using the data
presented in Table 6, it is possible to obtain Figure 7, which illustrates the percent reduction
obtained by the ALO with respect to the comparison methods, along with the standard
deviation reduction for the SN.

Figure 7 is divided in two: Figure 7a and Figure 7b. The former plots the difference in
the average solution between the ALO algorithm and the comparison methods. The latter
plots the differences between the ALO and the other algorithms with regard to the standard
deviation for each objective function employed. In Figure 7a, in terms of energy losses,
the ALO obtains the best average solution, with a value of 359.6843 kWh, i.e., a reduction of
26.4907%, surpassing the VSA, the SSA, MVO, PSO, and the CSA by 0.0301, 0.0346, 0.0705,
0.4834, and 1.9436%, respectively. As for the operating costs, the algorithm presented
herein obtains a value of 11,962.6688 USD, achieving a reduction of 35.2846% regarding
the base case and surpassing the other optimization algorithms by 2.7610% on average.
Regarding the CO2 emissions, the ALO obtains the best average solution, with a value of
10,930.9273 kgCO2, which implies a reduction of 35.5157%, surpassing the results obtained
by the comparison methods by 2.7551% on average.
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Table 6. Simulation results obtained by the optimization algorithms in the standalone test feeder.

Standalone test feeder

Objective
function

Eloss
(kWh)

Costs
(USD)

Emissions
(kgCO2)

Whitout PV-DGs 489.3042 18,485.0507 16,951.2974

Average solution

Objective function /
Method

Eloss
(kWh)

Costs
(USD)

Emissions
(kgCO2)

ALO 359.6843 11,962.6688 10,930.9273
CSA 369.1944 13,663.8328 12,534.4183
PSO 362.0496 12,340.2908 11,267.5734

MVO 360.0291 12,231.1691 11,131.5617
SSA 359.8537 12,074.5543 11,039.5781
VSA 359.8317 12,055.3410 11,016.6177

Percent average reduction (%)

Objective function /
Method

Eloss Costs Emissions

ALO 26.4907 35.2846 35.5157
CSA 24.5471 26.0817 26.0563
PSO 26.0073 33.2418 33.5297

MVO 26.4202 33.8321 34.3321
SSA 26.4560 34.6794 34.8747
VSA 26.4605 34.7833 35.0102

Standard deviation (%)

Objective function /
Method

Eloss Costs Emissions

ALO 0.0010 0.0059 0.0032
CSA 1.7548 2.3077 2.1093
PSO 0.4095 1.7711 1.6491

MVO 0.2356 2.4301 2.0192
SSA 0.0230 0.4363 0.4329
VSA 0.0212 0.3042 0.2886

Average processing time (s)

Objective function /
Method

Eloss Costs Emissions

ALO 56.51 56.87 56.96
CSA 6.54 6.76 6.74
PSO 4.21 4.43 4.44

MVO 2.02 1.80 1.90
SSA 12.59 12.90 13.12
VSA 7.69 7.84 7.78

As for Figure 7b, for Eloss, the ALO ranks first, with a standard deviation of 0.0010,
surpassing the VSA, the SSA, MVO, PSO, and the CSA by 0.0203, 0.0221, 0.2347, 0.4086,
and 1.7538%, respectively. With regard to the operating costs, the proposed algorithm
exhibits a standard deviation of 0.0059%, outperforming the VSA by 0.2983%, the SSA by
0.4305%, PSO by 1.7652%, the CSA by 2.3019%, and MVO by 2.4242%. As for the reduction
of CO2 emissions, the ALO obtains the lowest standard deviation, with a value of 0.0032%,
surpassing the VSA, with 0.2886%; the SSA, with 0.4329%; PSO, with 1.6491%; MVO,
with 2.0192%; and the CSA, with 2.1093%. The discussion and results presented above
demonstrate that the ALO is superior when it comes to solving the problem regarding the
optimal operation of PV-DGs in standalone DC networks for the three objective functions
employed in terms of its average solution and standard deviation. Therefore, it is possible
to state that the proposed algorithm is the best methodology to solve the problem addressed
in terms of solution quality, as it guarantees high-quality solutions every time that the
algorithm is executed.
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Figure 7. Average reductions (a) and standard deviation (b) obtained by the optimization methods
with respect to the ALO regarding the economic, technical, and environmental objective functions in
the standalone system.

Finally, it must be highlighted that, in light of the implementation of the proposed
fitness function, all solutions obtained by the different solution methods guarantee that
the set of constraints representing the problem is observed. The ALO reported longer
processing times, with an average of 56.78 s, when the three different objective functions
were evaluated. However, it is important to note that this time is low when it comes to
obtaining the schematic for a whole day of operation. Furthermore, the time spent by the
ALO ensures the best results in terms of solution quality, demonstrating that this opti-
mization method best explores the solution space with regard to the technical, economical,
and environmental aspects evaluated for SN in this paper.

Finally, with the aim to demonstrate the PV power behavior of the PV-DGs in the
standalone system by using the proposed methodology, Figure 8 is presented, where it is
possible to identify that, for each objective function, the power level supplied by each PV-
DG is different for each period of time analyzed. Furthermore, in all scenarios analyzed by
this figure, the PV-DGs operate at different power levels to the MPP, thus demonstrating that
MPP operation is not always good for standalone networks and validating the hypothesis
of this study.
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Figure 8. Power supplied by the distributed generators located in the standalone network for the
three objective functions considered.

5.2. Grid-Connected Test Feeder

Table 7 compares the results provided by the optimization algorithms regarding the
studied problem in the GCN. Note that Table 7 is organized as Table 6. Using the data
presented in said table, Figure 9 can be obtained, which plots the results obtained by the
comparison methods vs. those of the ALO for each objective function in terms of percent
reduction and standard deviation regarding the base case.

By analyzing Figure 9a, it is possible to state the superiority of the ALO against the
comparison methods in terms of its average solution. Regarding Eloss, the ALO exhibits
total energy losses 1225.0193 kWh, achieving a reduction of 43.9679 with regard to the base
case and surpassing the VSA by 0.0124%, the SSA by 0.0143%, MVO by 0.2851%, PSO by
1.9932%, and the CSA by 2.0646%. As for the costs, the proposed algorithm reaches a value
of 7138.8122 USD, i.e., a reduction of 26.9791 regarding the base case, outperforming the
VSA by 1.1310%, the SSA by 1.6280%, MVO by 1.6356%, PSO by 2.5902%, and the CSA by
2.7525%. In the case of ECO2 , the ALO obtains a reduction of 27.3621% with regard to the
base case, which makes it the best solution strategy, with an average reduction of 2.0064%
in comparison with the other optimization methodologies.

Figure 9b analyzes the standard deviation reported by all optimization methodologies
after 100 executions. Regarding Eloss, the proposed algorithm shows a percentage of 0.0046,
ranking first and outperforming the VSA, the SSA, the CSA, MVO, and PSO, with values of
0.0108%, 0.0131%, 1.3806%, 2.2694%, and 2.4065%, respectively. As for the costs, the ALO
obtains a standard deviation value of 0.0319%, surpassing the comparison algorithms by
1.2892% on average. In the case of ECO2 , the ALO exhibits a standard deviation of 0.0296%,
outperforming the VSA, the SSA, MVO, the CSA, and PSO by 0.5380, 0.6009, 1.5571, 1.6691,
and 2.0595%, respectively. Through an analysis of the results discussed above, it can be
noted that the ALO is the methodology that yields the best average solution with regard to
all objective functions. Moreover, the algorithm achieved the lowest standard deviation for
the analyzed GCN, which allows it to obtain excellent solutions for each objective function
every time it is executed. It is important to highlight, as with the SN, all solutions satisfy
the set of constraints that constitute the DC GCN.
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Table 7. Simulations results obtained by the optimization algorithms in the grid-connected test feeder.

Grid-connected test feeder

Objective
function

Eloss
(kWh)

Costs
(USD)

Emissions
(kgCO2)

Whitout PV-DGs 2186.2803 9776.3892 12345.1497

Average solution

Objective function /
Method

Eloss
(kWh)

Costs
(USD)

Emissions
(kgCO2)

ALO 1225.0193 7138.8122 8967.2586
CSA 1270.1562 7407.9046 9328.7685
PSO 1268.5973 7392.0432 9282.4081

MVO 1231.2531 7298.7157 9187.9682
SSA 1225.3323 7297.9712 9166.6746
VSA 1225.2909 7249.3825 9108.9096

Percent average reduction (%)

Objective function /
Method

Eloss Costs Emissions

ALO 43.9679 26.9791 27.3621
CSA 41.9033 24.2266 24.4337
PSO 41.9746 24.3888 24.8093

MVO 43.6827 25.3434 25.5743
SSA 43.9536 25.3511 25.7468
VSA 43.9555 25.8481 26.2147

Standard deviation (%)

Objective function /
Method

Eloss Costs Emissions

ALO 0.0046 0.0319 0.0296
CSA 1.3806 1.8500 1.6987
PSO 2.4065 2.2579 2.0891

MVO 2.2694 1.2190 1.5868
SSA 0.0131 0.7089 0.6306
VSA 0.0108 0.5697 0.5676

Average processing time (s)

Objective function /
Method

Eloss Costs Emissions

ALO 60.67 61.11 59.65
CSA 36.37 36.45 36.87
PSO 5.96 6.47 6.60

MVO 2.45 2.47 2.48
SSA 20.85 21.47 21.29
VSA 9.93 10.37 10.45

Similar to Figure 8 for the standalone grid, Figure 8 illustrates the power supplied
by the different PV-DGs located in the grid-connected network regarding the different
technical, economical, and environmental objective functions used. It can be observed
that all PV-DGs operate under power conditions different to MPP. This is done with the
aim to obtain the best possible solution and satisfy the technical and operative constraints
that constitute the problem. Furthermore, in this figure, it can be noted that, in this test
system, the dynamics of the PV power vary more than in the standalone grid, given the
variation in demand and constraints associated with the region where the electrical network
is operated.
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Figure 9. Average reductions (a) and standard deviation (b) obtained by the optimization methods
with respect to the ALO regarding economic, technical, and environmental objective functions in the
grid-connected network.
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Figure 10. Power supplied by the distributed generators located in the grid-connected network for
the three objective functions considered.
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5.3. Average Processing Times

This subsection discusses the average processing time required by each optimization
algorithm to solve the problem regarding the optimal operation of PV-DGs in standalone
and grid-connected DC systems (Tables 6 and 7). In the SN, the ALO exhibits an aver-
age processing time of 56.78 s, ranking sixth with regard to the comparison algorithms.
The fastest methodologies are MVO and PSO, but their high speed entails low-quality
solutions, as that they are trapped in local optima.

Regarding the GCN (Table 7), it can be observed that the studied algorithm obtains an
average processing time of 60.4 s. In this case, the ALO also ranks sixth with respect to the
other methodologies. The fastest algorithms are MVO and PSO, but this short processing
time also entails an inadequate exploration of the solution space, so their efficiency is lower
in comparison with the ALO for all objective functions analyzed.

Note that the ALO takes longer to find the solution, but this additional time is used to
escape from local optima, allowing this algorithm to find the best average solution in each
one of the scenarios analyzed. It is also important to keep in mind that the time spent by
the ALO is low when it comes to obtaining a scheme for a whole operation day (24 h).

6. Conclusions and Future Work

This paper delved into the problem regarding the optimal power dispatch of PV-
DGs in DC standalone and grid-connected networks while considering the PV distributed
generation, power demand, energy costs, and emissions factor of Capurganá and Medellín
(Colombia). Three objective functions were considered: the energy losses related to the
transport of energy across the system, the operating costs associated with the maintenance
of PV-DGs and energy purchasing, and the CO2 emissions generates by the conventional
generators. These objective functions were modeled within a mathematical formulation that
describes the problem by considering all the technical and operating constraints associated
with DC networks. To solve this problem, a master–slave methodology was used, whose
master stage corresponds to an optimization algorithm based on sequential programming
(the antlion optimizer), while the slave stage involves the matrix hourly power flow method
based on successive approximations. This document used five optimization algorithms
(CSA, PSO, MVO, SSA, and VSA) for comparison, which were selected from the literature
due to their high-quality results in solving optimal power flow problems. Each algorithm
was tuned via PSO so that they could offer the best solutions for each objective function.

The results obtained for the GCN and SN demonstrate that the ALO achieved the
best solutions for each objective function evaluated in terms of their average solution and
standard deviation (repeatability). In the SN, the ALO obtained the best average solu-
tions, surpassing the comparison methods regarding Eloss, costs, and emissions by 0.5124,
2.7610, and 2.7551%, respectively. As for the standard deviation, the proposed methodology
obtained average reductions of 0.4879, 1.4440, and 1.2976% regarding the other solution
methodologies. In the GCN, the ALO obtained average reductions of 0.8739, 1.9475,
and 2.0064% regarding Eloss, costs, and emissions, respectively. The proposed method
achieved a standard deviation value of 0.0221% in the three objective functions, outper-
forming the comparison methodologies by 1.2115% (Eloss), 1.2892% (costs), and 1.2849%
(emissions) on average. Note that the ALO is the best-performing solution methodology for
improving the technical, economical, and environmental conditions of DC grid-connected
and standalone networks. Moreover, the excellent standard deviation reported by the ALO
allows it to find high-quality solutions each time it is executed.

Finally, the ALO required longer processing times, with an average time of 58.62 s
for both test systems. However, the time spent by the ALO guarantees the best results
in terms of solution quality (maximum reduction of objective function and repeatability),
demonstrating an excellent exploration of the solution space. Furthermore, because this
optimization method requires a processing time lower than 1 min for a whole day of
operation, this value is still considered to be low for energy management systems. Therefore,
this master–slave strategy generated (ALO and MHPF) can be regarded as the most effective
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methodology reported so far for solving the problem of optimal power dispatch of PV-
distributed generators in DC grids. It is important to obtain a methodology with excellent
performance regarding the solution, repeatability, and processing times which allows the
operator or electrical owner to evaluate multiple scenarios of generation and demand in
short processing times and identify the most suitable operation points for the electrical grid.

As future work, new effective methodologies could be proposed for solving the prob-
lem addressed in this research, considering the implementation of parallel processing tools
to reduce processing times. Furthermore, distributed wind and photovoltaic generators
could be implemented which interact with energy storage elements for connected and
isolated grids, with the purpose of improving the technical, economical, and environmental
conditions of these systems. Here, energy storage systems would be entrusted with mitigat-
ing the variability associated with renewable energy resources. In addition, multi-objective
optimization algorithms could be proposed in order to analyze several conflicting objective
functions, such as the investment costs related to distributed energy resources and the
reduction of operating costs, in addition to economical and environmental indices. Finally,
by using the proposed methodology, multiple scenarios of generation and demand could be
executed with the aim to obtain data for studying and applying machine learning models.
This is a smart way to achieve resilient and autonomous DC grids by enhancing their
technical, economical, and environmental conditions.
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