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Abstract. Nowadays, diseases are one of the major threats to sustainable viticulture. Manual detection 
through visual surveys, usually done by agronomists, relies on symptom identification and requires an 
enormous amount of time. Detection in field conditions remains difficult due to the lack of infrastructure to 
perform detailed and rapid field scouting covering the whole vineyard. In general, symptoms of grapevine 
diseases can be seen as spots and patterns on leaves. In this sense, computer vision technologies and artificial 
intelligence (AI) provide an excellent alternative to improve the current disease detection and quantification 
techniques using images of leaves and canopy. These novel methods can minimize the time spent on symptom 
detection, which helps in the control and quantification of the disease severity. In this article, we present some 
results of deep learning-based approaches used for detecting automatically leaves with downy mildew 
symptoms from RGB images acquired under laboratory and field conditions. The results obtained so far with 
AI approaches for detecting leaves with downy mildew symptoms are promising, and they put in evidence of 
the huge potential of these techniques for practical applications in the context of modern and sustainable 
viticulture. 

1 Introduction 
From a general point of view, diseases are one of the 
major problems in crop production, the infections caused 
by certain pathogens can reduce productivity by 10% to 
95% [1], resulting in a significant impact on the quantity 
and quality of agricultural products [2]. In viticulture, this 
effect is prominent, since commercial grapevine cultivars 
are susceptible to numerous pathogens, causing diseases 
that induce serious damage, reducing yield and grape 
quality [3]. Several leaf diseases such as black rot, black 
measles, powdery mildew, downy mildew, leaf blight, 
scab, and rust can be found on grape leaves of 
commercial vineyard blocks [4]. Therefore, nowadays, 
diseases are one of the major threats to sustainable 
viticulture. 

As standard practice in viticulture, grapevine leaf 
diseases are controlled by fungicide treatments applied 
repetitively throughout the growing season. Therefore, 
timely monitoring of disease symptoms is essential to 
reduce disease spread and facilitate effective management 
practices. Reductions in frequency or areas of fungicide 
applications can have a relevant environmental and 

economic impact, which is desirable in modern 
viticulture. 

The most common method for the detection and 
monitoring of leaf diseases in vineyards is the visual 
scouting done by an expert through the evaluation of 
visual symptoms in leaves or/and fruits. Manual detection 
through visual surveys, usually done by agronomists, 
relies on symptom identification and requires an 
enormous amount of time. Detection in field conditions 
remains difficult due to the lack of infrastructure to 
perform detailed and rapid field scouting covering the 
whole vineyard. 

In general, symptoms of grapevine diseases can be 
seen as spots and patterns on leaves. In this sense, 
computer vision technologies and artificial intelligence 
(AI) provide an excellent alternative to improve the 
current disease detection and quantification techniques 
using images of leaves and canopy. AI is a field of 
computer science developed to create algorithms that 
mimic human intelligence to solve problems and 
automate decision-making [5]. When an AI algorithm is 
trained to detect disease symptoms of a particular 
pathogen, the intrinsic characteristics of the technique 
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allow us to overcome the problems of the traditional 
image processing techniques providing more robust 
models. 

In this article, we present some results of deep 
learning-based approaches used for detecting 
automatically downy mildew symptoms caused by 
Plasmopara viticola from RGB leaf images acquired 
under laboratory and field conditions. 

2 Materials and methods 

2.1 Experiment under laboratory conditions 

The Televitis group of The University of La Rioja 
developed a new algorithm using a combination of 
computer vision techniques and fuzzy logic for the 
evaluation of the severity of downy mildew disease in 
grapevine leaves under laboratory conditions. 

The process is summarised in Fig. 1. The first stage 
was the preparation of the plant material and the RGB 
image acquisition. The second stage was the use of 
computer vision techniques to find leaf discs in the image 
and highlight the disease severity on each leaf disc. 
Finally, the estimation of the downy mildew severity, 
obtained from the evaluation of the sporulation located in 
each image, was compared against scores obtained by a 
visual assessment performed by experts. A detailed 
description of the protocol and model is presented in 
Hernández et al. [6]. 

 

 
Figure 1. Diagram of the methodology used to assess downy 
mildew severity on grapevine leaves under laboratory 
conditions. Adapted from Hernández et al. [6]. 

2.2 Experiment under in situ conditions  

An algorithm using deep learning was implemented for 
detecting and localising automatically downy mildew 
symptoms in the grapevine canopy under field conditions.  

The first step in the methodology was the acquisition 
of RGB images of the canopy of individual vines 
representing the complex conditions in the field. The 
RGB images used as inputs were acquired in several 
commercial vineyards located in northern Spain. The 
images were taken at different times of the day, with 
different sunlight conditions and both manually and using 
a phenotyping platform. 

The second step was the preparation of the data for 
the modelling process where the images were labelled by 
an expert by separating the pixels representing the downy 
mildew symptoms from the rest of the image. Then, the 
images were divided into sub-images to consider the 

maximum detail of the small symptoms present on 
leaves.  

Finally, a semantic image segmentation model 
(SegNet) proposed by Badrinarayanan et al. [7] was 
implemented and trained with the prepared data to 
automatically grapevine downy mildew spots in RGB 
canopy images. SegNet model was trained augmenting 
the training data with transformations such as horizontal 
flip and Contrast Limited Adaptive Histogram 
Equalization (CLAHE) equalisation. Computer vision 
techniques were applied to remove the false positive 
values of the output of the model, caused by very small 
spots detected by the algorithm. The symptoms detected 
by the model were assessed using a hold-out validation, 
comparing the image segmentation and the number of 
symptoms detected by the algorithm with the expert 
labelling. 

3 Results and Discussion 

3.1 Estimation under laboratory conditions  

The developed algorithm for laboratory conditions 
provided information for each leaf disc in a Petri dish 
image (Fig. 2). The areas detected as sporulation were 
marked in blue (low-intensity sporulation) or in pink 
gradient (high-intensity sporulation) whereas, on each 
leaf disc, disease severity was expressed as a percentage 
of the disc covered by sporulation. When the evaluation 
of the discs calculated by the algorithm was compared 
with the evaluation provided by the experts a positive 
linear relationship was observed with a determination 
coefficient R2 of 0.88. 

 
Figure 2. (a) Example of the original Petri dishes images, and 
(b) downy mildew estimation in each grapevine leaf disc using 
the proposed method for laboratory conditions. 

3.2 Results for in situ conditions 

The developed algorithm for field conditions provided 
information approximately for each plant (the whole area 
of the canopy contained in the scene). The model 
detected effectively almost all infected spots with a low 
rate of false positive values (Fig. 3). A slight 
overestimation of the prediction was observed, which 
could be due to the presence of symptoms similar to those 
of grapevine downy mildew from other diseases or 
damages in the leaves. Comparing the detection of the 
algorithm with the expert labelling, the segmentation 
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achieved a mean Intersect of Union (IoU) of 0.67 and the 
symptom counting achieved an R2 of 0.92.  

The precision of the proposed method was better in 
cases of lower disease severity, so this method could be a 
good approach for detecting the disease when the 
symptoms start to appear at the initial stages of infection. 
In practical terms, this characteristic is very important, 
since detection and treatment at the initial stage is a good 
practice to control and reduce the spread of the infection 
in a large area [8]. 

 

 

Figure 3. (a) Example of the original grapevine canopy image, 
and (b) detection of the downy mildew symptoms (in red) using 
the proposed method for field conditions. 

Numerous studies have been done using standard 
image processing to detect grapevine diseases by 
extracting relevant features of leaf images with 
symptoms. However, this conventional approach has 
problems achieving stable detection performance when 
there are changes in image acquisition conditions, for 
example, different illumination, and camera viewpoints 
[9]. Additionally, images captured under non-controlled 
conditions, e.g., canopy at field conditions, are too 
complex to be effectively processed with conventional 
approaches. In this sense, the results obtained in this 
study show the potential of AI to process complex scenes  

under changing conditions. 

4 Conclusions 
Both proposed methods (laboratory and field, conditions) 
could be applied to detect and localize downy mildew 
symptoms, and they show an adequate performance under 
the conditions in which they were developed. In the 
laboratory experiment, conditions were controlled, so 
standard computer vision techniques were sufficient to 
analyse the images and give an estimation of disease 
severity. On the other hand, images taken under field 
conditions require more complex methods, such as deep 
learning models, which combined with data augmentation 
techniques provided high throughput. Therefore, both 
methods seem promising to detect downy mildew 
symptoms or to adapt to other diseases in agriculture, 
under conditions similar to those of each experiment. In 
particular, the first approach would be used to analyse 
diseases in the laboratory, while the second would allow 
crop monitoring and decision-making in the field. 
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