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Abstract

The Charge Exchange Thruster (CXT) is a novel plasma thruster that produces thrust via

energetic neutrals leaving the device. This is done by accelerating ions with an electrostatic

potential inside of a so-called hollow cathode device: some of these ions then undergo charge

exchange and leave the thruster as energetic neutrals whilst others contribute to the formation

of an electrical discharge inside the thruster. Although the thruster is simple in design and is

observed to work experimentally, not much is known about the detailed plasma physics inside

the CXT. In this thesis a new 2D-3V particle-in-cell-Monte Carlo (PIC-MCC) simulation code

is developed and tested with the purpose of modelling the plasma inside the CXT. The code

includes a so-called “spawn mesh” which allows for the total number of particles in the discharge

to keep growing, whilst limiting the number of numerical “super particles” that need to be

modelled. This code includes multiple chemical processes involving hydrogen ions, atoms, and

molecular species, an external circuit simulation, probabilistic reflections from boundaries, and

the generation of secondary electrons, all of which are found to be vital in the plasma initiation

and development. The new PIC-MCC code is benchmarked successfully against the theoretical

plasma sheath width as well as experimental Paschen curves for a parallel plate discharge, being

found to reproduce these results well. Similarly, by modelling hollow cathode discharge systems

it is found that the code can reproduce two effects specific to hollow cathode devices, a higher

plasma density inside the cathode than outside, as well as beams of energetic neutrals: it is

important to reproduce this latter effect since the energetic neutral beams are responsible for

the thrust produced by the CXT. The new PIC-MCC code was applied to model the CXT in

the discharge regime outlined in the original paper [1]. The code was able to reproduce the

experimental results reasonably well but suffered from numerical instabilities that prevented

the simulation from modelling the discharge in a steady state. It was found that simulating

the thruster in a lower pressure discharge mode did not produce as much thrust but was able

to reach a steady state and was numerically stable over timescales of tens of microseconds. It

appears that the new PIC-MCC code can explain many features of the CXT plasma development

and operation. Future work on investigating the cause of the numerical instabilities at high

pressures, as well as a more complex model for the background gas dynamics in the thruster are

recommended.
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Chapter 1

Introduction and Literature Review

1.1 The Charge Exchange thruster

The charge exchange thruster (CXT) is an electric thruster based on an asymmetric conical

hollow cathode. The thruster functions by applying a negative bias to the cathode compared

to the grounded anode. This causes ions to accelerate towards the conical cathode where they

may impact and release secondary electrons to sustain the plasma. Whilst moving through

the thruster, these ions may undergo charge exchange reactions with the background gas before

reaching the cathode which may result in energetic neutrals being created and exiting the thruster

to produce thrust [1]. A schematic diagram of the original CXT prototype is presented in Figure

1.1.The charge exchange thruster has a high specific impulse and low power use compared to hall

effect thrusters [2]. It also has the advantage of emitting (almost) exclusively neutral particles

which prevent charge build up on the spacecraft. Hollow cathodes are often used for beam

neutralisation in other types of electric thrusters such as hall-effect and gridded ion thrusters.

By using the hollow cathode as the thruster itself, the spacecraft can achieve the same neutralising

effect whilst reducing mass and complexity [3]. The maximum thrust output of the CXT is still

comparatively low at the power inputs explored in [1], compared to that of hall effect thrusters,

i.e. on the order 100 W. However as the power input is increased, the ionisation rate, and

therefore the percentage of the gas that is ionised, as well as the energy of ions exiting the

nozzle will both increase, leading to a non-linear increase in thrust with input power. Therefore

it is expected that the efficiency and power output will be far more competitive with existing

thrusters when using similar input power, on the order of kW to 10’s of kW is common for Hall

Effect thrusters. This remains an active area of research [4].

The CXT may present an exciting new avenue in spacecraft propulsion and, in particular,

attitude control. The thruster is currently in the testing phase and there is great interest in

learning more about its plasma physics, and consequently determining if the thruster could be

optimised further using this knowledge. The aim of this study is to implement a computational
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Figure 1.1: Schematic of the CXT from [1]

model to achieve this end goal. Although the CXT is a thruster, and a wealth of literature exists

exploring the properties of other types of thrusters using computational methods, the CXT is

governed by the physics of an electrostatic hollow cathode discharge as opposed to magnetic

acceleration. Therefore the introduction will focus predominantly on the physics and modelling

of hollow cathode discharges, as opposed to a treatment of the simulation of more conventional

thrusters such as Hall effect thrusters.

1.2 Basic properties of a plasma discharge

A discharge plasma is a type of plasma that is sustained by a current of charged particles

moving between two regions or electrodes at different electric potentials. A sufficiently high

potential difference is applied across a gas to cause an avalanche of ionisation reactions, such

that the gas transitions from an insulator (dielectric) to a conductor, an effect known as “dielectric

breakdown” [5]. Any electrically charged particles present in the gas will be accelerated by the

electric field, colliding with neutral gas as they move. Some of these collisions may result in

ionisation of the background gas atoms and/or molecules, which produces a new ion-electron

pair, which will accelerate towards the cathode and anode respectively. The resultant ions

and electrons may in turn ionise more of the background gas in a process called Townsend

multiplication. Under the right conditions this process can become self-sustaining. This requires

the “mean free path” for the ionisation of the gas by electrons to be shorter than the length of

the chamber. The mean free path is the mean length a particle in a particular system travels

before undergoing an interaction. From scattering theory, the mean free path of ionisation can

be defined as

λm =
1

ngasσi
, (1.1)
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where ngas is the background gas density, and σi is the ionisation collision cross section. If the

mean free path is longer than the length of the chamber, the ionisation rate will be too low to

sustain the plasma, and it will eventually quench. Momentum transfer, excitation, and other

interactions between the charged particles and the neutral gas, may also result in the ions and

electrons losing too much of their kinetic energy to sustain the discharge. Hence, discharges are

almost always created in low pressure gases, at a high voltage, such that the mean free path

is long enough for particles to gain a sufficient amount of energy to ionise the background gas,

but not so long that the ionisation reactions between charged particles and the background gas

cease. In order to start a discharge plasma a “seed” of electrons is necessary. In the lab, this

“seed” is often provided by using an RF source or electron gun. Under the right conditions of

chamber length, potential, and pressure it is possible to start a self-sustaining discharge reaction

just from cosmic ray ionisation [6][7]. It is important to note that in a conventional discharge,

the plasma is usually only partially ionised, as opposed to fully ionised plasmas such as those

found in stars. A discharge plasma is also never in thermal equilibrium. The electrons, ions, and

neutral gas molecules are thermally coupled, but they all generally have very different energy

and velocity distributions, owing to their differing masses and collision cross-sections. The walls

of the discharge vessel and the background gas act as a thermal sink for the energetic ions

and electrons but since the lifetime is short and relative density of the charged particles is low

compared to the background gas, a thermal equilibrium is never reached [5].

1.2.1 Secondary electron emissions

Ions hitting the cathode with sufficient energy may dislodge particles from the cathode surface.

When the dislodged particles are atoms or molecules the process is called sputtering [8]. When

the dislodged particles are electrons, this process is called secondary emission [9]. The number of

electrons emitted by a single ion depends on the surface characteristics of the cathode, and the

energy and excited state of the incoming ion [10]. The number of secondary electrons dislodged

by an impacting particle at a given energy is given by the effective secondary electron yield

coefficient γ, which is often presented as an empirically derived function that gives the yield of

secondaries for a particular species of ion striking a particular surface as a function of ion energy.

Surface characteristics such as geometry, roughness, and temperature also play an important

role but it is hard to quantify the impact of these effects separately and therefore these are often

disregarded or incorporated into γ [11].

The secondary electron emission coefficient is a key parameter for plasma discharge as its

value has a strong impact on the current and ability for the plasma to sustain itself, for example

if γ = 0.5 for some material at some potential V , one secondary electron is emitted for every two

ions striking the surface, whilst if γ = 2, four electrons are emitted for every two ions striking

the surface. In the latter case, the discharge current is twice as high as in the first case, and
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the ratio of electrons to ions in the discharge is four times as high, which significantly alters the

discharge characteristics. Many plasma discharges depend on the emission of secondary electrons

to sustain the discharge, since electrons-gas ionisation generally has a much larger cross-section

than ion-gas ionisation. Hence the choice of cathode material is vital when creating a plasma

discharge device.

Figure 1.2: Characteristic discharge regimes on a Voltage vs Current plot for a parallel plate
discharge tube. Obtained from [12]. The CXT operates in the abnormal GD regime

1.2.2 Discharge regimes

For a particular gas, at a particular pressure a characteristic relationship between voltage and

current can be established. This is generally illustrated by considering the basic example of a

parallel electrode DC discharge tube. A representative diagram of the different discharge regimes

is shown in figure 1.2. As the voltage is increased, the rate at which the current increases or

decreases changes. This effect is broken down into so-called “discharge regimes”. Different

regimes are desirable for different applications, so frequently an external circuit is used to limit

the current in a plasma and enforce a particular regime.
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Starting with an inert gas with no voltage across it, some background ionisation due to cosmic

rays or other nearby radiation sources provides a few charged particles in the gas. As the voltage

across the gas is increased, these ions and electrons are accelerated towards the cathode and

anode, respectively. The current will increase approximately linearly with voltage in this regime.

The maximum current possible in this regime is limited by the mutual forces experienced by

electrostatic charges in the field. If the voltage is increased further, the plasma will eventually

reach a “saturation current”, which is limited by the rate of charge production by the external

ionisation source. It should be noted that increasing the field strength will still increase the rate

of electron field emissions from the cathode which will slightly increase the current. Eventually

the potential difference across the electrodes is large enough that particles will gain sufficient

energy from the field to ionise additional particles before recombining at an electrode. This

is known as Townsend multiplication, and this regime is known as a Townsend discharge or

Townsend avalanche.

Once the voltage is high enough such that the mean free path of the charged particles is shorter

than the distance between the anode and the cathode the plasma becomes self-sustaining. The

plasma may also become self-sustaining at an equivalent or lower voltage if the electrodes release

secondary electrons as a result of ion or electron bombardment. If the plasma is sustained chiefly

by the release of secondary electrons then this is referred to as a glow discharge. The term glow

discharge (as opposed to a dark discharge, governed by the previously described regimes) is used

to describe this type of plasma, since gas excitations that produce light in the visible spectrum

are frequent enough in this regime to produce a visible glow.

The glow discharge regime can be separated further into the normal regime and abnormal

regime. In the normal regime part of a negatively biased discharge the cathode is involved

in generating the secondary current. As the current is increased, the voltage remains almost

constant over quite a wide range. This is due to the increasing current spreading out to cover

increasingly large parts of the cathode without significantly changing the total voltage. Once

the entire cathode is saturated, the discharge is considered to be in the “abnormal glow regime”.

The voltage is strongly coupled to the current in this regime since the current cannot spread out

further. Hence as the voltage is increased, more secondary electrons per unit area are released

and the current increases strongly with increasing voltage.

The glow regime has a so called “cold cathode” meaning the electrons released from the

cathode are mainly due to ion bombardment. If the current increases enough to “heat” the

cathode, thermionic emissions will add to the current and the glow discharge transitions into an

arc discharge [5]. As mentioned, the type of discharge achieved can be changed by limiting the

current using an external circuit, either through a current-limiting power supply, a resistor, or

a combination of both since this limits the amount of energy that can be transferred into the

plasma via the applied potential to sustain the discharge.
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1.2.3 The plasma sheath

A feature of discharge plasmas, and plasmas in general, is that electric fields can be restricted to a

very short range through a process called Debye shielding. Suppose a cathode at high potential

is surrounded by a plasma which itself is surrounded by an anode chamber. The cathode is

negatively biased, therefore positively charged ions will move towards it, and negatively charged

ions will move away from it. This results in a build up of positive space charge in the surrounding

regions. This positive charge will cancel out the electric field between the cathode and anode

[13]. The above explanation rests on the assumption that the plasma is cold, i.e. the ions do not

have enough energy to escape the region surrounding the cathode (we are also assuming they

do not recombine with the cathode at this stage). In the case where the ions have a non-zero

temperature, the ions in the potential well furthest from the cathode would be weakly bound and

likely to escape. The more ions accumulate near the cathode, the more the ions further away are

“shielded” from the potential, and hence the more likely they are to escape the potential well.

This region of non-zero space charge is called the “plasma sheath”.

The size of the sheath is defined by the Debye length λD =
(
kbTe
4πne2

) 1
2 where kb is the Boltzmann

constant, Te is the electron temperature, n is the electron plasma density and e is the fundamental

charge. Note that the above equation does not include the ion density, this is because the ions are

considered to be nearly stationary compared to the electrons and hence the electrons will move

to shield the charge before the ions can [14]. The Debye radius defines how far the electric field

of a charge carrier permeates through a charged medium. The size of the sheath is significant

to the characteristics of a discharge since the ions outside the sheath region will not experience

electrostatic attraction towards the cathode. The width of the sheath (usually a few Debye

lengths) is defined as the region where the electric field drops in magnitude by about a third [13].

1.2.4 Hollow Cathode Discharges

A hollow cathode discharge refers to any plasma discharge that is initiated using a cathode that

has one or more openings that is transparent to plasma. Usually the term “hollow cathode” is

used to refer to a cathode which at least partially envelops part of the plasma and contains one

or multiple orifices, it may also refer to more transparent cathodes, such as the grids commonly

used for Inertial Electrostatic Confinement (IEC) fusion [15].

It is well established that the shape of the cathode in a discharge plasma has a significant effect

on the discharge characteristics [16] [17]. Friedrich Paschen recognised in 1916 that exchanging a

flat cathode for a cylindrical cathode with one end sealed off, resulted in a lower required voltage

to initiate a discharge in a cold-cathode gas-discharge lamp [18].

In general hollow cathodes have a markedly improved voltage to current ratio compared to

a parallel plate discharge. Hollow cathodes also produce directional, high energy, nearly mono-
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energetic beams of charged particles (commonly referred to as microchannels) that are used for

a variety of applications [19]. The ability of a discharge utilising a hollow cathode to break down

at a lower voltage or with a greater current than a conventional tube discharge is referred to as

the “hollow cathode effect”. This effect is the result of various processes unique to the geometry

of hollow cathodes. The first of these processes is the so-called “pendulum effect”: Secondary

electrons, ejected from the inner surface of the hollow cathode are accelerated away from the

surface, but repelled by the electric field emanating from the opposite side of the cathode. This

results in the electrons oscillating back and forth inside the cathode. While the electron is

oscillating, it is capable of further ionising the background gas within the cathode, resulting in

additional electrons and ions. Due to the ‘confinement’ of electrons within the hollow cathode,

it is expected that most ionisation events within the plasma occur inside the cathode, and that

the plasma density is highest inside the cathode as well [20] [21]. In addition to the pendulum

effect, hollow cathodes can also experience “sputtering”: the expulsion of atoms or molecules

from the surface due to high energy impacts, as well as “photoionisation”: ionisation due to

photons released within the tube, and “photo-emission”: the release of secondary electrons due

to photons produced by excitation interactions striking the cathode.

1.2.5 Discharge regions

Although the CXT shares many characteristics with a hollow cathode discharge, we can also look

at it as closely resembling a 1D discharge tube, which consists of two parallel plate electrodes

separated by a vacuum. The CXT system is similar, only the cathode is frustum shaped. It

is expected that a sheath in the discharge under glow conditions will be somewhat similar to

that of a discharge tube, and hence the CXT will likely have similar discharge regions as those

found in a conventional parallel plate discharge tube. The regions in a glow discharge tube are

as follows:

Aston dark space

As mentioned in section 1.2.1, the glow observed in a glow discharge is due primarily to the

release of photons after excitation and subsequent de-excitation of the background gas. This

excitation is the result of high energy particles colliding with the gas during the discharge.

As particles (usually ions) strike the cathode, they will release secondary electrons with some

energy spectrum dependent on the material, incoming energy, and type of particle [22]. The

secondary electrons will generally not have enough energy initially to excite the background gas

in significant quantities near the cathode, hence the glow in this region is absent, and a thin dark

layer is observed instead [23].
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Cathode layer

Just past the dark space there is a region of mostly positive charge where emitted secondaries gain

enough energy to excite background atoms and produce light, leading to the so-called “cathode

glow”. After some more distance, the electrons have gained enough energy to ionise the atoms,

instead of just excite them, meaning the discharge is sustained from this region but little light is

produced. the largest voltage drop occurs in this region, it corresponds to the sheath boundary,

as mentioned in section 1.2.3. This region is usually referred to as the cathode fall or cathode

dark space. On the other side of the sheath boundary, electrons produced or slowed down by

the ionisation in the cathode glow region are slowed down by the field formed through charge

separation between themselves and the ions moving towards the cathode as well as gas collisions.

The electrons slow down enough that they will occasionally recombine with ions (recombination

cross-sections are highest at low energies). The emissions from recombination, as well as the

Bremsstrahlung produced by electrons slowing down and deflecting in this region results in a

bright light [23]. The electrons lose most of their energy in this region, resulting in another dark

space just beyond it, known as the Faraday dark space.

Positive column

The majority of the discharge tube is the “positive column”. The sizes of the above regions is

mostly due to the pressure of the gas in the tube, whilst the positive column depends primarily on

the length of the discharge vessel. The electric field in the positive column is weak, it corresponds

to the bulk region of the glow discharge as it is a weakly ionised, non-equilibrium plasma [5]. It is

not necessary for the positive column to be formed to sustain a discharge, however its dependence

on length is useful for some commercial applications. The vast majority of the length of neon

signs is composed of the positive glow region [23]. The positive column usually has a slightly

positive space charge with respect to the anode [5].

Anode layer

Closer to the anode, the electric field will increase in strength once again, leading to more

energetic electrons, and hence more excitations. These electrons keep accelerating until they hit

the wall and recombine. The mobility of electrons is higher than that of ions and hence they are

lost to the wall at a faster rate. This results in a positive region near the anode with a stronger

electric field and few excitations, known as the anode dark space. [5]

In a stable discharge, all of these regions must be present apart from the positive column

which will be present if the length is sufficient. In the results of the simulation we should

therefore expect to see these regions clearly. The length of a positive column if it exists could

be a useful tool for optimisation, since a long positive column potentially means the tube could
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be shortened or the pressure decreased, and still sustain a discharge. These changes could have

knock-on effects which are hard to predict however.

1.2.6 diverging vs converging ions

A contemporary point of debate within the discharge physics community, primarily within the

field of Inertial Electrostatic Confinement (IEC) fusion, is whether the virtual anode observed in

IEC and many hollow cathode devices, is the result of diverging or converging ions [15]. Many

hollow cathodes devices (depending on discharged characteristics) contain a measurable “virtual

anode” at the center of the cathode, during a discharge [24] [25] [26]. There is some disagreement

amongst plasma physicists about the origin of the virtual anode [20][15]. The converging ion

model is the most commonly accepted model and has been reported on extensively [27] [28]

[29]. The converging ion model states that all ions created outside the cathode are accelerated

towards it, and hence, as they pass through the centre, a positive space charge accumulates.

This is countered somewhat by the fact that according to this model, ions reach their maximum

velocity near the centre of the cathode, and hence they do not stay near the centre long enough

for the cathode to accumulate a large amount of positive space charge. The converging ion model

predicts that most ions move towards the cathode, and a smaller minority moves away from the

cathode [20]. However in many regimes it has been observed that the dominant flux of highly

energetic neutrals (as a result of fast ions undergoing charge exchange) is moving away from the

cathode as opposed to moving towards it [30] [21] [15]. This is accounted for by the diverging ion

model. The diverging ion model states that since most ionisation events are expected to occur

within the cathode, and electrons have significantly higher mobility, the majority of electrons

will leave the hollow cathode significantly faster then the ions. This results in a net accumulation

of positive space charge which accelerates ions outwards. At high enough pressures these ions

can undergo charge exchange and leave the cathode as energetic neutrals.

Recent publications have demonstrated that the diverging ion model is most likely respon-

sible for the behaviour observed in abnormal glow discharges [20] [15]. It is expected that the

virtual anode will contribute somewhat to the discharge in the CXT although the extent of this

contribution is currently unknown. One of the aims of this study is therefore to assess the im-

portance of the virtual anode to the discharge formation. Some previous attempts have been

made to model the virtual anode in hollow cathode discharges with mixed success [31]

1.3 Particle in Cell simulation

Particle in cell (PIC) simulation, refers to the simulation of charged and/or neutral particles

on a discretised mesh. The methods were originally developed to simulate the motion of small
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numbers of charged particles in one dimension [32] [33]. Modern PIC codes can simulate tens of

millions of particles in one, two or three dimensions [34].

The particles within the simulation exist within continuous space, but their charge density

is interpolated to points on the discretised mesh. Simulating every particle in a discharge is

computationally not feasible. Therefore the simulation utilises so-called macro-particles or super-

particles, which represent many real particles but have the same charge to mass ratio as individual

particles and hence behave the same as individual particles in the presence of an electric or

magnetic field. By utilising super-particles, the code can simulate a much smaller number of

particles whilst still obtaining a comparable charge density.

The calculated charge density is used to numerically solve the Poisson equation on the same

grid. The charge density on the mesh correlates to the ρ term in the Poisson equation, the

mesh also incorporates electrostatic (or electromagnetic) boundary conditions that are used to

calculate the potential. The electric field derived from this potential is in turn interpolated from

the grid to the particle locations. The electric field at each particle coordinate is then used to

“push” the particles by integrating the equations of motion over an appropriate timestep. After

this, the cycle repeats, starting with interpolation of the charge density to the grid [34].

Particle in cell methods offer a fully kinetic description of a plasma, as opposed to fluid

methods which describe the evolution of charge densities but not the motion of individual par-

ticles [35]. This is particularly relevant for the CXT since the thrust is generated by the charge

exchange of individual highly energetic ions which are then able to escape the thruster in their

neutral state.

1.3.1 MCC

Collisional plasmas are often modelled using a hybrid PIC-Monte Carlo simulation. In these

simulations, the plasma is modelled using PIC, with the addition of Monte Carlo collisions

(MCC) [36]. The collisions act as a source of particles in the simulation, and can affect the

super-particle properties. Boundary conditions and other types of collisions may also be utilised

to act as a particle sink, such that there exists a mechanism to reach an equilibrium density of

particles. More details about these simulation methods as well as the implementation of these

methods for the purpose of modelling the CXT are discussed in chapter 2.

1.3.2 Modelling of Hollow Cathode discharges

Hollow cathode discharges are a unique type of plasma that feature challenges to modelling not

encountered by other types of plasma simulations. The bulk of the plasma is mostly low temper-

ature, dominated by coulomb interactions, and maintains a quasi-neutral state. However in the

sheath and pre-sheath regions, the plasma is highly energetic and highly collisional. The elec-
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trons often have a non-Maxwellian temperature distribution which strongly affects the discharge

properties. These effects are not always captured well by fluid simulations or other types of sim-

ulation that assume a Maxwellian temperature distribution, hence a fully kinetic model is most

appropriate [37]. The literature on simulating DC hollow cathode discharges using PIC/MCC

methods is limited. Some studies have been performed of capacitively coupled RF discharges and

microhollow cathode discharges, which involve hollow cathodes smaller than 1 mm in size [38].

It should be noted that although these systems share some similarities with conventional hollow

cathodes, and hence the CXT, the plasma dynamics and particular PIC simulation challenges

are quite different. I will give a brief overview of some of the most relevant literature.

1.3.3 Biconical DC hollow cathode simulation

Simulations of asymmetric DC hollow cathode discharges in the abnormal glow regime do not

appear to have been published before. The most directly relevant work is the development of a

2-D PIC/MCC/vlasov method by M. Fitzgerald [31]. This code was utilised to simulate a DC

biconical cathode which was used as an Inertial Electrostatic Confinement (IEC) fusion device.

This study shared some similarities with the CXT simulation. It simulated a hollow cathode

discharge of hydrogen gas, with an external circuit with a 5kV applied voltage. This new method

utilised a Vlasov equation solver to simulate electrons that did not meet the stability criterion

for PIC plasmas as super-particles [31]. The new method was used to obtain energy distributions

inside the cathode that were consistent with experiments for both electrons and ions but was

not able to reproduce a virtual anode, nor the hollow cathode effect.

A key takeaway from this work is that in a DC discharge system of this sort, large amounts

of slow electrons may be created that do not obey the PIC numerical stability criterion, which

was dealt with using the new Vlasov solver and some mechanism to deal with this may have to

be devised for the CXT simulation. Using an imposed virtual anode, the experimental divergent

ion motion was reproduced, which was not achieved with other imposed conditions, which is an

additional piece of evidence that a virtual anode is responsible for divergent ion motion (and

vice versa), which may be of importance for the CXT simulation. This work was limited to only

electrons and the H+
2 species and their interactions which may also have influenced the results.

An energy conserving code was used in favour of a momentum conserving approach. This carries

some advantages in the form of numerical stability but does mean that a self-force is introduced

which will resist the movement of particles. A more detailed comparison of these methods is

deferred Chapter 2.
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1.4 Limitations and considerations for simulating hollow

cathode discharges using PIC

Particle in cell is a numerical simulation technique that can never fully capture the intricacies

of an actual plasma discharge, although it can be accurate enough to give usable insights. The

limitations to PIC can be separated into three broad categories: limitations due to the relia-

bility of input data, not every process being included (scope), and the numerical nature of the

simulation, mostly relating to computational precision and numerical artifacts. [39].

The accuracy of input data, in the case of a fully kinetic simulation, primarily refers to collision

cross sections and secondary electron yields. The reliability of ion-gas collision cross sections and

secondary yields have been questioned by some [40] [41] [42], but the collision cross-sections

for electrons are considered generally reliable [39]. A comprehensive review of experimental

cross-sections is beyond the scope of this study but it must be taken into consideration that the

reliability of any results from a PIC simulation may be limited by the reliability of its input data.

1.4.1 Considerations of scope

The category of scope is easiest to address. If one is to create a PIC simulation, one must

make a conscious choice which interactions and effects to include and which to leave out, based

on experimental results and theoretical predictions balanced against computational load and

complexity of implementation. In the case of a DC discharge, the simulation of secondary electron

emissions as well as electron ionisation interactions are integral for the discharge to occur [13].

At certain pressure and energy ranges, ionisation due to ion-gas collisions also cannot be ignored

[43]. It is known from experiments that electron reflections can have a strong impact on discharge

conditions, and that increasing the chance of electrons to reflect off surfaces allows discharges to

break down at much lower pressures [44]. It has also been shown that the reflection coefficients

must be chosen appropriately in PIC, since the choice of reflection coefficients drastically alters

the plasma densities [45]. In the case of a DC discharge, it is also vital to include the external

circuit, since without limiting the discharge current there is no way to access certain discharge

regimes [46] [47]. A more detailed breakdown of which mechanisms were and were not included,

and the reasoning behind those decisions, is included in Chapter 2.

1.4.2 Numerical limitations

In a PIC simulation, distributions of individual particles are replaced with a smaller number

of super-particles, local inter-particle forces are smoothed out over the simulation grid, and

particles are only accelerated due to mean-field forces. These effects alone limit the ability of the

simulation to comprehensively reproduce an experiment, but there are additional factors which
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may influence the accuracy of a PIC simulation [36]. There are a number of conditions that have

to be met in order for the PIC simulation to remain numerically stable. The most important

of which are that the spatial grid must resolve the Debye length and that the timestep must be

small enough such that electrons don’t experience a discontinuous field. These and the other

conditions are discussed in greater detail in Chapter 2 [48] [14]. Even if a plasma is stable, that

does not necessarily mean that the conditions are sufficient to solve the system of equations to

the desired accuracy and precision [49].

1.5 Modelling discharge startup using PIC

I have not been able to find any PIC models of the initiation or breakdown phase of a hollow

cathode glow discharge. This may be due to the long simulation time required or to limita-

tions existing for conventional PIC models to provide smooth growth curves without introducing

instabilities.

There have been a number of simulations of arc breakdowns using PIC methods. Vacuum

arcs are a good candidate for PIC simulation since they break down extremely quickly. D.

Wang et al. [50] simulated the formation of a vacuum arc in copper which evolved in a few

hundred picoseconds, using a sophisticated pic simulation that also included field emissions and

sputtering [50]. The arc occurs in a vacuum and a neutral background gas is not considered,

although collisions between charged particles and neutrals emitted form the electrode surface are

[50]. Many vacuum arc PIC simulations produce results consistent with experiments [51] [52]

[53]. These simulations do not seem to have the types of instabilities common in glow discharge

simulations, although this may be due to the difference in timescale, as glow discharge simulations

often require multiple microsecond simulations as opposed to a few hundred picoseconds. A recent

study also investigated the initiation of a hollow cathode pseudo-spark discharge which has some

similarity to this system as it transitions through a glow discharge regime, but destabilises until

a much higher current is reached [54].

1.6 Innovations in PIC

PIC is a large and evolving field, used in a vast number of applications ranging from plasma

accelerator models [55] to cosmological simulations [56]. It would be impossible to cover the full

breadth of PIC innovations since its inception. Instead, in this section, some recent innovations

in the PIC simulation of plasma discharges relevant to the development of the CXT simulation,

will be outlined.

Some recent studies have found that significant performance enhancements can be gained

through the use of GPU processing and Xeon Phi co-processors [57] [58] [59], as well as through
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the use of memory streamlining and cache optimisation [60]. These improvements are not directly

applicable, since the development of the CXT simulation is limited in hardware and developed

in MATLAB to make use of its built-in matrix optimisation. However, these optimisations may

be of interest to those wanting to refine the CXT simulation code for a specific use-case.

1.6.1 Particle management

The number of super-particles is often a bottleneck in PIC simulations. In order for stability to

be maintained, a large number of super-particles per cell is preferable, but for finer grids this

may be impractical. Some recent studies have investigated the idea of dynamically scaling the

particle size and number of particles to maintain large numbers of particles in areas of interest,

and maintaining mostly larger super-particles at a smaller super-particle density in the bulk

plasma. G. Lapenta et al. [61] described the simplest version of adaptive particle management

(APM) in 1994 . This algorithm selectively splits and merges particles to maintain an even

number of particles per cell.

It is of interest to be able to conserve charge density, current density, momentum, and energy

when splitting or merging particles. This problem is trivial for splitting, but when merging

particles, it is required to merge a group of particles into at least 2 new particles to conserve

momentum as well as energy. A number of merging algorithms that meet these criteria have

been developed for a range of applications [62] [63] [64]. There are also a number of algorithms

that either conserve momentum or energy, but not both, which are still valid in some situations

[65] [66] [67].

M. Vranic et al. developed an energy and momentum conserving merging algorithm that

conserves the total energy and momentum four-vector for relativistic particles. This algorithm

does not conserve classical momentum and energy simultaneously however.

1.6.2 Collisions

Null collision method

MCC methods are ubiquitous in collisional plasma simulations but can become extremely slow

and exceed the computation time for the leapfrog step in highly collisional plasmas. One of

the most popular solutions to this problem is by using MCC combined with the null collision

method [68]. The null collision method involves calculating the maximum collision frequency in

space and energy, and using this to calculate how many particles as a subset of the total will

undergo collisions. The type of collision is then determined afterwards [69]. The null-collision

model can still lead to a computational bottleneck if large numbers of momentum transfer and

scattering interactions take place between pairs of particles (i.e. not the background gas). This

is because the new velocity of the particles is generally calculated using a rotation matrix, which
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is computationally intensive. A recent publication by V.A. Vshivkov et al. [70] demonstrates

a novel null collision method that addresses this problem. The method considers the collision

between an ion and a representative average ion in a cell, and calculates a semi-random new

velocity vector based on a diffusion equation.

Coulomb collision models

A downside of PIC simulations is that through the smoothing of charge density over the grid,

the inter-particle coulomb interaction length is limited by the grid resolution. This leads PIC

to systematically under-sample the force between individual particles. The difference becomes

negligible at a distance of 1 cell width [69]. A number of techniques have been developed to

overcome this limitation. One of the first models that included local Coulomb interactions

was developed by T. Takizuka [71] in 1976. This model includes binary Monte Carlo collisions

between charged particles of the Landau form. With a computation time of 10−4 s per particle,

this method is not computationally feasible for larger simulations.

Later authors aimed to speed up the coulomb collision process by utilising grid based methods.

By using the Langevin equation, the cumulative effect of many small angle scatters can be

approximated as a smaller number of large angle scatters, hence improving performance, although

the performance impact is still significant and the accuracy is less than that of a binary small

angle collision model [72] [73] [74]. Another approach is to scatter the electrons (or ions) off a

background density of charged particles within a cell [75] [76]. This does improve performance

considerably for large number of particles compared to the other coulomb collision models but is

less accurate than both previous methods and calculating the densities within a cell can become

computationally cumbersome for large grids. Although the binary collision model is considered

quite robust [77], recent studies suggest that the inclusion of these binary coulomb collisions can

result in significant numerical heating of the plasma [78] [77]. This heating can be somewhat

mitigated when using an appropriate pair selection method [77].

1.7 Aim of this Thesis

The aim of this thesis is to investigate the plasma in the CXT using a newly developed PIC

simulation program. The ultimate goal of this project is to find out if we can use PIC simulation

to understand the qualitative and quantitative characteristics and functioning of the CXT, and

to inform future development of the physical CXT, in terms of its geometry, ideal operating

regimes, etc. Chapter 2 is a summary of the development, algorithms, and processes considered

in the new PIC simulation program. This includes a more detailed explanation of the various

components of a collisional PIC simulation, some comparisons between the implementation of

certain components with examples from the literature and a summary of the limitations and
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neglected physics in the simulation. Chapter 3 contains benchmarks of the simulation for known

geometries such as a parallel plate discharge tube and a biconical hollow cathode. It also contains

a discussion of the applicability of using the new PIC code to model plasma startup. In Chapter

4 the results of modelling the plasma in the CXT using the new PIC code are presented, along

with a discussion of how the new PIC model can be utilised for the further development of the

CXT, and a summary of results and future work.
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Chapter 2

Development of the PIC simulation

2.1 Introduction

In this chapter an overview of the newly developed pic code will be given. This includes an

outline of every major component: Solving the potential, scattering the charge density to the grid,

gathering the electric field to the particles, solving the equations of motion, boundary conditions,

external circuit, and collisions. When appropriate, a comparison of different approaches that have

been trialed will be outlined. A discussion of the limitations and neglected physics is also included

at the end of the chapter. Figure 2.1 gives a brief overview of the PIC cycle as implemented in

the newly developed code.

2.2 Potential and Electric fields

In order to obtain self-consistent particle motion, the potential due to the applied cathode bias

and charge density of particles in the simulation is found by using the Poisson equation, which

in turn is used to obtain the electric field. The Poisson equation is given by:

∇2φ =
−ρ
ε
, (2.1)

where φ is the potential, ρ is the charge density, and ε is the permittivity of the medium in which

the potential field is calculated.

2.2.1 Symmetry

In a PIC simulation, the Poisson equation is solved numerically on a grid made up of cells. These

cells may represent subdivisions of space and are often shaped as rectangles, rectangular prisms,

or annuli depending on the geometry and symmetry of the grid. Solving the Poisson equation on
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Figure 2.1: A flowchart outlining the PIC cycle as implemented in the newly developed code

a grid can be a very time consuming part of the simulation, especially in the case of a grid with

many nodes (nodes are the corners of cells). It is therefore important to reduce computation

time as much as possible. The simplest way to reduce computation time is by using a coarse

grid, i.e. a large cell size, and hence smaller number of nodes, this increases the speed at the cost

of lower resolution. Another way to lower the number of nodes is by exploiting symmetries. For

example the potential between two infinite rectangular charged plates may be solved in 2D by

exploiting the fact that the potential should not vary (much) in the direction transverse to the

plate. Other components of the PIC simulation still need to be solved in 3D, however. Particle

motion and position have to be stored and updated in 3D or otherwise rotated back to the plane

after motion in 3D.

In a planar system, the charge density is projected to the grid by averaging the charge density

in each cell along the axis perpendicular to the chosen plane. In a system where not only the

potential, but also the plasma density is reasonably uniform along the plane, it may be possible

to further increase performance by cutting the domain in half, and reflecting all particles off this

new boundary. The potential can be solved by applying a Neumann boundary condition to this
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Figure 2.2: Example of an axisymmetric domain obtained from [79] and modified to show the
relevant axes. The rectangular cells on the exposed R-Z plane correspond to annuli in the 3D
system.

new boundary. This reduces the number of particles that need to be simulated by half, as well

as halving the domain on which the Poisson equation has to be solved. This is possible due to

conservation of mass and momentum in an equilibrium system, since for every particle leaving

one domain into the other, by symmetry, a particle should move from the other domain into

this one. In this thesis, the thruster is modelled as an axisymmetric cylindrical system due to

its cylindrical symmetry. An example of such a system is shown in Figure 2.2. The potential is

solved on the R-Z plane (axes defined in Figure 2.2). This plane represents a cylindrical domain

which is rotated around the Z-axis. This means that the number of cells needed to represent the

domain is drastically reduced by averaging the charge density along θ. The 2D cells on the R-Z

plane in this system correspond to annuli in the 3D system.

2.2.2 Poisson Solver

Using a coordinate system transformation, equation 2.1 can be rewritten in cylindrical coordi-

nates
(
r, z, φ

)
. Since the potential does not vary in the θ direction, the ∂

∂θ
term vanishes:

22



1

r

∂φ

∂r
+
∂2φ

∂r2
+
∂2φ

∂z2
=
−ρ
ε

(2.2)

In order to solve the equation numerically it must first be discretised. This is achieved by

using a “central difference” (or “finite volume” scheme which is equivalent in this instance)

scheme to obtain expressions for each term

∂φ

∂r
=
φi+1,j − φi−1,j

2∆r
(2.3)

∂2φ

∂r2
=
φi+1,j − 2φi,j + φi−1,j

∆r2
(2.4)

∂2φ

∂z2
=
φi,j+1 − 2φi,j + φi,j−1

∆z2
, (2.5)

where i and j refer to the coordinates of the φ matrix in the r and z directions respectively,

∆r and ∆z refer to the cell width in r and z respectively, φi±1 is shorthand for φ±∆r, and φj±1

is shorthand for φ±∆z. Assuming ∆r = ∆z = h the discretised cylindrical Poisson equation is

expressed as follows:

−ρ
ε

=
φi+1,j − φi−1,j

2rh
+
φi+1,j − 2φi,j + φi−1,j

h2
+
φi,j+1 − 2φi,j + φi,j−1

h2
(2.6)

φi,j =
1

4

[(
1 +

h

2r

)
φi+1,j +

(
1− h

2r

)
φi−1,j + φi,j+1 + φi,j−1 +

h2ρi,j
ε

]
, (2.7)

This equation can now be solved using a preferred method. A direct matrix update is the

fastest option but uses a prohibitively large amount of memory for large systems, since the

memory use scales with the number of nodes squared. Because of this limitation, a relaxation

method is used instead, specifically the Jacobi method, the simplest type of relaxation solver.

This method was chosen because it was simple to implement and always converges. Successive

over-relaxation, or the Gauss-Seidel method (which is a particular case of over-relaxation) is

usually an improvement on the speed of a simple Jacobi solver assuming the matrix is diagonally

dominant; however, it can have a much longer “critical path” and hence may be less able to

take advantage of Matlab’s built-in parallelisation for matrix operations in the case of non-spare

matrices, which can lead to longer convergence times [80]. By carefully choosing when to check for

convergence with the Gauss-seidel method and/or running a simulation many times to determine

the optimal over-relaxation parameter the performance could no-doubt be improved. However

since the relaxation time is often small compared to the collisions and particle push, and finding

the optimal parameters may cost more time than it saves, it was deemed redundant.

After the potential is calculated the electric field was found by using a finite difference ap-
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Figure 2.3: The boundary conditions of a small thruster simulation. The cathode, anode and
outer wall are dielectric boundaries and are shown in cyan. They also act as reflective boundaries
for particles that can bounce along the normals to the surface (shown in red). The boundaries
at R=0 and in the nozzle orifice are Neumann boundaries so the potential on those boundaries
is set to equal to the cells adjacent to it (in R on the R=0 boundary and adjacent in Z on the
nozzle boundary)

proximation again (central difference), using the built in ”Gradient” function in Matlab. The

electric field in the simulation is divided into the electric field along R and the electric field

along Z. Since they are linearly independent they can be obtained by calculating the gradient

of the potential along the R, and Z directions, respectively. This is achieved using MATLAB’s

built-in numerical gradient method to calculate the field on the nodes. This is an example of a

momentum-conserving scheme which is discussed in more detail later.

2.2.3 Boundary Conditions

In an axisymmetric domain the central axis must be included as a Neumann boundary condition,

which means the gradient of the potential across the boundary is 0. This is achieved by setting

the potential at the boundary φ0,j to be equal to the potential at φ1,j at each j, for every relaxation

step. This leads to a non-zero electric field in the Z direction, but no electric field across the axis
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in the R direction.

Any grounded elements on the grid can be simulated by setting the initial potential value

of the nodes representing the space occupied by these elements to 0 and not including them in

the update step, hence keeping them at their initial value. This is an example of a Dirichlet

boundary with a value of 0. The cathode is also modelled as a Dirichlet boundary condition

with a value equal to the applied potential. In the case of a boundary between two dielectric

mediums, the following two laws apply:

E1‖ = E2‖ (2.8)

ε1E1⊥ = ε2E2⊥, (2.9)

where Ei‖, and Ei⊥ refer to the parallel and perpendicular component of the electric field in

medium i respectively, and εi refers to the permittivity of medium i. In a dielectric material, any

applied electric field will cause charges to separate and build up on the surface. The combined

dipole moments of these separated charges are governed by the displacement field given by

~D = ε ~E + ~P , (2.10)

where ~P is the polarisation density field in the medium. If the medium is linearly polarisable,

homogenous, and isotropic, we can write the polarisation density field ~P in terms of the electric

field:

~P = ε0χ~E, (2.11)

where χ is the electron susceptibility. Substituting this expression into eq. 2.10 allows us to find

an expression for the displacement field ~D in terms of the electric field.

~D = ε0εr ~E, (2.12)

where εr = (1 + χ) is the permittivity of the dielectric. Using the divergence theorem we can

obtain the expression ∮
S

ε∇φ · ndA = −ρf∆V, (2.13)

where n is the number density of charges on the interface, A is the cross-sectional area at the

interface, ∆V is the potential difference across the dielectric boundary, and ρf is the free charge

25



Figure 2.4: The external circuit of the simulation: the external resistance (R) and capacitance
(C) limit the amount of current that can reach the cathode from the power supply. This is
the form of the external circuit used in all simulations presented in this work unless otherwise
indicated.

density in the cell volume. In order to solve this equation numerically it is discretised to obtain

φi =

[
ρfh

2 + ε−φi−1 + ε+φi+1

](
1

ε+ + ε−

)
, (2.14)

where ε+ and ε− refer to the permittivities on either side of the dielectric boundary at i which

can easily be added as a condition that is enforced after every iteration of the Poisson solver.

The charge on the interface was obtained by using the particle reflection on the boundary.

Particles that do not reflect permanently add their charge to the boundary. Particle reflection is

discussed in more detail later in the chapter. Outside the dielectric, a Neumann boundary is used

to represent the cell after the interface with space. In many cases the dielectic boundary does

not significantly alter the results and a Neumann boundary was used instead, with the attached

surface charge used to solve the Poisson Equation, acting as an effective dielectric boundary for

a smaller computational cost. The boundaries for a scaled down thruster are shown in Figure

2.3.
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2.2.4 External Circuit

The potential on the cathode is determined by interactions between the plasma and the external

circuit. External circuits are an important component of any plasma discharge chamber as

they act as current limiting devices and hence affects the V-I characteristic or “regime” of the

discharge. The discharge characteristics are unique to each chamber as they depend on the

chamber geometry, gas type, pressure, electrode spacing, and external circuit. Without the

current limiting effect of external resistance on a grounded cathode the current may converge to

the wrong discharge regime, or often not converge at all [46]. Choosing a particular external load

allows the experimentalist to tune the characteristics of the discharge to suit their purposes.

The external circuit is modelled in the simulator as consisting of only an external resistor,

and capacitor in parallel. A high load resistor is usually added to mediate the current; all other

resistances can be considered negligible compared to it. The external capacitance is derived from

an order of magnitude estimation of the capacitance of all components in the external circuit.

The capacitance in the chamber can be estimated based on the geometry of the cathode and

chamber. In the case of a cylindrical cathode in a cylindrical chamber, the capacitance of the

cathode is given by

Cchamber =
2πε0

ln(Rcathode

Ranode
)
. (2.15)

The cathode potential is updated every time-step based on the plasma current and the current

from the power supply. The update step for the cathode voltage is derived as

V n+1
cat = V n

cat −
V n
cat − VPS
RC

dt +
Qn
plasma

C
, (2.16)

where Vcat is the potential of the cathode, R and C are the external resistance and capacitance,

respectively, VPS is the potential of the power supply, Q is the arriving charge and dt is the time-

step. This is a forward Euler update which can run away for large time-steps, but considering

the order of magnitude of the time-step ranges from 1 to 100’s of picoseconds, this method is

sufficiently precise.

The charge arriving at step n, Qn is composed of ions hitting the cathode but not reflecting,

i.e. ions recombining at the cathode. It also includes any dislodged secondary electrons; these

can be emitted due to either ion or neutral impact, even if the neutral or ion reflects instead of

absorbing or recombining. The total charge is then given by Qn = Qn
ion −Qn

esec .

Figure 2.5 illustrates the exponential charging of a capacitor by the external circuit in a a

vacuum, the error between the simulated and theoretical potential on the cathode is 0.022%

at its maximum but decreases as the cathode charges up and the gradient of the potential

decreases to below 0.001%. This error is insignificant compared to other errors in the experiment,
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Figure 2.5: The simulated potential of the cathode charging up in a vacuum and the % error
between the calculated and theoretical potential. The error is greatest near the start when the
gradient of potential decrease is high but the error never exceeds 0.025%

such as discretisation errors from linear macroparticle charge density interpolation, so the linear

approximation to calculate the potential is appropriate.

2.2.5 Charge density and the simulation volume

Equation 2.7 depends on two factors: the boundary conditions, and the charge density in each

cell. Although the macroparticles move in a continuous 3D space, their charge density must be

calculated on the 2D axisymmetric grid. On a 3D cartesian grid each cell has an equal volume

but in a 2D axisymmetric grid the cell volume varies with radial distance from the central axis

(it represents an annulus as opposed to a square cell). The volume of each cell can hence be
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calculated using the equation for the volume of an annulus:

V = π(r2i+1,j − r2i,j)h (2.17)

where i is the cell index in the R direction, j is the cell index in the Z direction, ri,j is the radial

position of cell i, j, and h is the cell length/width. The charge in a given cell needs to be divided

between the nodes that make up the corners of the cell in order to calculate the potential. This

is usually done using linear interpolation, which is a linear volume-weighted scheme. In a 3D

cartesian grid, the charge at each node is governed by the equations

qi,j = (1− dr)(1− dz)Q (2.18)

qi+1,j = (dr)(1− dz)Q (2.19)

qi,j+1 = (1− dr)(dz)Q (2.20)

qi+1,j+1 = (dr)(dz)Q, (2.21)

where qi,j is the charge interpolated to node (i, j), dr and dz are the distance between the

particle and the node at (i, j) in the r and z direction respectively, and Q is the total charge.

In cylindrical coordinates a correction factor must be applied to maintain an even weighting

across the volumes since the nodes closer to the axis represent a smaller volume than the nodes

further away. The correction factors for cells with r coordinate i and r coordinate i+ 1 are given

respectively by α and β:

α = drdz

(
ri + 0.5(dr + 1)∆r

ri + 0.5∆r

)
(2.22)

β = (1− dr)dz
(
ri + 0.5dr∆r

ri + 0.5∆r

)
(2.23)

Here ri is the radius at r coordinate i, and ∆r is the length of the R-Z projection of the

cell in the r direction. Equations 2.18 and 2.20 are multiplied by α, whilst equations 2.19 and

2.21 are multiplied by β to obtain an even weighting. The same scheme is also used in reverse

to interpolate the electric field (which has been calculated using the Poisson solver based on

this charge density) back to the particle [81]. Since the positions of the particles are stored

as cartesian coordinates, they must first be converted to cylindrical coordinates. The R and Z

components of that axisymmetric projection can then be used to interpolate the electric field
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from the nodes to the particle using the following scheme:

E(r, z) = Ei,jα(1− dr)(1− dz) (2.24)

+ Ei+1,jβ(dr)(1− dz) (2.25)

+ Ei,j+1α(1− dr)(dz) (2.26)

+ Ei+1,j+1β(dr)(dz) (2.27)

(2.28)

where Ei,j is the electric field at coordinate (i, j). By keeping the method of interpolation the

same for the charge density and electric field, the force experienced by the particle’s own charge

density, the so called “self-force”, is cancelled out, as demonstrated by Hockney and Eastwood

(1988) [82]. This is an example of a “momentum conserving” scheme, as opposed to an “energy

conserving” scheme. The momentum is conserved by cancelling the “self-force” but the energy

transfer between the particle and the field and vice-versa is incorrect. This interaction can lead

to localised heating or cooling of the plasma and an incorrectly computed electric field.

Although the energy is not conserved microscopically, this does not necessarily mean that

there is a large error in the macroscopic energy of the system. In fact, in a high energy discharge

the most energetic particles do not usually remain in the system for a long time, so this effect

is not as severe, since particles do not have the opportunity to continuously exchange energy

between themselves and the field over the course of the simulation.

There exist energy conserving algorithms that avoid this problem. However, they do not

conserve the momentum of the individual particles. Even in situations where the “self-force” is

negligible, the plasma can become macroscopically unstable due to aliasing errors [14].

Momentum conservation can be far more important in highly collisional plasmas such as the

one in the CXT, since incorrect estimation of the particle momenta will result in incorrect collision

cross sections, which will affect the growth rate of the plasma. Because of the aforementioned

reasons, a momentum-conserving code was implemented.

2.2.6 Secondary electron emissions and particle reflection

In a discharge plasma, the emission of secondary electrons at the cathode, which are then accel-

erated into the bulk plasma is the primary mechanism that drives and sustains the discharge.

The chance of a secondary electron being emitted depends on the type of impacting particle,

the work function of the metal being impacted, and the energy of the impacting particle. The

chance of a particle being reflected as opposed to absorbed or recombined is also dependent on

the particle type, metal impacted, and incoming energy. There is some research that suggests

that the temperature, and surface roughness of the cathode affect the secondary emission rates
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but these effects are not taken into account for the simulation since they are not considered

adequately quantified [83] [84].

The coefficients for reflection and secondary emission are usually provided as energy depen-

dent probabilities of the event per impact for a given combination of cathode material and gas.

These coefficients are empirical and do not necessarily correspond to the exact probability of

reflection or electron emission but rather the “effective” probability. A hydrogen atom may for

example dislodge another hydrogen atom adsorbed on the surface, which may look like a reflec-

tion even if it technically is not. Similarly the effective secondary emission coefficient captures

many events which are not necessarily easy to disentangle such as UV and field emissions from

rough surface features [84]. This can be a problem since surface roughness, photon emissions from

the plasma, and field emissions can vary wildly between systems. In many discharge modelling

applications, such as plasma simulation, a constant or theoretical effective secondary emission

rate is utilised. This is not always appropriate since the emission rate may vary drastically over

the range of incoming energies depending on the applied potential, and not all electron emission

effects will be captured unless treated separately [85]. Even when the applied potential in the

discharge is fixed, a wide range of incoming energies still needs to be considered since due to

varying ionisation sites and collisions, the spectrum of impacting particle energies on the cathode

surface may be quite varied.

In the present simulation, three types of secondary emission are considered: emission caused

by ions, neutrals, and electrons. The effective secondary electron coefficients used do not discrim-

inate between emission due to recombination and emission due to reflection, hence the probability

of emission due to either of these events is considered to be the same. The secondary electron

emission coefficient for various hydrogen ions are obtained from [86] for high energies and [87]

for low energies. The emissions due to H+
3 were not available from [87] but for the purpose of the

simulation the H+
3 effective secondary emission coefficients were extrapolated from the H+ and

H+
2 coefficients. There exist small differences between the secondary emission rates of neutral

atoms and ions. However, suitable secondary emission rates were not found for neutral hydrogen

bombardment of aluminium at the relevant energies. Hence the same effective coefficients were

used for the neutrals as for the ions. S.N. Ghosh, and S.P. Khare have observed a ratio between

the H and H+ secondary emission rates of between 1.32 and 1.61 [9]. Although this ratio may

be greater at lower energies, a one to one ratio has been used as an estimate of the effective

secondary electron emission coefficients, correct to within a factor of 2, for the neutral atoms

and molecules.

The interaction between particles and boundaries are handled each time-step in three phases;

first, a check is performed to see if any particles are currently in a wall or electrode. If they are, a

random number is generated for each particle and is checked against their probability of reflection

at their current energy to determine which particles reflect and which are absorbed. This process
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is then repeated for the secondary electron emission probability. After these calculations, the

non-reflecting particles are removed from the simulation and, in the case of impacting charged

particles, their charge is used to update the cathode potential for the next time-step or add to the

charge of the dielectric boundary. Based on the position of each reflecting particle, the normal

to the surface at those points is retrieved from a pre-calculated matrix of normals. Specular

reflection is then performed across the normals for the impacting particles. The new velocities

of the reflecting particles are determined using the equation of 3D specular reflection:

~vr = ~vi − 2n̂
(
n̂ · ~vi

)
, (2.29)

where ~vr is the velocity of the reflected particle, ~vi is the velocity of the incoming particle, and

n̂ is the normal to the surface at the point of impact [88]. To avoid the particle being moved

out of bounds by a reflection, it is placed back at the position it occupied before impacting the

surface. This is not entirely accurate but avoids particles becoming stuck near geometrically

complex surfaces.

A. Domı́nguez-Vázquez et al. [89] have shown that the ratio of specular to diffuse reflection

can have a strong influence on the final plasma characteristics. Unfortunately there does not

appear to be good experimental determinations of the ratio of specular vs diffuse reflection of

hydrogen on aluminium and plastics at the relevant energy ranges. Moreover this ratio is strongly

dependent on the surface features of the materials in question, primarily surface roughness, which

in this case is not known.

2.2.7 Super-particle properties and dynamics

Super-particles (or macro-particles) are the primary element of the simulation. Each particle

represents a large number of “real” particles. These particles can either be modelled as single

particles of their given species for the purpose of particle-dynamics or as particles that have a

total charge and mass corresponding to the number of particles they represent. Each method

results in the same dynamic behaviour since the charge to mass ratio is the same, and hence

the electric field acceleration is the same. However, when super-particles undergo collisions and

lose energy, it is more useful to treat them as single particles (with a high statistical weight),

since although the amount of energy lost in a collision can be scaled to the number of particles

in the super-particle, the amount of energy they carry will be too high to obtain a reasonable

interaction cross-section.

There are various approaches to choosing an appropriate super-particle size. When modelling

a steady state plasma where the equilibrium density is known it is appropriate to model the largest

number of super-particles that is computationally feasible and choose a size for the particles that

leads to the appropriate particle densities. There are however a few complications, such as that
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the density profiles of every species may not be well known, the density may not be constant

across the simulation domain, and the final densities may end up dramatically different from the

intended result based on the enforced initial conditions. Various approaches have been developed

to deal with this issue by other authors; such as rescaling particle sizes in-situ [31], as well as

various particle merging and splitting algorithms (discussed in more detail Chapter 1) [90].

The plasma density inside the CXT is not well known. Hence it is not feasible to model

the device from steady state, it would turn into a trial and error calculation over an unbound

range of input parameters (although reasonable limits can be obtained from considering different

hollow cathode discharges). Instead the plasma is modelled from startup and allowed to evolve

to an equilibrium density. This reduces the parameter space that needs to be explored to just

the background gas density. After a steady state (or close to steady state) has been achieved, the

equilibrium particle densities can be used to start a system from near-equilibrium. Because the

number of particles of various species changes drastically over the course of the simulation, par-

ticularly the discharge initiation, every species needs a different number of particles represented

by its super-particles. This introduces a problem, noted by M. Fitzgerald [31], if a superelec-

tron ionises a gas molecule, but the produced superelectron and superion represent a different

number of particles, then charge is not conserved . To avoid this problem, every particle’s size is

kept track of independently, such that if an electron of size 10,000 ionises a gas molecule, it will

produce a new superion and superelectron of size 10,000 each. This approach may also allow the

simulation to better capture effects that rely on small differences in charge between particles in

the same cell, such as the virtual anode effect.

2.2.8 Choice of time-step and cell size

The choice of time-step and cell size are important factors to balance in any PIC simulation.

Choosing a small step size and cell size will increase the resolution of the simulation but require

significantly more computation time while a time-step or cell size that is too large may lead to

unrealistic aliasing effects and unphysical instabilities. The numerical stability of a plasma PIC

simulation is dependent on the ratio between the Debye length of the plasma, and the cell size on

the grid [48]. This is because the spatial grid has the effect of smoothing out the interaction force

between clusters of nearby particles, and to couple the local plasma perturbations to perturba-

tions at other wavelengths (a process called “aliasing”). These effects were described by A.B.

Langdon in 1970 [91] and consideration of particle cell size to limit aliasing has been paramount

for the development of all subsequent PIC simulations. The Debye length is generally derived

in the frame of a first order approximation for highly ionised plasmas in thermal equilibrium,

which is not necessarily valid for a slightly ionised DC discharge [49]. If a grid size is chosen

to be of the order of the Debye length in the bulk plasma, this may lead to drifting particles

moving across multiple grid cells in one time-step unless a very small time-step is chosen since

33



the energy of particles in the sheath, or accelerated by the sheath, are not strongly coupled to

the temperature in the bulk. This is a problem, because if the particles move across multiple

cells in one time-step, the field they experience is not continuous. Furthermore, any collisions

the particle experiences will either be experienced in the cell the particle started in, or the cell

the particle ends up in. In many studies it is of interest to resolve the plasma frequency. The

electron plasma frequency in the bulk can be defined as:

ωe =

√
nee2

ε0me

(2.30)

where ne is the electron density e is the fundamental charge, and me is the mass of the electron.

In order to resolve this frequency, a time-step smaller than the plasma period, i.e. the inverse of

the plasma frequency must be chosen. Since the electrons are much lighter than all other species

in the plasma, any time-step that resolves the electron plasma frequency will by default also

resolve the plasma frequency of the other species. For a typical discharge with a density of order

1016 electrons per m3 the electron plasma period is around a few hundred ns. At a time-step of

this size, any drift electrons with energies of 6 keV, will be travelling 4.5·106m/s and hence about

5 mm per time-step. In order for these particles to experience a continuous field, the cell size

should be greater than 5 mm, but a grid this coarse would lead to instabilities in the bulk plasma

due to the aforementioned requirement of the Debye length to be greater than the cell size, which

will be around order 10−4 in a conventional discharge. The only combination of these variables

that meets both requirements is a grid spacing smaller than 10−4 m and a time-step smaller than

5 · 10−12 s. This can be adjusted by operating the discharge at a lower applied potential or in

a lower density mode. Another consideration for small cell sizes, is that if the macroparticles

are very large, this may lead to very large spikes in local charge density when a particle enters

a cell. Ideally each cell will on average have multiple super-particles inside of it, to limit strong

small scale fluctuation [14]. If a particle travels across multiple cells in a single timestep it is not

immediately obvious where new particles should be created if the particle undergoes a collision.

To allow the simulation to be run with a larger time-step, a random point along the particles

path in the timestep is chosen to be the point where the collision occurred and new particles are

injected there.

2.2.9 Particle pusher

The PIC simulation uses a 2D3V mode, meaning that although the charge density and potential

are found on a 2D plane representing a cylinder, the particles themselves move in 3D space. The

conventional method of pushing particles in a PIC is to integrate the equations of motion using

a second order accurate leap-frog scheme. As the PIC scheme may include electrons moving at
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energies of multiple kV; a relativistic leapfrog scheme was implemented using

~pi+1/2 = ~pi−1/2 + q ~Ei−1/2∆t (2.31)

~vi+1/2 =
~pi+1/2c

2√
m2c4 + (~pi+1/2 · ~pi+1/2)c2

(2.32)

~xi+1/2 = ~xi−1/2 + ~vi+1/2∆t, (2.33)

where i is the simulation iteration, ~p is the relativistic momentum, ~E is the electric field interpo-

lated to the particle from the grid, ∆t is the time-step, ~v is the velocity, c is the speed of light,

and ~v is the velocity.

It was found during early trials with the simulation that in the presence of strong electric field

gradients the leapfrogging particles can skip over cell corners and experience discontinuous fields.

A particle starting near the edge of a cell with a strong electric field, moving into a cell with a

weaker field will be treated as spending half of its time in the cell with the strong field, and half

of its time in the cell with the weak field. This issue can be mitigated somewhat by the use of a

smaller time-step in combination with subcycling, i.e. moving the faster particles multiple times

for each time the heavier particles are moved. This will optimise the particle motion but requires

the potential to be recalculated every time and therefore still adds a significant computation

time to the simulation. To mitigate this problem, a 4th order Runge Kutta (RK4) scheme was

trialed. The RK4 scheme took the following form:

[k1v , k
1
acc] = f(~x, ~p) (2.34)

[k2v , k
2
acc] = f(~x+

dt

2
k1v , ~p+

dt

2
k1acc) (2.35)

[k3v , k
3
acc] = f(~x+

dt

2
k2v , ~p+

dt

2
k2acc) (2.36)

[k4v , k
4
acc] = f(~x+ dt · k3v , ~p+ dt · k3acc), (2.37)

where k1v is the slope of the position, i.e. the velocity at the start of the interval by Euler’s

method, k1acc is the slope of the momentum ∂~p
∂t

at the start of the interval by Euler’s method,

k2α is the slope of the relevant variable α at the midpoint using the previously calculated k1α, k3α

is the slope of the relevant variable at the midpoint using the previously calculated k2α, and k4α

is the slope of the quantity α at the end of the interval using the previously calculated k3α. In

addition ~x is the position of the particle in 3D cartesian coordinates, and ~p is the relativistic

momentum. Since the electrons can be accelerated to very high energies, the particle pusher

must use a relativistic velocity update.
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In the RK4 function f , mentioned above, solves the following equations:

~v =
~p · c2√

m2c4 + c2(p2x + p2y + p2z)
(2.38)

∂~p

∂t
= [

x

r
,
y

r
, 1] · q[Er(r, z), Er(r, z), Ez(r, z)] (2.39)

Here Er andEz are the r, and z components of the electric field. Every RK4 iteration, the particle

coordinates must be converted from cartesian to polar, to then interpolate the Electric field at

that position to the particles. To more accurately determine the electric field at each step, the

potential should be recalculated with each RK4 iteration since this has consequences for the “self-

force” experienced by the particle, i.e. the electric field experienced by the particle due to its own

charge density interpolation. If the particle moves without recalculating the charge density and

potential, the self-force will no longer be cancelled out.Another problem with RK4, is that unlike

the leapfrog scheme, it is not “symplectic”. This means that the area in position-momentum

phase-space is not conserved over time. That is, if you were to model an orbit using RK4, the

orbit would start to drift after some iterations whilst it should stay identical. The error in the

phase-space area for an RK4 update is very small but can still be significant over sufficiently

long run-times [92]. This means that the energy of a particle which is in the simulation for

a sufficient amount of time may increase without bound. This will not necessarily affect the

simulation results of this type of high energy discharge since the most of the energetic particles

will not stay in the simulation long enough for their energy to run away, and the particles in

the bulk plasma move comparatively so slowly that even at long simulation times, the error in

the energy is small. If somehow a particle does run away in energy, it will likely not stay in the

simulation for long and hence any numerical heating should be self-quenching.

The time taken to recalculate the field eventually proved to be too much for simulations with

large numbers of particles. Instead the leapfrog method was used again at a smaller time-step.

2.3 Collisions

2.3.1 Rate Equation Based Collisions

There are three common ways of treating collisions in PIC simulations. The first and most basic

is to model the collisions as a chemical reaction using rate equations [79]. If the density and

temperature of a particular species are known in a cell, these can be used to determine how often

a particular reaction should take place for a given species in every cell. For example the reaction
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rate for the ionisation of molecular hydrogen by an electron, governed by the equation

H2 + e− = H+
2 + 2e− (2.40)

can be modelled as follows

dnH2

dt
= −k(T )nH2ne− (2.41)

dnH+
2

dt
= +k(T )nH2ne− (2.42)

dne−

dt
= +k(T )nH2ne− , (2.43)

Here nα is the density of species α, k(T ) is the temperature dependent reaction rate coefficient,

and T is the electron temperature. Using this formulation limits need to be included to prevent

negative densities from being obtained. There will always be some amount of rounding, due to

the fractional nature of the rates, resulting in either more particles are created than the equation

calls for, or fewer. One can keep track of the remainders and add them later, but either way it

will lead to a minor stochastic error in the particle production rates.

This method is computationally cheap, but has disadvantages compared to other methods.

Specifically, when new particles are created, they will generally be smaller than the particles

that created them, these in turn will create even smaller particles unless a mechanism is used

to control the minimum particle size. The particles can be tracked in a particle mesh until a

minimum amount is reached before creating a particle, but this may lead to long periods of time

between collisions and creation of particles. The use of a particle spawn mesh is further discussed

in Section 2.3.6.

Another significant complication is the energy loss associated with many atomic and molecular

reactions. If we take the example of ionising molecular hydrogen from before, the ionisation

energy is 15.43 eV. If one in ten of the particles in a super particle interact, how much energy

should it lose? If the particle loses energy every time-step, it is not clear how many time-steps

it should take before the “full” 15.43 eV is lost. If the energy loss is based on the number

of particles created as a fraction of the interacting super-particle size, then this will lead to

unrealistic energetic behaviour. This is because a real particle will either undergo a reaction and

lose the energy, or continue at its original speed, while the computational particle will slowly lose

energy over time. A particle losing all its energy at once will in theory lose the same amount

of energy over the same journey as a particle losing it in fractions. However, since the reaction

rate coefficient is dependent on the energy of the reacting particle, and usually not linearly, the

amount of particles created over the same set of time-steps can be vastly different. This problem

is covered in more detail in Section 2.3.4. In cases where a species has multiple possible reactions

this may also cause problems, since the reactions are statistically independent, but the energy
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loss due to one may affect the others as well. This problem exists in some form for other types of

collision modelling as well; however there are known solutions and workarounds for these other

collision methods but not for the rate equation based collision method.

2.3.2 MCC

The most common way to treat collisions in PIC simulations is using a Monte Carlo Collision

(MCC) algorithm where for every time-step any particle has the chance to collide with the

background gas (modelled as a “cloud” or “fluid”). Generally only the source particle is modelled

as being involved in the collision and hence the total interaction does not conserve momentum.

Since the interactions usually do not conserve momentum this method works best when the

background gas has a much higher density than the energetic species, which is the case in many

plasmas, including that in the CXT. There are ways to conserve momentum using this process

which can be important for high energy discharges. One of these methods is discussed in Section

2.3.4.

In an MCC collision, every time-step the probability of any particle colliding is calculated

using the following equation:

p = 1− exp(ngasσ~vrel∆t), (2.44)

where p is the probability of a collision occurring, ngas is the density of the background gas

species, σ is the energy (or velocity) dependent interaction cross-section, vrel is the relative

velocity between the particle and the background gas molecule, and ∆t is the time-step. For

every time-step, a random number is generated for each particle, if the number is smaller than

the calculated probability of a collision then an interaction occurs. The implementation of this

method is discussed further in Section 2.1.4.

2.3.3 DSMC

Direct Simulation Monte Carlo (DSMC) is the most comprehensive type of collision method, but

it is also the most computationally intensive. DSMC is used for interactions between two or more

species, all handled as individual particles, as opposed to the fluid-fluid or particle-fluid models

used in the reaction rate and MCC methods, respectively. In DSMC, any two particles that are

close to each other in space will be considered for a potential interaction. A random number will

be generated for each pair of eligible particles and compared to the probability given by

P =
σvrel
Pmax

, (2.45)
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where Pmax, is the maximum probability. For each particle, the probability for an interaction

with each eligible other particle is found, and then normalised by the maximum probability,

which is updated during the first loop. Care must be taken to avoid double counting. In DSMC,

proximity is generally treated as particles being in the same cell. This can lead to some incorrect

assignments since two particles on opposite sides of a cell border may be closer together than

two particles on opposite sides of the same cell, but sorting through all particles is an N by N-1

problem and is far too computationally intensive to be used for any but the smallest possible

simulations.

The DSMC method was found to be too computationally intensive to be included in the

simulation, however a form of DSMC was trialed to handle local Coulomb interactions which are

not handled well by conventional PIC simulations, this is covered further in Chapter 3. A hybrid

MCC method using the momentum exchange collision handler generally used in DSMC was also

used to handle the momentum transfer and electron scatter collisions in the simulation, which is

described further in Section 2.3.11.

2.3.4 Trial of a new modified reaction rate collision method

In order to reduce the computational time dedicated to modelling collisions. A new type of

collision solver was trialed based on a modified version of the rate equation based collision scheme.

The modified scheme allows the code to function at plasma startup, when super-particle sizes

may be so small that a collision would never occur using a rate equation based collision solver.

The scheme makes use of the binomial probability distribution function

Px =

(
n

x

)
px(1− p)n−x, (2.46)

where Px is the binomial probability, n is the number of trials, x is the number of successful

trials, and p is the probability of a Bernoulli trial given by equation 2.44. By sampling a random

number for this distribution, it can be determined how many particles in a super-particle must

undergo a collision. This method makes sure there can be a collision even if there is only 1 particle

per super particle, as long as the probability of an interaction is not 0. The primary downside

of this method is that generating a binomial distribution for every particle is computationally

prohibitive since the binomial coefficient includes 3 factorials of potentially large numbers which

are slow to compute. To mitigate this computational load, the Poisson approximation to the

binomial distribution was utilised. For small values of p and large values of n, the Poisson

distribution approximates the binomial distribution quite well. The n and p in the binomial

function are related to the lambda parameter of the Poisson distribution by λ = np [93]. Under

most circumstances, even with small n, p is significantly small enough for the approximation to

still be reasonable [93]. The collision process for a given species is outlined in figure 2.6.
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Figure 2.6: A flowchart of the processes involved in the
newly trialled collision scheme

Despite the advantages this method

brings, namely the increased speed

during startup, and ability to resolve

small differences in particle density

in areas of the discharge with vary-

ing collision rates, the fundamental

problems this method shares with

the reaction rate method make it

unsuitable for a highly collisional

plasma. First, the energy distribu-

tion does not evolve the same way

using this method as it does using

MCC collisions. Second, it is not

able to reproduce the characteristic

drop offs at energies slightly higher

than the ionisation energy of a par-

ticle. Third, at large particle counts,

the method can occasionally become

slower than MCC. Since the speed it

takes to generate a random Poisson number is much longer than it takes to generate a uniform

random number, at high enough particle counts this process starts to dominate the computation

time of the total collision process. Due to these problems, a more standard MCC collision model

was used in the final version of the PIC simulation. The flow of this MCC collision model is

outlined in Figure 2.7.

2.3.5 Background Gas as a Maxwellian Cloud

In many cases the relative velocity between the incoming particle and background gas can just

be modelled as the velocity of the incoming species. However, since hydrogen ions still have

relatively high reaction rates at low energies, the background gas in the CXT is modelled as

a Maxwellian with a constant temperature, from which a random gas particle is sampled for

each collision. This same gas velocity is then used again if the incoming particle undergoes a

momentum transfer collision to calculate the relative momentum between the incoming particle

and gas molecule. In a MCC interaction, a macroparticle collides as if it is a single particle. If

any particles are created as a result of the collision, they will be treated as having the same size

as the reacting particle. The gas particle in the interaction can be treated as having the same

number of particles per super-particle as the reacting particle, or it can be modelled as a one
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Figure 2.7: A flowchart of the MCC collision process
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on one particle interaction, the dynamics are the same. The energy lost by a particle during

an interaction can simply be removed from the reacting super-particle and does not result in

unphysical behaviour as it would when using a rate equation based collision model.

Figure 2.8: The growth rates of “true” particles vs superparticles. True particles refer to the
number of superparticles multiplied by their respective sizes. The growth of superparticles evens
out over time whilst the number of “true” particles keeps growing at a steady rate. This sim-
ulation was started with one particle per superparticle. The average particles per superparticle
were 223, 153, and 615, for primary electrons, H+

2 , and secondary electrons, respectively. The
simulation was that of a CXT with 7161 cells, and a -2000 V applied potential.

2.3.6 Particle Spawn Mesh

Particles generated as part of a collision are added to a particle mesh that keeps track of all

types of particle that need to be generated in each cell. The mesh has coordinates corresponding

to the cells used for the poisson solver. Each cell in this mesh has a value corresponding to the

number of particles created through interactions in the cell. When a MCC ionisation occurs,

the size of the interacting super-particle is added to the spawn mesh. The minimum number of

particles required to spawn a new super-particle are set using Nmin
p , which are generally initially
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set to be equal to the size of the seed particles. When the number of particles in the spawn mesh

exceeds Nmin
p a new particle (or particles) is created.

New ions are exclusively created as a result of ionisation, therefore when a new ion super-

particle is spawned a new electron super-particle of the same size is created in the same cell. It

is therefore only necessary to keep track of the different species of ions, but not the electrons. If

electrons are tracked separately, the minimum particle threshold for electrons may not be reached

at the same time as the minimum particle threshold for ions. This occurs because different types

of ions can be created through the various ionisation processes included in the model. This

results in local charge build up leading to newly created particles experiencing incorrect electric

fields, as well as stochastic particle spawning behaviour.

When multiple ionisation events that produce the same type of ion occur in the same cell, a

single ion-electron pair can be produced, with the combined size of the interacting particles. This

means that the startup can be simulated from a small number of particles, and automatically

grow the number of super-particles per particle over time. This is also useful when starting a

simulation from near equilibrium if the equilibrium density has been underestimated, since it

allows the number of particles per super-particle to grow larger if needed. All newly created

particles start with an energy drawn from the background gas energy distribution at a random

position within the cell. This process greatly saves on computation time since only one new

particle will be created per cell per time-step, which limits the super-particle creation rate within

the simulation without limiting the particle creation rate. In figure 2.8 the growth rates of super

particles compared to “true particles” (the number of superparticles multiplied by their statistical

weights) is shown for a simulation with 7161 cells. The number of superparticles eventually

becomes constant in the simulation, whilst the number of “true” particles keeps increasing. The

spawn bins can be changed independently from the grid on which the potential is solved, if more

control over the total number of superparticles in the simulation is required.

2.3.7 Updating the Minimum and Maximum Particle Sizes

The initial implementation of the particle spawn mesh utilised a maximum number of super-

particles Nmax
sp , in addition to Nmin

p . If the current number of super-particles in the simulation

was greater than Nmax
sp , then Nmin

p was increased by some percentage, while if it was smaller than

Nmax
sp , then Nmin

p was decreased by some percentage. This allowed for the number of particles in

the simulation to be controlled without requiring particle mergers, splits, or otherwise controlling

the number of particles arbitrarily. The implementation of one of these methods to control the

total number of super-particles may affect the momentum or energies of the particles, or lead to

other unwanted behaviour such as “statistical theft” [31]. Some care must be taken to set an

appropriate percentage by which to increase or decrease the minimum particle size, since if the

percentage is too large, it may delay the creation of new particles by multiple time-steps which
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results in “waves” of particles being created. If the percentage is too small, then the number

of particles may overshoot Nmax
sp by a lot, and so they significantly slow down computation to

the point an alternative solution like a merger may be required. After significant testing, it was

found that a more reliable way of dynamically growing the number of particles was to use a

maximum number of particles per super-particle Nmax
p . By keeping Nmin at the initial size of

particles in the simulation, there is no risk of delayed particle spawns, which can cause oscillations

in the potential. Instead by using the number of grid cells as a limiting factor on how many

particles can spawn per time-step, a soft limit is placed on the number of super-particles. Once

the average size of particles approaches Nmax
p it starts to behave like a conventional PIC. If the

number of particles in a cell on the mesh exceeds Nmax
p , then it is divided by Nmax

p , a number

of particles equal to the quotient are created at random points in the cell, whilst the remainder

is added back to the mesh. Using this method, the collision model retains the advantages of a

conventional particle spawning system for MCC with some added flexibility in the size of the

super-particles.

2.3.8 Ionisation

Many different types of ionisation are modelled in the CXT simulation but they all share some

common features. All interactions will add their produced ion and neutral species to the spawn

mesh, as described in section 2.3.6. All ionisation reactions have a threshold energy which is

subtracted from the incoming particle when an interaction occurs. The velocity vector is reduced

in magnitude using the formulas:

Enew = Eold − Eionisation (2.47)

vmag =

√
2

m
Enew (2.48)

~vnew = vmag · v̂old (2.49)

where E is the energy, Eionisation, is the ionisation energy, vmag is the magnitude of the velocity

vector, m is the particle mass, v̂ is the unit vector representing the direction of the velocity vector

~v, and the labels old and new refer to before and after the ionisation event, respectively.

2.3.9 Electron Ionisation

The primary method of ionisation in the plasma is electron ionisation of the background gas.

Electron ionisation and secondary electron emissions due to ion bombardment of the cathode

are the two driving processes of the discharge. There are three types of ionisation by electrons

modelled in the simulation: Full ionisation of the gas molecule, dissociative ionisation, and
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dissociative attachment (which is considered ionisation for the purpose of the simulation since it

produces an ion). The three types of ionisation are described in order, by the formulae:

H2 + e− −→ H+
2 + 2e− (2.50)

H2 + e− −→ H+ +H + 2e− (2.51)

H2 + e− −→ H +H−, (2.52)

The dissociative electron attachment process differs from the other processes since it does not

produce any electrons and hence cannot be processed by the normal ionisation collision handler.

Instead it uses a modified version of the charge exchange handler described in Section 2.3.12

which results in the creation of a cold H− and an H atom. The H atom does not have to be

considered since it is created cold and will hence not contribute further to the simulation [43].

The cross-section for this process peaks at very low electron energies so the H− ion will always

spawn at a low energy. There is a threshold energy, but the energy change due to the electron

attachment is negligible and has not been included.

Most ionisation reactions result in the production of ions and neutrals in a variety of excited

states. Keeping track of the excitation state of all particles is believed to be too computationally

expensive for the benefits it offers. These different types of ionisations, resulting in different

excited states have different threshold energies. The thresholds of the most common type of

ionisation are used for each of the different types of ionisation, and the recommended empirical

cross-sections used for interpolation of these processes were obtained from [94].

2.3.10 Ion and Neutral Ionisation

In cold discharges the ion impact ionisation cross section is much lower than that of electron

impact ionisation and can generally be neglected. However in plasma discharges at high energies,

the ion impact ionisation cross-section dominates. The chemical formulae for the ion and neutral

impact ionisation reactions included are listed below:

H+
2 +H2 −→ H+

2 +H+
2 + e− (2.53)

H+ +H2 −→ H+ +H+
2 + e− (2.54)

H+
3 +H2 −→ H+

3 +H+
2 + e− (2.55)

H2 +H2 −→ H2 +H+
2 + e− (2.56)

H +H2 −→ H +H+
2 + e− (2.57)

H3 +H2 −→ H3 +H+
2 + e− (2.58)

(2.59)
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The empirical cross-sections for the ion and neutral impact ionisation processes were obtained

from [43].

2.3.11 Momentum Transfer and Electron Scatter

Momentum transfer is important to include as it leads to ion “thermalisation”, i.e. the tendancy

of ions in the bulk to, through collisions, end up with the same energy distribution as the

background gas. The dominant type of electron scatter event is “elastic scattering” with the

background gas. Elastic electron scattering with the background gas is technically inelastic

but due to the colossal mass difference between an electron and gas molecule, the scatter is

“approximately elastic”. For convenience electron scatters are modelled using the same formulae

as momentum transfer collisions for atoms, ions, and molecules. The additional computation

time added by including the energy transfer to the gas from the electron is negligible, but it is

important to include for the heavier particles. For each colliding particle, a random gas molecule

of the same size is drawn from a Gaussian velocity distribution. The velocities of the colliding

particle and gas molecule after the collision are given by:

Ω = [cos θ, sin θ · cosφ, sin θ · sinφ] (2.60)

v1 = vcom +
m2

(m1 +m2)|vrel|Ω
(2.61)

v2 = vcom +
m1

(m1 +m2)|vrel|Ω
, (2.62)

where v1 is the velocity of the incoming particle after the collision, v2 is the velocity of the gas

molecule after the collision, m1 and m2 refer to the mass of the incoming particle, and the gas

molecule, respectively, vcom is the centre of mass velocity of the two particles, vrel is the relative

velocity, and θ and φ are randomly generated elevation and azimuthal angles respectively. Ω is

used to simulate the random angle at which the two particles in the gas may collide. After the

collision, the vector of gas molecule velocities is checked for any speeds greater than the minimum

required energy for a gas molecule to be represented as a particle. If it is below that threshold,

it remains part of the gas. If it is above this threshold, a new particle with the same size as

the incoming particle is created with the newly calculated velocity. If a full fluid treatment of

the background gas was used, the new gas velocity could be added to the background fluid to

conserve momentum. However, since the plasma density is very low compared to the background

gas density, this momentum loss is not considered to be significant and hence this is not included.

2.3.12 Charge Exchange

In order to properly simulate the charge exchange thruster, we must include charge exchange

reactions. The charge exchange reactions are simulated using a simple algorithm: when an ion
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undergoes a charge exchange reaction, the corresponding neutral particle is created, with the

same statistical weight (number of particles per super-particle), position, and velocity as the

original ion. It has been shown before that the energy loss due to excitations in this process

are negligible [95]. Another new H+
2 ion is created at the same location, with a velocity drawn

from the background gas distribution. This represents the gas molecule that has just lost its

electron to the incoming ion. Lastly the original incoming ion is deleted. The three possible

charge exchange reactions are

H+∗
2 +H2 −→ H∗2 +H+

2 (2.63)

H+∗ +H2 −→ H∗ +H+
2 (2.64)

H+∗
3 +H2 −→ H∗3 +H+

2 , (2.65)

where ∗ denotes an energetic particle. All charge exchange cross-sections were obtained from

[43]. There is no need to include any other charge exchange processes since the formation of

either H or H3 is energetically inaccessible in a cold gas.

2.3.13 H+
3 production, dissociative ionisation, dissociative electron

attachment, and electron detachment

It is demonstrated in [21] that H+
3 and H+ make up about 40% of the ion density in plasma dis-

charges. Therefore the production of H+
3 from H+

2 collisions with H2 and dissociative ionisation

of H2 are important to include as they are the driving mechanisms behind the formation of these

ions. The three reactions that fall into this category and are modeled in the simulation are:

H2 + e− −→ H+ +H + 2e− (2.66)

H+
2 +H2 −→ H+

3 +H (2.67)

H2 + e− −→ H +H− (2.68)

H− −→ H + e− (2.69)

The dissociative ionisation process can easily be handled by the ionisation handler. The only

meaningful difference between this ionisation and the production of H+
2 is the additionally pro-

duced H) atom. However, since H is produced with very little energy, it would be immediately

removed from the simulation, as only energetic neutrals are tracked. Therefore the ionisation

handler only produces H+ in the dissociative ionisation process.

The remaining processes result in a modification of the incoming particle, and hence have to

be handled using the charge exchange handler. Since dissociative attachment only takes place at

very low energies, the energy transfers from the electrons to the H atoms and H− ion through the
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dissociative attachment is not considered to be significant and has not been included. The H−

ion is created cold, and the H atom is not created since once again, it would have too little energy

to be simulated, and would simply be deleted on the next time-step. The detachment of H− is

similarly handled, resulting in the creation of a H atom with similar energy to that of the H− ion.

A treatment for describing the detachment energy of the electron in this detachment process is

described in [96] and later in [97]. However this describes the energy distribution of the detached

electron in an interaction between H− and He instead of H2. It is also rather cumbersome to

implement computationally compared to the very small increase in accuracy it offers. Therefore

the electron is produced cold. There exists a process of detachment and ionisation as well but it

has a smaller than 1% chance of occurring compared to regular detachment and only occurs at

high energies. Accordingly this process has not been included in the code.

The production of H+
3 results in two potentially energetic molecules. I could not find a

reliable resource for the ejection energies of either particles in this reaction so I have for ease of

implementation treated this reaction as the energetic H+
2 stealing an H atom and leaving a cold

H behind. An implementation that treated the problem as an elastic collision was briefly tried

but this did not result in meaningful differences in energy since this reaction dominates at low

energies.

2.4 Limitations and Neglected Physics

2.4.1 Background gas

In this PIC simulation, energetic neutrals are tracked which may be produced by charge exchange

or collisions between highly energetic ions and the background gas. The background gas itself is

modelled as a constant density field with a Maxwellian temperature distribution for the purpose

of super-particle-gas collisions. Unpublished research by A. Israel indicates that the pressure

inside the CXT is approximately constant and homogenous, apart from a small increase in

pressure near the gas inlet and a rapid dropoff past the nozzle. This spatial pressure distribution

has been treated as close enough to uniform for the purpose of this simulation, since the increase

in pressure near the inlet is a smaller than 5% increase, and collisions past the nozzle are not

crucial to the development of the plasma, since almost all of the discharge happens on the inside

of the nozzle [1].

Previous Monte Carlo simulations by Turner, et al , and V. V. Serikov [98] indicated that

sputtering and thermalisation of charge exchange neutrals in high energy plasmas may lead to

a non-negligible increase in the background gas temperature. These processes may also lead to

regions of decreased pressure near the cathode and other sputtering surfaces. Inclusion of these

effects may be important to understanding the development of the plasma inside the charge

exchange thruster but would require their own self-consistent treatment over all pressure and
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power ranges tested by the PIC code. The inclusion is hence beyond the scope of this project

but acknowledged as a limitation. The gas used for the thruster simulation is molecular hydrogen

gas. This is different from the actual fuel used in the current iteration of the thruster, but the

real fuel is proprietary information. Relevant cross sections are not readily available for the real

fuel but the primary mechanisms in the discharge are believed to be dominated by hydrogen due

to hydrogen’s unique charge exchange cross section profile which peaks at higher energies than

most ions [43]. Because of this limitation, simulation of the thruster is focused on the original

model described in [1] which used hydrogen as a fuel. During operation of the thruster gas will

leave the nozzle and contribute to the thrust. This effect has not been included in the thrust

simulation for the PIC but may also be a useful future inclusion as it is expected that the gas

thrust will contribute to the overall thrust significantly [1].

2.4.2 Sputtering and Surface Effects

Sputtering products are common in plasma discharges and under certain circumstances can have

a substantial effect on the plasma characteristics [99]. However, impacts on aluminium by pure

hydrogen do not appear to result in a large density of sputtering products [100]. Determining all

the possible sputtering products, the relative cross-sections for their ejection by all other species,

ejection energies, and the subsequent cross-sections for all reactions those sputtering products

may take part in, are beyond the scope of this investigation. It is likely that the effect of ion

bombardment on the surface morphology of the cathode plays an important role as well, as

the rougher surface can lead to higher electron emissions, and strong local electric fields [101].

However the surface morphology of the specific piece of aluminium used in the thruster is not

well characterised experimentally, so including any changes to the structure due to sputtering

would be arbitrary without further research.

2.4.3 Excitation

It is almost certain that the energy loss due to the excitation of the background gas by collisions

with super-particles, as well as the excitation of the particles themselves through these collisions

will play a role in the discharge characteristics. However the cross-sections for elastic scattering

dominate those of inelastic scattering (due to excitation, excluding ionisation which is of course

included) for most relevant energies [102]. Including every possible excitation as a separate

process is considered to be too computationally cumbersome for the benefits it provides. An

attempt was made to include excitation using energy loss functions. Data was obtained for

hydrogen from [43] and for electrons from [103] and [104]. The former calculations are in water

but are in good agreement with the theoretical predictions. Unfortunately, the inelastic scattering

data for molecular species of hydrogen is incomplete and using the stopping power for electrons
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(and ions) results in double counting the contributions of elastic scattering and ionisation. Even

with this double counting, no significant change in discharge characteristics was observed at the

relevant energies when this loss function was included in the simulation. The stopping power

peaks at 75 eV for electrons. This means the maximum stopping power in 10 mTorr H2 gas is

about 20eV/m, which is tiny compared to the applied kV potential.

2.4.4 Photoelectrons

It has been demonstrated that under certain discharge conditions, photoelectrons play a substan-

tial effect on the characteristics of a PIC simulation [31]. Photons likely play a substantial role

in the production of electrons in a plasma but the exact contribution is highly system dependent

[105]. An accurate treatment of photon emission and subsequent photoelectron emission would

require not only a full treatment of all possible excitations, but also de-excitations, keeping track

of the excited states of all particles in the simulation, and ray-tracing of emitted photons. This

is far beyond the scope of this investigation.

A more straightforward treatment has been implemented by [31]. However that implementa-

tion is for the case of a biconical cathode with most of the discharge occuring within it, and hence

almost all photons striking the inner surface. This is not the case for the CXT, as the absolute

pressure and discharge characteristics remain unknown, and speculating on the photoemission

rate in the thruster would simply change the pressure at which the simulation will achieve a

steady discharge. Because of these reasons, a treatment of photoelectrons is not include in the

PIC simulation at this stage. However when the properties of the CXT are better characterised

it would be worthwhile to use a PIC or similar simulation to try and determine the contribution

of photoelectrons.

2.4.5 Exterior plasma

The plasma outside the nozzle of the CXT may contribute to the characteristics inside if there

is significant gas pressure outside the outlet. However any negative particles that leave should

be captured by the anode ring, and any positive ions that leave the nozzle should be deflected

back to the thruster casing due to the same electric field. It is unknown if the pressure in the

region outside the nozzle is sufficient for a substantial discharge plasma to form or whether this

would have an impact on the plasma characteristics inside or the total thrust. Unpublished work

provided by A. Israel suggests that the pressure outside the nozzle is much lower than inside and

hence would most likely not be a significant contributor. Because of these reasons, and since

including the outside region would massively expand the simulation domain, as well as add a

number of more complex dielectric boundaries, it was chosen to not include the outside region

in the simulation. It is theoretically possible, although unlikely, that ion-electron pairs could
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overcome the opposing potentials experienced upon exiting the nozzle and leave the thruster as

a neutral pair, hence producing thrust, this may be a topic of further research.

2.4.6 Neglected interactions

The dissociative ionisation by H+
2 , the H− detachment with simultaneous ionisation, the pro-

duction of H− or H+ from H colliding with H2 and the dissociation of H+
3 were not included.

This is because their cross-sections were comparatively very small in the relevant energy ranges,

so they are unlikely to ever occur in substantial quantities, but would still requiring a substantial

computational load.

Recombination was not included for similar reasons; the recombination of hydrogen ions

in the gas phase is very unlikely at the relevant plasma densities unless it occurs at very low

relative energies. There are two options for implementing recombination: First, a full DSMC

method, or second, by considering the total number density of ions and electrons in every cell to

work out the “total” probability of interaction using a single collision of the two distributions.

The DSMC method is considered too computationally expensive to be feasible. The local density

method could be achieved using the same densities calculated for the charge density distributions.

However at any given node it would not be clear which of the ion-electron pairs should be

destroyed by recombination. A cell centred density could be calculated instead but the same

problem remains, and particles close to each other but separated by cell boundaries would be

overlooked by this process. Therefore a treatment of recombination was not included.
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Chapter 3

Benchmarking

To determine if the PIC model is an accurate and reliable method for simulating the charge

exchange thruster, a series of benchmarking tests were conducted. Not a lot of experimental data

is available for the CXT so the simulation is benchmarked against more well known systems. The

first two benchmarking tests involve modelling a DC parallel plate discharge, which is a common

and relatively well understood system. The first test compares the sheath width in a parallel

plate system calculated by the PIC-MCC code to a numerical approximation of the theoretical

spatial distribution of the sheath. The second test compares Paschen curve data generated by the

PIC-MCC code to experimental parallel plate Paschen curves obtained from [106]. Paschen’s law

gives the voltage required to start a discharge or arc as a function of the product of gap length

and background gas pressure [107]. Lastly, as the CXT relies on the production of energetic

neutral beams, a hollow cathode geometry was tested to see if hollow cathode specific effects

such as the concentration of high plasma density inside the cathode, as well as energetic neutral

beams leaving the orifices.

3.1 Parallel plate sheath width

A basic test to see if the simulation is producing reasonable results is to check if for a given

plasma density we are obtaining the correct sheath width and shape. A comparison between the

theoretical and simulation sheath widths and shapes was performed for a circular parallel plate

discharge in a cylindrical chamber, as it is a well understood system, and the shape and width

of the sheath are known analytically.

The theoretical form of the sheath was calculated using an unpublished Euler stepper devel-

oped by R. Bowden-Reid. The program solves the Poisson equation in the following form:
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∂2xφ(x) =
en0

ε0

[
exp

(
eφ(x)

kBTe

)
−
(

1− 2eφ(x)

miv20

)−1/2]
, (3.1)

where e is the fundamental charge, φ(x) is the potential as a function of distance normal to the

cathode, n0 is the average electron density in the bulk plasma, v0 is the Bohm velocity, kB is

the Boltzmann constant, Te is the electron plasma temperature, and ε0 is the permittivity of

free space. This equation is then discretised using the finite difference scheme, similar to the

discretisation of the Poisson solver outlined in Chapter 2. A simple Euler update (forward linear

approximation to ODE) is used to estimate the potential on a 1D grid.

The program calculates the potential at the sheath edge based on the electron temperature. The

density is estimated using the expression

n0 ≈
I

2eA
·
√

mi

kBTe
, (3.2)

where mi is the mass of H+
2 and A is the surface area of the Cathode. This is than substituted

into equation 3.2 before solving

The parallel plate discharge simulation was performed using the parameters outlined in table

3.1. This is a 1D approximation to the system so it does not include the boundary conditions

at the edge which may lead to some deviation, therefore a Neumann boundary was used on

the radial outer edge in the simulation to approximate continuous space. The initial conditions

here are somewhat arbitrary, but for convenience, similar parameters were used as for the CXT

simulation shown in Chapter 4 (Table 4.1). The initial conditions should not impact the results,

since the sheath comparison (which is a solution to the Poisson equation) should be valid for

any given plasma conditions as long as they are consistent with a discharge. The system was

evolved until a close to steady state developed. Unfortunately an instability developed before a

full equilibrium was reached but the calculated potential should give an accurate answer for any

stage in the simulation, not just the steady state. The snapshot was taken at 500,000 time steps,

which corresponds to 6 microseconds of “real” time.

The average initial electron density calculated by the theoretical solver using equation 3.2

was 2 ·1015m−3, using the same grid spacing to solve the theoretical potential on as the cell width

in PIC simulation, i.e. 1 mm. To compare the plasma sheath in the simulation to the theoretical

calculation, a point of comparison at 20 mm was chosen. This is to limit interference from the

dielectric boundary condition at the chamber wall and the Neumann boundary condition at the

axis. The density range in the simulation at 20 mm, ranged from 1015 to 6 · 1015m−3. The

theoretical solver, calculated a density of 2 · 1015 m−3 using equation 3.2. The starting distance
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Parameter Value
Cathode Material Stainless Steel
Gas Hydrogen
∆t 10 ps
h 1 mm
Pressure 10 mTorr
Resistance 100 kΩ
Capacitance 20 pF
Applied Bias -6 kV
Initial Number of SP 103

Initial SP Size 106

Low Energy Neutral Cutoff 15 eV
Chamber Radius 30 mm
Chamber length 230 mm
Subcycle step size 10

Table 3.1: List of starting parameters for a stainless steel cathode, parallel plate, hydrogen
discharge. neutrals under 15 eV are removed as they do not have enough energy to ionise the
background gas and are unlikely to produce secondary electrons. The subcycle step size of 10
means that ions will move once for every 10 steps that electrons move.

of theoretical solver was chosen such that it would align with the sheath boundary. Figure 3.1

shows the theoretical potential vs the potential in the simulation. The potential in the simulation

has a slightly steeper gradient but otherwise agrees quite well. The code functions by starting

from the sheath boundary where the potential is 0 (this point has to be manually aligned with

the sheath boundary which was obtained from the PIC code). From this point the potential

is solved at every cell increment until the potential at the cathode is reached. It can be seen

from Figure 3.1 that the theoretical potential curves inwards slightly near the cathode, which we

would expect from the change in ion flux near the cathode compared to the rest of the sheath

due to ions impacting the cathode. This detail is lacking from the PIC model, which may be

due to a resolution issue, or the creation of cold secondary electrons near the cathode surface.

Nevertheless the sheath width between the bulk and the cathode only differs by a few cell widths

and are otherwise mostly consistent.

3.2 Paschen curves for parallel plate

Paschen curves were generated for a parallel plate system by starting a discharge for a given

combination of pressure and chamber length (pd). The simulations at various pd were started

at 100 V and allowed to run until either the number of secondary electrons exceeded the number

of starting electrons (since this means that the secondary electrons can reproduce the collisions

that caused the secondaries to be created in the first place, hence it is self sustaining) or the
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Figure 3.1: The plasma sheath in the simulation, versus the sheath calculated using the theoreti-
cal potential solver. The potential was calculated 20 mm away from the central axis to minimise
any distortions from the Neumann boundary condition on the axis or the dielectric boundary
condition on the chamber wall.

number of ions reached 0. When a self sustaining discharge was obtained, the simulation was

restarted with a bias 90 V less than the initial bias and incremented in steps of 10 V until a

self-sustaining discharge was achieved once again. The results of the test are given in Figure 3.2,

where they are compared to experimental results from [106].

Reasonably good agreement can be seen in figure 3.2 (a), although the experimental curve

appears to break down at higher pressures but at lower voltages. Many experimental factors

could contribute to the observed differences. A brief overview of factors that could affect the

observed differences is given below.
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(a) Simulation Paschen curve data vs raw ex-
perimental data from [106]

(b) Simulation Paschen curve data vs experi-
mental data from [106] adjusted with a 200 V
offset on the vertical axis and a -0.3 Torr cm
offset on the horizontal axis

Figure 3.2: Paschen curves generated by iterating the parallel plate PIC simulation over a range
of voltages until breakdown was achieved for a given density and chamber length. The data
matches experimental results for a stainless steel parallel plate reasonably well. An x and y offset
were added in (b) to show that the shape of the curves are nearly identical. The discrepancies
observed could be the result from differing experimental conditions

Differences in Experimental Apparatus

The Paschen curve simulations were performed prior to the author being aware of reference

3.2, so there are some differences in geometry. Although both systems use a parallel plate, the

diameter of the plates, and hence the potential breakdown area are different. This should not

affect the discharge in an ideal setup, but since both systems are enclosed in a dielectric wall, the

different plate areas will affect the electric field near the boundaries; the effects of these fringing

fields reduces with increasing plate area.

The dielectic material also differed in both systems. A glass wall is used in the experiment,

whilst the simulated system has a plastic outer boundary. It should be noted that due to lack of

available data for a plastic dielectric, most values relating to particle interactions are taken from

stainless steel and aluminium instead; thus the only significant difference that could be improved

without additional data would be the dielectric constant.

A major factor that affects breakdown in experimental systems is surface roughness, which

affects reflections, secondary emission, and electric fields [108]. In particular, high surface rough-

ness can lead to strong, highly directional local electric fields close to the surface. High localised

surface roughness may explain why the lowest pd experiment was able to achieve breakdown at a

much lower voltage than the simulated case. A single thin protrusion from the surface could for

example produce strong enough fields to allow for field emissions to contribute to the discharge.
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Cathode Metal

Paschen curves can be dependent on the type of cathode metal due to their different secondary

emission coefficients, reflection coefficients, and work functions. The experimental Paschen curves

were obtained using a stainless steel cathode [106], whilst the simulation used an aluminium

cathode. A complete set of data could not be constructed for aluminium or steel. More data was

available for aluminium, so a model was created for aluminium, supplemented with data from

stainless steel and copper, in ranges where most transition metals behave similarly and no data

for Al was available. The work function for aluminium and stainless steel are nearly identical so

it is unlikely that this affected the results in any way [109]. Secondary emissions at low energies

have been found to be considerably lower for stainless steel than for aluminium [87]. Therefore it

seems unlikely that this discrepancy is the reason why the experimental system breaks down at

lower voltages than the simulation. There are some variations in the chemical composition and

surface finish of different types of stainless steel; hence it is possible that the effective secondary

coefficients of the cathode used in the experiment was closer to that of Al than the coefficients

found by Bohm et al. [87].

Inaccurate Data

The collision cross-sections, secondary electron coefficients, and coefficients of reflection are drawn

from various sources [86] [110] [111] [87], and not all may be perfectly accurate under the same

conditions. For example it can be difficult to distinguish between secondary emission and reflec-

tion under certain circumstances, which may lead to a certain degree of double counting when

both the reflection and secondary emission are included separately. In addition, an independent

list could not be found for the secondary coefficients of H and H+
3 . Therefore the secondary

electron coefficients for H and H+
3 were derived by taking the secondary electron coefficients for

H+
2 [110] and multiplying them by 1

2
and 3

2
, respectively. This approximation was made since in

[86] it is shown that H+ and H+
2 have very similar yields per atom, and this is extrapolated to

H+
3 . This may have a strong impact if this approximation proves to be incorrect since at low

energies H+
3 dominates all other ions, especially at the start of the discharge.

Neglected Physics

As outlined in Chapter 2, not all physical mechanisms could be included which may have played

a role in the deviation between the simulated and measured Paschen curves. The addition of

photon induced secondary emission could potentially bring down the breakdown voltage in the

simulation somewhat but it is difficult to say how much impact it would have in the early stages

of a discharge when plasma densities are very low. The addition of inelastic collisions should

theoretically increase the breakdown voltage of the simulation, however, when an energy loss
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function was included for electrons [112] [113] [114] and all ions for which data was available

[43], no significant change to the Paschen curves was observed. It may be that this mechanism

of including inelastic collisions is too primitive to emulate reality since it will result in a different

energy distribution than if inelastic collisions were included individually. This problem is similar

to that of the “reaction rate collision” model outlined in Chapter 2.

Agreement Between Experiment and Simulation, and its Implications

Most likely the discrepancy, as seen in Figure 3.2, is due to a combination of the above-mentioned

factors, as well as some of the inaccuracies inherit in numeric simulation, and specifically PIC,

which can introduce many spurious inaccuracies from the various interpolations performed every

time step in comparison to a continuous model. To better compare the shape of the experimental

and simulation paschen curves a horizontal and vertical offset were added to the experimental

data to superimpose it with the simulation data. The adjusted experimental data are plotted in

Figure 3.2 (b). There is excellent agreement between the shapes of the curves. The most striking

difference is the data point at pd = 0.1, which breaks down at a 1000 V lower applied potential

than in the simulation.

A potential explanation for this large but unique discrepancy is that surface roughness can

play a much larger effect at higher voltages, as field emissions from nano-scale structures on

the metal surface will start to contribute to the discharge [115]. Another possibility is that the

cross-sections and related data used for the simulation are less accurate in the high voltage range

which would lead to a larger difference in breakdown voltage.

There is also the possibility that the point is just an outlier. The paschen curves simulation

was repeated a few times, but the pd = 0.1 point took so long to converge that only one simulation

returned a breakdown value for that point before the simulation time on the supercomputer ran

out. This means that this point has the lowest reliability out of all the points shown.

Since the shapes of the Paschen curves have excellent agreement despite all the caveats

stated above, the breakdown behaviour of the simulation can be treated as reasonably accurate

and reliable. This positive result, combined with the good agreement between simulated and

theoretical sheath shape and width, as described in section 3.1, indicates that the physics of a

parallel plate plasma discharge is reasonably well modelled by the simulation.

This good agreement does not necessarily mean that all the physics of a more complex system

such as the CXT will also be accurately modelled. There is very little data available that would

allow for direct comparison between the physics of the simulation and the real CXT but much

of the fundamental physics is the same, so it is not unreasonable to use the simulation to make

broad predictions about the physics of the CXT. To further investiagate the applicability of this

model to the CXT, hollow cathode specific effects were also investigated. A simulation of a
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Figure 3.3: Potential in a CXT PIC simulation with a dielectric boundary condition, an instability
is developing in the bulk region of the plasma (between 0 and 0.1 m on the Z axis) as can be
seen from the alternating regions of high and low positive potential.

biconical hollow cathode system is covered in section 3.5 of this chapter. A broader comparison

of breakdown behaviour of a larger variety of systems should be conducted in the future to

verify that the agreement holds for other systems and is not just incidental (although incidental

agreement is somewhat unlikely in a complex system such as this).

3.3 Instabilities

3.3.1 High Amplitude Plasma Oscillations

Due to the computational limitations on the size of the grid, any electrostatic force between

particles is only accurately calculated on the order of at least one grid cell distance. Consider

an electron oscillating around an ion at the plasma frequency, modelled in the simulation by 2

super-particles containing 1 million “real” particles per particle with a cubic cell size of 10−3

mm3. The potential difference between the particles will be underestimated until the particles

are about one cell size apart. At this distance the potential difference between the particles is

now equal to the potential difference between two million charges per cubic mm, separated over

0.1 mm. This results in particles experiencing a potential difference of about 2.4 V. This will

attract the particles and cause them to oscillate back and forwards. However, in a collisional

plasma a problem is introduced by this phenomenon as follows:

In simulations with large numbers of particles, the energy difference in an oscillation can be

much greater than the ionisation energy of the background gas, which leads to additional particles
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Figure 3.4: Potential in a parallel plate PIC simulation with a dielectric boundary condition, an
instability is developing in the bulk region of the plasma in the bulk region (between 0, and 0.04
m on the Z axis) as can be seen from the highly positive potential

being created in a region where they will immediately experience a potential difference and

become part of the oscillation. Once this effect starts it quickly runs off to infinity. The problem

appears to be especially common when the sheath is still forming and the bulk plasma is mostly

positive. Very large amplitude oscillations develop during this period and cause instabilities so

large they will either crash the program or make it unfeasibly slow to continue. An example of

such a potential oscillation is shown in 3.3. Note that hills and valleys have formed in the positive

bulk region of the plasma (Z < 0.1). These oscillate in three dimensions as the electrons move

around. The phenomenon somewhat resembles a Langmuir wave but with an unrealistically large

amplitude, in the hundreds of eV.

This particular example comes from a simulation with a dielectric boundary condition. If a

pure Neumannn condition is used instead, the potential well will be stretched in the R direction,

such that the plasma oscillations only occur in the Z direction. If a Dirichlet condition is used

instead, the charge density tends to accumulate on the axis, since the electric field will focus the

particles towards smaller R, resulting in a large oscillation around the central axis. Only when a

dielectric boundary is used do we see the three dimensional style of oscillation. The oscillation

will eventually evolve until the slight difference between positive and negative particles result in

a potential well on the order of kilovolts. This tends to be a positive potential well, as a negative

potential well will quickly result in all electrons being expelled from the system, leaving a positive

well in place. This is accompanied by a multiple orders of magnitude increase in particle counts

which completely destabilises the plasma.
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3.3.2 Startup instability

Another common and related instability occurs often during startup. At the start of the simu-

lation many electrons are washed away quickly by the strong electric field, resulting in a rapid

increase in ion density. This leads to a large buildup of positive charge in the bulk region which

creates a positive potential well. This instability is shown in Figure 3.4. Note that unlike the

instability shown in Figure 3.3, there is only a single positive potential well, as opposed to alter-

nating regions of positive and negative potential. If this potential well grows faster than the rate

at which the magnitude of the discharge potential decreased from ions impacting the cathode,

the process will become self-reinforcing. This occurs since the potential difference between the

cathode and the bottom of this potential well is now greater than the original potential differ-

ence between the cathode and anode, leading to greater ion acceleration, which in turn ionises

more gas inside the well, which adds to the problem. Once the potential well is greater than the

ionisation energy of the background gas, electrons from the bulk can be accelerated to ionisation

energies within the potential well. At this stage the problem quickly escalates until a potential

well many times greater than the applied potential appears, stalling the simulation. It is not

exactly clear whether this phenomenon is separate from the high amplitude plasma oscillation or

if they are symptoms of the same underlying problem. A number of simulations were allowed to

run for multiple weeks on a supercomputer to see if this potential increase was actually part of

the normal plasma startup process, but this would always result in the plasma current increasing

until it overdrew the power supply. This means that the current of ions hitting the cathode

would eventually force the cathode to become positively charged, which would wash away all

the plasma, leaving an empty chamber. The phenomenon bears a strong resemblance to the for-

mation of a pseudo-spark discharge, as described and simulated in [54] where a transition from

Townsend to glow, followed by the formation of a large virtual anode which causes a multiple

orders of magnitude spike in current. This is consistent with what happens in this simulation,

although it should be possible to run a self-sustaining glow discharge that isn’t a pseudo-spark,

but more testing is required.

3.3.3 Radial Sheath Forming Around Dielectric Outer Wall

The implementation of the dielectric boundary condition can potentially lead to very high den-

sities of charge attached to the surface of the dielectric. In theory the buildup of negative charge

due to electrons attaching themselves to the outer wall should be quenched by ions that are

now attracted towards this negative potential. In practice, if a large negative density forms on

the wall during plasma startup, electrons will still end up attaching themselves to the wall until

the potential difference between the wall and the bulk is some significant fraction of the applied

voltage. This happens because high energy electrons may scatter from the background gas into
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Figure 3.5: Energy and positions of H+
2 ions in a parallel plate discharge. A sheath has formed

around the cathode as well as the outer wall. The two sheaths mix somewhat in the overlapping
regions near the wall and cathode. Energies in excess of 50V are reached near the outer wall
sheath, enough to cause ionisation of the background gas.

the wall without losing a significant amount of energy. Once this occurs, the outside wall may

already have a potential difference with the bulk on the order of 100’s of Volts. Ions will start

to accelerate towards the wall in large numbers, and a sheath will form around the outside wall.

Figure 3.5 shows the energy of H+
2 ions. Ions near the wall are accelerated to energies of up to

100 eV, which is enough to start ionising the background gas. This isn’t necessarily incorrect

behaviour, but often the additional ionisation events which occur due to the presence of this

sheath are so plentiful that a positive well instability forms of a similar nature to the one shown

in Figure 3.4, which breaks the simulation.

The effects of this phenomenon were somewhat mitigated by introducing reflections to the

outside wall, such that particles only have a small chance to attach themselves and add their

charge to the boundary. Unfortunately electron and ion reflection coefficients for plastics are

not well known, so the same coefficients were used as for the cathode materials. Additionally,
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secondary electron emissions were not included as the relevant coefficients were also not known

and any guess could be off by orders of magnitude. Secondary emissions could reduce the buildup

of negative surface charge further, although they would also contribute to increasing the plasma

density near the wall surface.

3.3.4 External circuit

A model without a simulated external circuit is essentially modelling an external circuit with zero

resistance, unless it is tuned so that it is equivalent to the stable state when the current from the

plasma and the power supply are equal, since no matter what the current from the plasma is, the

applied voltage will remain the same. This can be acceptable if the initial densities are chosen

to be similar to the equilibrium density and the voltage is set to the voltage at this equilibrium.

However since the simulation does not represent experiments exactly and there may be small

deviations in the equilibrium conditions, this can be hard to predict, and the equilibrium state

is unstable to small deviations when no external circuit is present. The external circuit provides

a limit on the amount of current that can be drawn and hence the amount of energy that can

enter the plasma.

A system without a sufficient external impedance to limit the current will be sensitive to

producing an arc at the right voltages. Thermionic emissions are not simulated so the simulation

cannot model an arc fully; however, when densities become sufficiently high the current density

spikes and leads to a run-off in density. This mirrors experimental behaviour, where a current

run-off will inevitably trigger the current limiter on the power supply and quench the voltage. It

is possible that some of the instabilities observed are the result of, or exacerbated by, incorrectly

tuned parameters in the external circuit. Particularly the capacitance is hard to estimate, as the

capacitance between the electrodes is often small, the geometry is complex due to the boundary

conditions, and many components in the external circuit may significantly affect the capacitance.

Further testing is needed, ideally of systems with detailed diagnostics and well known external

circuit parameters to see if the external circuit behaviour is accurate.

3.3.5 Attempts to Mitigate Instabilities

To try and address the formation of instabilities, a number of different approaches were trialed.

Smoothing of the charge density and potential was trialed to limit the effects of local density

spikes. Soft limits on the sheath potential and particle energies were also trialed to mitigate

numerical aliasing.
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Figure 3.6: True particle counts over time for a parallel plate simulation utilising a hard limit
on the potential in the bulk. When the negative particle count is nearly equal to that of the
ions, negative potential wells can form from density fluctuations in the bulk, leading to the fast
expulsion of electrons which causes spikes in ionisation. These spikes in particle creation affect
the counts of all other particles in the simulation.

Smoothing the Charge Density

The first is a smoothing function applied to the charge density. The charge density in the sim-

ulation can be quite granular, especially near the central axis where densities are often highest.

The smoothing function applies a number of Poisson solver iterations with Neumann boundary

conditions to the charge density before re-normalising to the total charge density and applying

the smoothing. This results in a new charge density with the same magnitude but less granula-

tion. The justification for this algorithm is that the granularity of the charge density represents a

nonphysical system. In a real experiment, plasma charge densities are continuous on a femtome-

ter scale and this algorithm brings the simulation closer in line with this reality. Unfortunately

by itself this smoothing did not seem to significantly impact the formation of instabilities. It is

64



(a) Discharge current and voltage in a CXT PIC
simulation where the positive bulk potential is
limited to 10 V

(b) Ion and electron creation rates in a CXT PIC
simulation where the positive bulk potential is
limited to 10 V

Figure 3.7: Spikes in discharge current and voltage corresponding to spikes in particle creation
from a plasma instability related to limiting the bulk plasma to 10 V. The creation of particles
appears to increase over time, regardless of the decrease in potential due to the increased plasma
current. Therefore these momentary spikes are unfortunately not just a transient and do affect
the long term development of the plasma.

difficult to estimate the impact of this algorithm since formation of the plasma can vary drasti-

cally between runs even with the same initial conditions.

Limiting the Bulk Plasma Potential

The second attempt to mitigate instabilities was to introduce a hard limit on the maximum

positive potential in the bulk of the simulation. Before the sheath has fully formed, the vacuum

potential is mostly positive and most plasma oscillations are between regions of lesser and greater

positive potential. By limiting the maximum potential, the size of these fluctuations is reduced

until the sheath is established and a more neutral or slightly negatively charged bulk comes

into being which is consistent with experiments and theoretical predictions [5]. The plasma

potential is limited by setting a maximum potential value and reducing the potential in each

cell that exceeds the limit to that value. This limit extends the lifetime of otherwise completely

unstable simulations quite drastically by avoiding the startup instability resulting from an overly

positive bulk. Unfortunately, it does introduce a new type of instability; whenever the electron

density becomes high enough to create a region of negative space charge somewhere in the bulk, it

immediately energises and expels the electrons. This causes a spike in ionisation reactions, leading

to a higher number of ions, as the now more energetic electrons leave the simulation. Figure

3.6 illustrates how this instability affects the particle density. The ion and electron densities
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intermittently spike up after the electron density becomes close to the ion density. The electrons

leave quickly, whilst the ion density decreases more slowly until the densities are approximately

equal again, leading to another spike. Small oscillations in the ion and electron density are not

inherently a sign of non-physical behaviour, however the spikes in particle creation correspond

to a spike in current on the cathode that is not observed in experiments. These spikes in particle

creation and current are outlined in Figure 3.7 (a) and Figure 3.7 (b) respectively.

Soft Limits on Particle Energies

It is well known that λDebye > 0.3∆x can lead to numerical instability and grid heating [91]. The

simulation has been tested over a range of different cell sizes to see if this affects the numerical

stability of the discharge but it did not seem to affect the stability. This is in part because

cell sizes below 0.1 mm are not feasible for a system on the scale of the CXT. Simulations at

these small sizes are orders of magnitude slower, this is not only due to the increased time to

interpolate density to the grid and solve the Poisson equation, but also because more and smaller

super particles are needed to run a stable simulation. If the same size of super-particle was used,

the charge density in any given cell would be far too large, which would still result in aliasing

and grid heating (as discussed in chapter 2).

Simulations with cell sizes as small as 0.01 mm were trialed for mini discharge tubes and

small CXT geometries with lengths on the order of tens of mm. Unfortunately no convergence

to a steady state was achieved for these small systems.

The fact that instabilities still occur at small cell sizes does not necessarily indicate that

the instabilities are due to a mechanism separate from grid heating. This is because particles,

specifically ions, can be brought down to very low energies through Monte Carlo Collisions.

The energy loss from ionisations, elastic collisions with gas, and charge exchange can result in

particles ending up with very low energies and hence a very small effective Debye length. To

see if this was the cause of the problem, the code was modified such that every particle would

always have at least 1 eV of energy. The background gas was given a temperature of 3 eV and

collisions would result in all species having at least 1 eV after each interaction. This obviously

violates conservation of energy as well as momentum, but since the bulk of the discharge physics

are driven by high energy electrons and ions in the sheath and pre-sheath, the total energy

discrepancy does not affect the result as much as with a cold plasma PIC simulation.

The addition of the soft limit did not stop instabilities from occurring. This still does not

entirely rule out alisasing as a possible cause, since it is possible that while in general the Debye

length does not exceed 0.3 times the cell size, occasional spikes in density from plasma oscilla-

tions or random local spikes in ionisation briefly push the Debye length over the edge, which

then causes the aliasing and self-heating. This would be very difficult to avoid without using a

very large number of small particles, such that the oscillations would be smoothed out, at which
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point you are iterating towards simulating every particle in a plasma. More hard limits on ener-

gies, densities, etc. could be included but this would completely violate energy and momentum

conservation and would likely affect the results quite strongly, additional testing of these limits

should be the topic of future research. Limits on densities and number of particles in the simu-

lation are sometimes utilised to avoid aliasing, but arbitrarily reducing the number of particles

in the simulation for numerical reasons makes accurately simulating collision and reaction rates

somewhat redundant since the final number of particles will be arbitrary. Future research might

focus on the effect of enforcing more of these hard limits, as was done by [31]. It is notable that

in [31], all particles with an energy lower than the limit set to maintain stability were added to

a fluid, which would potentially avoid this problem altogether.

Adjustment of Additional Simulation Parameters

The instabilities often start near the axis where densities are high, which could indicate that

the geometry was responsible for this effect. However switching between a 2D cylindrical charge

density interpolator and Poisson solver, and a 3D charge density interpolator and Poisson solver

also did not seem to affect results in any way. Nor did changes to the initial conditions, different

weighting schemes, or different weight factors. These results have not been included as figures,

since they would simply show that there is no change in the results. Where there is variation

between runs, it is not possible to distinguish the effects from the variations between individual

runs that are the result of the random factors in each simulation.

With Coulomb Without Coulomb
timesteps 50,000 50,000
Final H2 + Count 1.656E9 1.601E9
Primary Electron Count 1.593E8 1.346E8
Secondary Electron Count 1.410E7 1.220E7
H3+ count 3.660E7 3.620E7
H+ count 2.164E8 2.049E8
Final Current (mA) 1.734 1.619
Final Cathode Voltage (V) -1966 -1968
Simulation Time (s) 4237 781

Table 3.2: Comparison between simulation variables after 50,000 time-steps with and without
local Coulomb interactions. There does not appear to be a significant difference.
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Figure 3.8: Two particles in a cell with a normalised area of 1, although they are close together
and should experience a strong force away from each other, they do not. The charge interpolated
to every corner is equal which results in a potential gradient of 0, and hence no force on the
particles.

3.4 Addressing the instabilities using local Coulomb In-

teractions

The instabilities shown above are the result of positive charge buildup in the bulk region of the

plasma. In a PIC simulation, the particles in a cell can only experience forces from other particles

within the cell through charge density interpolation to the grid and subsequent gradients in the

calculated potential. This can cause problems in a simulation with many particles per cell using

linear interpolation, since two particles right next to each other may experience a much smaller
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force than they should. Figure 3.8 shows an example of how two particles in a cell using 2D

charge interpolation can be very close together and yet not experience a force away from each

other. It can be shown that in this scenario, the charge interpolated to each corner is equal:

qi,j = q1(1− d1x)(1− d1y) + q2(1− d2x)(1− d2y)

qi+1,j+1 = q1(d1x)(d
1
y) + q2(d2x)(d

2
y)

d2x = 1− d1x
d2y = 1− d1y

qi+1,j+1 = q1(d1x)(d
1
y) + q2(1− d1x)(1− d1y)

q1 = q2

qi+1,j+1 = q(d1x)(d
1
y) + q(1− d1x)(1− d1y)

qi,j = q(1− d1x)(1− d1y) + q(1− (1− d1x))(1− (1− d1y))

= q(1− d1x)(1− d1y) + q(d1x)(d
1
y)

= qi+1,j+1, (3.3)

this is trivially also true for qi,j+1 and qi+1,j. As the force experienced by each particle comes

from the difference in potential on the grid points, and the potential is a function of the charge,

neither particle will experience a force in this scenario. In cylindrical coordinates there will be

slight differences but the same principle applies.

3.4.1 Local Coulomb Interaction Handler

To see if this phenomenon was responsible for the startup instabilities, a local Coulomb force

interaction mechanism was developed and implemented. To reduce the N by N interactions

required to compute coulomb forces between particles, instead only interactions between particles

in the same cell were handled. This means particles near cell boundaries would not feel forces from

particles on the other side of boundaries. This is not physical but the code was created to see if

adding these interactions would have any effect, before committing to a more sophisticated sorting

algorithm. The local coulomb forces for all particles in a cell were calculated simultaneously using
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a matrix calculation. The following 3 matrices were created for each cell:

∆R =



r1

r2

r3
...

rn


−
[
r1 r2 r3 . . . rn

]
=



0 r2 − r1 r3 − r1 . . . rn − r1
r1 − r2 0 r3 − r2 . . . rn − r2
r1 − r3 r2 − r3 0 . . . rn − r3

...
...

...
. . .

...

r1 − rn r2 − rn r3 − rn . . . 0


(3.4)

∆Z =



z1

z2

z3
...

zn


−
[
z1 z2 z3 . . . zn

]
=



0 z2 − z1 z3 − z1 . . . zn − z1
z1 − z2 0 z3 − z2 . . . zn − z2
z1 − z3 z2 − z3 0 . . . zn − z3

...
...

...
. . .

...

z1 − zn z2 − zn z3 − zn . . . 0


(3.5)

Q =



q1

q2

q3
...

qn


·
[
q1 q2 q3 . . . qn

]
=



0 q2q1 q3q1 . . . qnq1

q1q2 0 q3q2 . . . qnq2

q1q3 q2q3 0 . . . qnq3
...

...
...

. . .
...

q1qn q2qn q3qn . . . 0


. (3.6)

Here ∆R and ∆Z are the R and Z distances between each particle respectively, Q is the product

between all charges, r is the r position of a particle, z is the z position of a particle and q is the

charge of the particle. These matrices represent the r distance, z distance, and charge product

between each combination of particles. These are easily obtained by taking the column vectors

of r position, z position and subtracting their corresponding row vectors. The same operation is

performed for the charge but with an elementwise multiplication, instead of a subtraction. Using

these matrices, the local coulomb forces between all particles can be obtained using

Fr = ke[
x

r
,
y

r
] ·

n∑
k=1

Qk ·
∆Rk√

∆R2
k + ∆Z2

k

(3.7)

Fz = ke

n∑
k=1

Qk ·
∆Zk√

∆R2
k + ∆Z2

k

, (3.8)

where Fr is a column vector of the local coulomb forces in the r direction, Fz is a column vector

of the local forces in the z direction, ke is the Coulomb constant, and x,y and r are column

vectors containing the x,y, and r positions of each particle. As the particles exist in 3D space

and this force is calculated in the R-Z plane, the force must be rotated using the term [x
r
, y
r
].

The cell sizes can be changed independently from the cells used for the Poisson solver so the

sizes can be adjusted arbitrarily to improve performance.
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Applying the code to all particles caused an increase of multiple seconds of simulation time

per time-step which is an order of magnitude increase in simulation time. Therefore, the code

was modified to only apply to ions, since the buildup of positive charge appears to cause the

problem. By applying the algorithm exclusively to ions, not only are there less particles for which

the coulomb force has to be calculated, which leads to faster simulation speeds, the algorithm

now also only has to be applied when the ions move, so every sub-cycle-step. This brought

the calculation time down significantly, although the local Coulomb interactions still took up

over 3
4

of the simulation time. Unfortunately, the local Couloumb interactions do not seem to

make a significant difference. Table 3.2 outlines the results of a thruster simulation after 50,000

timesteps with and without local Coulomb interactions. An instability did start to form at the

end of the runtime for both the simulation with, and without Coulomb collisions.

There appears to be a small difference in final current and primary electron count, however

this falls well within the individual variation between runs due to random factors. An instability

did also begin to form at the end of both simulations, the comparison of the potential plot is not

shown as they are barely distinguishable. As the Coulomb collisions did not affect the simulation

results, it seems that the instabilities must either be the result of a separate phenomenon or the

Coulomb force is not sufficient to cause the particles to move apart. Further research is needed

to determine whether the Coulomb collider could be adjusted to overcome this problem.

3.5 Hollow Cathode Effects

This section contains simulation data of a bi-conical hollow cathode. A series of simulations were

performed to see if the PIC code could replicate some of the hollow cathode specific behaviour

observed in the lab in certain discharge regimes. The data presented comes from a simulation of

a bi-conical hollow cathode. The bi-conical hollow cathode is a commonly utilised hollow cathode

geometry as the focused beams of charged particles it produces have a wide range of applications

[16]. In the glow/abnormal glow discharge regimes, most of the discharge is expected to occur

on the inside of the hollow cathode due to the various mechanisms collectively referred to as the

“hollow cathode effect” [116].

3.5.1 High Voltage Discharge With Electron Gun

The results presented show the evolution of a plasma in a high voltage bi-conical hollow cathode

discharge, seeded by a 4mW electron gun. This simulation was performed using the initialisation

parameters outlined in Table 3.3. Some of these parameters are not optimal, this is because these

runs were performed before several improvements were added to the code. For example the cell

size was estimated based on analytical data instead of using previous run outputs to maintain

numerical stability. This means that the cell size is somewhat too large for the cell size stability
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Parameter Value
∆t 50 ps
h 1 mm
Pressure 5 mTorr
Resistance 50 kΩ
Capacitance 10 pF
Bias 6 kV
Egun Potential 100 mV
Egun Current 40 mA
lowEnergyNeutralCutoff 15 eV
Chamber Radius 60 mm
Chamber length 300 mm
Cathode Max Inner Radius 12 mm
Cathode Min Inner Radius 5 mm
Cathode Length 100 mm
Cathode Thickness 2 mm
Subcycle step size 40

Table 3.3: List of starting parameters for the high voltage bi-conical hollow cathode discharge
with electron gun. Electron gun parameters are based on unpublished experimental work per-
formed for my Honour’s thesis. Neutrals under 15 eV are removed as they do not have enough
energy to ionise the background gas and are unlikely to produce secondary electrons. The sub-
cycle step size of 40 means that ions will move once for every 40 steps that electrons move

criterion to be satisfied at all times. As the densities were relatively low and the applied potential

very high compared to the overall size of the system, this did not appear to significantly affect the

results as no major instabilities formed during the startup. This simulation was also performed

before the dynamic chamber initialisation code was written which creates smoother cathode and

anode shapes and can dynamically create reflection vectors. Therefore the reflections in this

simulation will not be quite as accurate as in later simulations. The simulation also does not

utilise the 3 eV soft lower limit on particles, instead the electrons from the gun are spawned at

0.1 eV, however the buildup of negative charge quickly accelerates them to higher energies. No

smoothing of the density or potential were used for this simulation, there were also no energy

limits imposed.

3.5.2 Evolution to steady state

As the run times for fully collisional PIC simulations are very long, often requiring many hours

or even days to complete. The simulation was halted once the total number of particles no

longer significantly changed. In real experiments, the evolution to steady state can vary in time

depending on the conditions and external circuit parameters but a few microseconds is not un-

reasonable. Even though the discharge starts from the electron gun outside the cathode, the
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Figure 3.9: The final position of the various species of charged particle in the simulation. The
majority of secondary electrons are present inside the hollow cathode. Ions move inwards from
the sheath on the right, created by the electron gun. Beams of high energy particles are present
near the axis on either side of the cathode, it is only really visible on the left side, since the beam
overlaps with the bulk on the right

discharge quickly moved inside the cathode, with the highest plasma density being found within

the cathode and in the bulk region near the cathode axis. This transition is consistent with

hollow cathode theory in the glow and abnormal glow regimes under the right conditions [117].

Beams of ions moving outwards can also be observed, as well as a bulk of plasma near the

wall on the side of the cathode with the electron gun. In a real plasma, a less dense bulk would

surround the whole cathode, but due to the limited number of particles used in the simulation,

the low density, quasi-neutral bulk region is instead empty. This deviation has some effect on

the development of the potential. It can be seen in figure 3.10 that the potential is skewed to the

side with the electron gun, meaning that the sheath width is shorter on the side of the electron

gun whilst the sheath is close to the vacuum case on the side without an electron gun. This

behaviour is initially self-reinforcing as the higher density of particles on the electron gun side

trickles towards the cathode, and a discharge forms between the electron gun region and the

cathode due to secondary emissions from the outer surface. However as the sheath width de-

creases over time, less electrons will move straight from the electron gun to the cathode, instead

the bulk of the discharge comes from collisions inside the cathode, with the plasma from the

outside trickling in slowly, acting as a “seed” for more discharge interactions inside.

Due to the presence of the electron gun, the number of ”real” particles (super particles

multiplied by their statistical weights) in the simulation rises very quickly. The bulk of the

discharge process is driven by the primary electrons and H+
2 as they have the largest ionisation

cross-sections, however the proportions of H− and H+
3 relative to H+

2 rose quickly after the
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Figure 3.10: The potential in the chamber at the end of the simulation. The potential drops
off faster on the right side of the cathode, which is where the electron gun is located. The bulk
plasma density around the electron gun is greater than in the rest of the chamber, it is unclear
whether this effect is physical or an artifact of the limited number of particles simulated. The
sheath extends for a large portion of the chamber, this means that the quasi-neutral condition is
not adhered to in most of the plasma, note that the region around the electron gun with a high
plasma density is approximately neutral

discharge initiated. The large amount of H− appears to be unique to the discharge involving an

electron gun. The cross-section for dissociative electron attachment peaks at low energies (lower

than 15 eV). Therefore, after the sheath width decreases enough to not immediately accelerate

the electrons to above 15 eV, the chance of them forming H− becomes increasingly high. The

H− is also less likely to undergo a detachment or recombination whilst at low energy in the

bulk. The cross-section for the formation of H+
3 similarly peaks at low energies, and we do

find a high concentration of H+
3 not only in the bulk outside the cathode but also inside the

cathode. The electric field inside the cathode is not very strong, therefore the H+
2 created inside

the cathode will likely remain at low energy for some time and have a good chance of forming

H+
3 . Since the secondary electron and reflection coefficients for H+

3 are not widely available, the

high concentration of H+
3 may skew the densities inside the cathode somewhat.

Figure 3.11 shows the number of particles over time in the simulation. Note that the number
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Figure 3.11: the number of particles in the simulation over time. This plot represents the “true”
particles, i.e. the number of super-particles multiplied by their respective sizes.

of particles has essentially stabilised after 4 microseconds, although the number of H− and

H+
3 particles is still slowly increasing. The relatively short growth to an equilibrium state was

only observed when an electron gun was simulated. This may be because the electron gun

causes the density to rise quickly, which means the simulation has less time to run and evolve

a discharge. The simulation also operates at a density that would normally be insufficient to

sustain a discharge, which means the number of collisions is smaller and less particles end up at

a low energy, and hence with a Debye length that is too small to maintain stability. The larger

number of H− may also contribute to the observed stability, since a positive potential well is

more likely to be quenched by slower moving H− than fast moving electrons. A few simulations

were performed using “heavy” electrons to simulate the reduced mobility electrons experience

in a real plasma due to short distance electrostatic effects, however these simulations did not

appear any more stable than using regularly weighted electrons.
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Figure 3.12: H2 particles aggregated by energy on either side of the cathode, in the high energy
tail (over 500 V) of the energy distribution. The particles on the left side of the cathode are
higher in energy on average.

Presence of the hollow cathode effect

The reason for the high plasma density within the cathode appears to be mostly the result of

the “pendulum effect” and surface reflections. Electrons and ions, reflect off the cathode walls

and have more opportunities to ionise the background gas within the cathode than in the case

of a parallel plate. The confinement in the bi-conical cathodes is greatly enhanced by focusing

particles towards the centre that then cannot escape easily. Photo-ionisation and sputtering are

known to contribute as well but are not modelled and therefore did not impact this phenomenon.

Despite the high density in the centre, there appears to be no evidence of the formation of a

virtual anode at the centre of the cathode. There is a small positive deviation in the potential near

the axis but it is not clear if this is distinct from the noise. Either way the beams of ions observed

appear to be the result of ions being accelerated through the cathode, as well as reflecting ions,

rather than ions being created in the centre and accelerating outwards. The asymmetry in the
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potential leads to a slightly different distribution of ion energies on either side of the cathode,

which may have some implications for thruster design. Figure 3.12 shows a histogram of H2

energies on either side of the cathode. It shows that although the density of particles is much

higher on the right side, the number of energetic particles is quite similar, and in fact even higher

on the left side. This may be because more H+
2 ions are being accelerated from the right side and

undergoing charge exchange, hence ending up more energetic on the left side. This demonstrates

the basic principle behind the operation of the CXT, which is the acceleration of ions towards

the cathode, which then undergo charge exchange and continue moving at high velocity without

being decelerated by the electric field. Electrons which originate inside the cathode may still be

accelerated outwards and ionise gas on either side of the cathode, resulting in particles moving

in from either side, which accounts for the small number of highly energetic neutrals on the right

side of the cathode. It is unclear whether the lack of bulk plasma in the left side of the chamber

affects this thrust asymmetry as the density on the right side is still expected to be higher, even

in a real experiment.

Similarly to the lack of bulk plasma in the low density regions of the chamber, the lack of

virtual anode may be one of resolution. The difference in charge density required to observe a

virtual cathode is about one in a billion. In theory this deviation may be observed since the size

of every particle is tracked independently, however in practise, far more particles are required to

conclusively determine if the virtual anode can be modelled using a fully kinetic model.

The instability mentioned in section 3.3.2 is the result of a positive potential well (i.e. virtual

anode) forming. As mentioned, it is not entirely clear whether this phenomenon is entirely

numerical, or whether it is a real instability, exacerbated by numerical aliasing. It is possible

that the virtual anode forms as a result of this type of instability, and that it is not possible to

model this mode of operation with the simulation as it is. It is notable that the stable simulation

shown in Figures 3.9 to 3.12 is operating at a low density glow mode, whilst the virtual anode is

usually observed in a higher density abnormal glow regime [20]. This proved critical for modelling

a stable operating mode of the CXT, as discussed in Chapter 4.

3.6 Chapter Summary

A number of tests were performed to study the viability of the PIC simulation for the purpose of

modelling the charge exchange thruster. It was found that the sheath shape and width calculated

by the PIC were consistent with a theoretical sheath for a given particle density.

Paschen curves were created for a parallel plate system by finding the discharge voltage over a

range of pressures. These corresponded well to experimental data after some minor adjustments

to account for differences in experimental setup. This, together with the sheath results, indicates

that the PIC simulation models discharge physics appropriately, particularly in the early stages
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of a discharge.

Numerical instabilities plagued the simulation once high densities of charged particles were

reached. Various ways to mitigate the instabilities were trialed but none were completely success-

ful. It is unclear whether the instabilities are completely numerical or a numerical exacerbation

of a poorly tuned simulated external circuit. Care was taken to avoid aliasing effects which

commonly destabilise hybrid MCC PIC simulations, but it was not possible to completely avoid

them. This means that although the PIC simulations should be able to accurately simulate the

early stages of the discharge in the CXT, but may not be capable of simulating the thruster

operating in a steady state.

Hollow cathode phenomena, such as the pendulum effect and internal reflections on the inside

of the cathode were observed, resulting in a higher plasma density inside the cathode. No virtual

anode was observed, however this may be the result of the mode of operation, since simulating

higher density modes leads to the aforementioned instabilities which cause the program to come

to a halt. Future research may focus on solving these instabilities which would then potentially

allow for the virtual anode to be modelled. Charge exchange of H+
2 was observed, leading to

a beam of energetic neutrals escaping the cathode, meaning that in principle the CXT thrust

producing mechanism can be simulated by the PIC code.
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Chapter 4

Modelling the CXT using PIC

4.1 Chapter Introduction

This chapter focuses on the simulation of the CXT and how the results from these simulations

can be used to inform future research. A large portion of this project was dedicated to obtaining

a stable discharge in the CXT using the parameters outlined in [1]. This was difficult to achieve

due to the instabilities that seemed to be impossible to circumvent (nature of the instabilities

and attempts to mitigate them are outlined in Chapter 3). In the first half of the chapter, results

are presented of the CXT simulation operating at a high pressure discharge regime, similar to

the most successful runs recorded in [1]. Due to the inconsistent nature of the instabilities, it

was not possible to do a systematic breakdown of how different parameters affected the thrust

and physics of the plasma in this regimes. However the result presented is representative of the

more successful runs and a comparison with experimental results and analysis of the reliability

are presented.

Near the end of the project it was found that the thruster can be operated in a completely

stable mode at a lower pressure. Due to time limitations, this mode could not be explored further,

but it provides a solid foundation for future research, which is discussed at the end of the chapter.

4.2 Thruster Simulation Results

Table 4.1 outlines the parameters used for the simulation of the thruster. This simulation was

performed without charge density or potential smoothing but did not suffer from any instabilities

during startup for the duration of the simulation shown in this section. The initial particle

density was seeded in 1 step. The cylindrical outer shell uses a dielectric boundary from charge

attachment followed by a Neumann boundary. A dirichlet boundary condition is used in the

thruster orifice to represent the effect of the anode ring outside the thruster nozzle. This will
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Parameter Value
∆t 50 ps
h 0.1 mm
Pressure 10 mTorr
Resistance 100 kΩ
Capacitance 20 pF
Cathode Bias 5 kV
Low Energy Neutral Cutoff 15 eV
Chamber Radius 30 mm
Chamber length 230 mm
Cathode Min Inner Radius 4.5 mm
Cathode Length 80 mm
Initial Number of Super Particles 10000
Initial Number of Particles per Super Particles 5 · 106

Sub-cycle step size 20

Table 4.1: List of starting parameters for the CXT simulation. The initial number of super
particles corresponds to 10000 electrons, and 5000 each of H+

2 and H+. This simulation is
started with a relatively large number of particles, about 100 times lower than the number
estimated for steady state operation to account for the increase in density from the initial flash.
This has been chosen to achieve a steady state as fast as possible

overestimate the contribution of the anode ring but gives us a qualitative insight into its effect.

The initial number of super particles as well as the number of particles per super particles are

quite high, corresponding to about two orders of magnitude below the final estimated density.

This is to get the model to an equilibrium state as quickly as possible and avoid some of the

instabilities present during startup. It was found that in this discharge operation, it was more

stable to start with a number of particles closer to the equilibrium density, and without gradual

seeding.

Thruster dimensions, pressure, and external circuit parameters correspond to the parameters of

the original CXT [1].

4.2.1 CXT Simulation Results

Figure 4.1 shows the potential profile of the thruster at the end of the simulation at 4µs. The

parallel contours are the result of the Neumann condition on the outer boundary, the electron

attachment was somewhat minimal and did not affect the potential much, this is likely because

the electron reflection coefficient was chosen to be the same as for Al, which is quite high [111].

A clear bulk region of low potential, as well as a pre-sheath, and sheath region can be seen. The

bulk region extends to about 0.05 m from the anode, and the pre-sheath region extends to about

0.12 m from the anode. The sheath itself is mostly remains parallel until the edge of the cone is

reached. The potential gradient inside the cathode cone is mostly directed towards the cathode
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Figure 4.1: Potential Contours of the thruster at the end of the simulation at 4µs of simulated
time. The vertical contours in the bulk result from the Neumann boundary condition at the
radial edge, charge attachment to the external boundary does not appear to significantly affect
the shape of the potential. A Dirichlet boundary condition was applied at the thruster orifice to
simulate the anode ring outside the thruster. Note the formation of a virtual cathode at about
0.18 m on the Z axis, this negative bump in the potential only forms when the Dirichlet boundary
is present.

Figure 4.2: Potential Contours of the Thruster at 2µs of simulated time. Note that there is no
virtual cathode present and the bulk region is wider than at the end of the simulation.

surface, whilst outside the cone the potential gradient is mostly perpendicular to the outer wall.

The potential gradient at the orifice is steep and decreases to 0 at the boundary, this is used to

simulate the effect of the anode ring. It is known from unpublished research by A. Israel that

the pressure outside the nozzle quickly drops to 0, so no charge exchange will happen outside

the nozzle and this region was not included. There is a slight virtual cathode present, which

seems to have formed later on in the simulation. Figure 4.2 shows that the virtual cathode did

not exist yet at 2mus. The virtual cathode has a magnitude of about 200 V.

It appears this virtual cathode formation may be important to the relatively good stability

of this simulation compared to others. Figure 4.3 shows how the particle creation starts to

decrease after 2.5µs and eventually stabilises at about 3 µs, which is the period over which the

virtual cathode forms. Before the virtual cathode forms, secondary electrons, upon being created,

accelerate perpendicular to the cathode and eventually start to move directly towards the anode.

After the virtual cathode forms, the secondaries cannot readily escape the cathode directly. Due

to their relatively small energy upon being released (in the simulation, not necessarily in real
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Figure 4.3: The number of primary electrons, H+
2 , and H+ created each subcycle (every 20 time-

steps). Note that the number of particles created rapidly drops off at about 1.2µs and remains
stable afterwards

life), the secondary electrons must either move up or down the cathode to end up in the sheath,

or exit the nozzle. There is still a small section of the cathode at Z = 0.15 to 0.16 where electrons

can escape easily after impacting. This effect reduced the particle creation rate, which in turn

appears to have stabilised the simulation, as will be discussed later on in this section. When

the Dirichlet boundary representing the effect of the anode ring is not present, and instead a

Neumann boundary condition is used, then this virtual cathode does not form, and the simulation

does not stabilise. It is mentioned in [1] that no neutral plume is observed without the anode

ring, but it is not clear if these phenomena are correlated.

Figure 4.4 shows the location and energy of neutral H2 molecules resulting from charge

exchange and to a less extent high energy collisions of ions with gas. It can be seen that the

density of neutrals is far greater on the right side of the chamber than the left. This result is

expected since the charge exchange cross-section for H+
2 remains significant at high energies and

the longer the particles travel, the higher the chance that they will undergo charge exchange.

The energy of the particles also tends to increase as we move to the right, this is also expected

since particles closer to the cathode have been accelerated by the electric field more than particles

further away. The majority of neutrals formed through charge exchange will strike the cathode

where they will either reflect or embed themselves into the metal. In both cases the neutrals can

release secondaries which contributes to the discharge. The neutrals can also be reflected back
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Figure 4.4: Energy Spectrum of H2 molecules. The density of H2 greatly increases past 1000
cells (which corresponds to 0.1 m) from the left of the chamber, where the energy of H+

2 exceeds
500 V.

towards the bulk where they may undergo collisions until they slow down sufficiently to rejoin

the background gas. The small number of particles that is travelling along the axial direction,

within the radius of the nozzle before and after undergoing charge exchange, may make their

way out of the nozzle and produce thrust. An ion or neutral may also bounce into a background

gas molecule near the nozzle exit and cause it to leave the nozzle and produce thrust. There

is a significant number of relatively low energy neutrals inside the nozzle. These may be the

result of ions that are created within the nozzle due to electrons oscillating inside the cone, and

accelerating slower for a longer time before undergoing charge exchange. These may also be the

result of ions bouncing off the inner surface of the cathode, which causes them to lose energy,

before undergoing charge exchange. The virtual cathode may also play a role here although

likely in combination with one or both of the previously mentioned effects. In the bulk region of

the plasma (before 1000 cells) in Figure 4.4 a lower density trail of neutrals can be seen, mostly

near the central axis of the chamber. This shows that the density of neutrals in the bulk is

much higher near the central axis. Although in a parallel plate system we would expect an even

distribution of particles throughout the chamber, in the case of the CXT, before the formation

of the virtual cathode, secondary electrons ejected from the cathode will be accelerated towards

the central axis before moving towards the anode, hence creating a central beam of particles of

particles with a higher density than the outer regions. Even after the virtual cathode has formed,

secondary electrons are still focused towards the axis if they are created near, or move towards

the top of the cathode, where the virtual cathode is not present.

Figure 4.5 shows the magnitude of the thrust produced by neutrals (H3, H2, and H) leaving

the nozzle. The momenta of all three were included in the thrust calculation. Ions and electrons

were not included since ions should be accelerated back towards the nozzle after leaving, and

electrons should be captured by the anode ring, or otherwise produce an insignificant amount

of thrust. It can be seen from Figure 4.5, that the thruster does not initially produce a large

amount of thrust but starts to increase very quickly after about 2.5 microseconds.

The reason why the thruster does not initially produce thrust is likely because the initially

spawned particles do not behave the same as when the thruster is operating in a stable state.
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Figure 4.5: The thrust in the axial direction due to neutrals escaping the orifice. Note that due
to an instability the exact point where the thrust stabilises could not be determined

The plasma must first transition through a Townsend multiplication stage in the sheath to create

a steady current of electrons moving away from the cathode and ions moving towards it. During

this process the plasma density also increases by about two orders of magnitude, which means

there are far more energetic neutrals being created which may exit the simulation. Lastly it

takes a long time even after a near stable state has been reached for the ions to start undergoing

charge exchange in large quantities, and for the produced neutrals to then make it all the way

to the end of the thruster and out the nozzle. The virtual cathode does not seem to be required

to produce thrust, as many of the simulations that were trialed produced thrust whilst using a

Neumann instead of a Dirichlet boundary which does not result in a virtual cathode.

Figure 4.6 shows the growth of particles in the simulation over time. The simulation was

started with a large number of particles to get a faster convergence and avoid startup instabilities.

The initial slow growth in density is the result of the initially spawned particles accelerating in

the applied field and ionising the background gas. The growth rate increases as the magnitude of

the potential on the cathode increases, and starts to drop off when this applied potential begins

to stabilise and the virtual cathode forms.

The final ratio of Hydrogen ions in the simulation is about 10:2:1 for H+
2 , H+

3 , and H+

respectively. This is not unreasonable for a hollow cathode discharge, especially since the exact
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Figure 4.6: the number of particles in the simulation over time. This plot represents the “true”
particles, i.e. the number of super-particles multiplied by their respective sizes. Note that the
growth has not completely settled by the end of the simulation, an instability developed before
the next data dump. However the system is close to achieving a steady state

ratios are very sensitive to plasma conditions. The growth of energetic neutrals follows that of

their corresponding ions, as expected, although the number of energetic H atoms is greater than

the number of energetic H3 molecules. This is reasonable, since although the number of H ions

is greater than the number of H+
3 ions, the charge exchange cross-section for H+ is higher in this

energy range [43]. The number of H− ions is very small, and likely does not contribute much

to the discharge. Most electrons that are created in the simulation are quickly accelerated to an

energy where attachment becomes very unlikely. In the later stages of the simulation the electron

density has become high enough however for some electrons to slow down due to collisions with

the background gas, and reach a low enough energy that attachment becomes more likely.

The number of secondary electrons spikes somewhat at the start as the initially created ions

quickly hit the cathode, however it drops off until the sheath and virtual cathode have been

established, after which it rises steadily with the number of ions. The number of secondaries
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Figure 4.7: The voltage and current from the power supply as well as from the plasma due to
ions recombining at the cathode or charged and neutral particles impacting the cathode and
dislodging secondary electrons (here referred to as “Plasma Current”). Note that this simulation
was started from 0 potential, this leads to a faster convergence in real time but a slower startup
as the rapid changes in potential significantly increase the Poisson solver time. The system is
approaching a steady state around 2000 V and 40 mA, which equates to a total power use of 80
W.

is about 3 orders of magnitude below the number of primary electrons. Any electron produced

through ionisation in the sheath will itself likely accelerate to ionisation energies and result

in exponential growth of the number of electrons over the length of the chamber. Using this

simplified logic we can calculate that the secondary electrons must undergo ionisation reactions

roughly 10 times while traversing the chamber (assuming most of the produced electrons continue

to ionise additional gas molecules as well, this of course will not be the case for electrons produced

in the bulk region). This means the mean free path for ionisation by electrons must be roughly

1/10th of the chamber length, which is 0.025 m.

At the end of the simulation, the particle growth has not quite ceased, however the rate of

growth has fallen off greatly, and appears to be in the process of stabilising. The total number

of positive ions is greater than the total number of electrons and negative ions combined. This is

consistent with theory and experiment, since although plasmas are generally quasi-neutral, the

sheath region of the plasma has to be positive to maintain equal positive and negative current
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densities. The bulk of a discharge also tends to be slightly positive [5].

Figure 4.7 shows how the voltage and current drawn from the power supply changes over time.

Figure 4.8: An experimental Balmer spectrum taken from [1] compared to the simulated Balmer
spectrum from the CXT PIC simulation. The simulated spectrum peaks at a higher velocity
than the experimental spectrum.

This particular simulation was started at 0 potential on the cathode, but with a -5000V bias

on the power supply. The current drawn from the power supply, through the external circuit is

proportional to the difference in the voltage between the power supply and cathode. Therefore,

as the magnitude of the potential on the cathode increases, the magnitude of the current from

the power supply slowly decreases. There is an inflection point at around 2.5µs where the current

from the plasma has become sufficiently large to start decreasing the magnitude of the voltage.

This inflection point corresponds with the inflection point in the thrust, which can be seen in

Figure 4.5, and the inflection point in the number of particles, as shown in Figure 4.6. This is

consistent with expectations, since the much larger plasma current indicates that more ions are

hitting the cathode every time-step, and hence more ions may be undergoing charge exchange

and passing through the nozzle. It appears near the end of the simulation that the power used

is starting to stabilise. The plasma current, i.e. the current arriving at the cathode from the

chamber, through ion impacts, and secondary emissions, has started to approach a constant

value near the end, although it appears to still be increasing slightly. The voltage on the cathode

has at this point not yet stabilised, due to the capacitance in the system it is expected for the
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discharge and plasma current to oscillate around each other for a while until a steady state is

reached. It was not possible to continue the simulation to this point as an instability occurs

shortly after this point in the run.

The power used at the end of the simulation was about 60W, which is on the same order

as the power drawn by the real experimental thruster the model is based on [1]. The thrust

recorded by the model at this point is about 28 µN, which is slightly lower than the thrust

estimate given in [1] of 100µN, but the thrust in the simulation was still increasing at this time,

and the estimate of 100 µN was an upper estimate using the assumption that the ion density

in the cathode is 1010 cm−3. The ion density in the simulation was at its highest, of the order

109 cm−3, about an order of magnitude lower than the estimate in the paper, which means the

simulation achieved a slightly higher thrust to pressure ratio. This is because of the higher speeds

of exiting neutrals compared to the experimental speeds. The average neutral speed, recorded

via Doppler spectroscopy of the Balmer line, was 3 · 105ms−1. Balmer spectroscopy measures the

velocity of H atoms using the emissions from the Hα line. Therefore for comparison, a histogram

of velocities of H atoms exiting the nozzle of the thruster is presented in Figure 4.8, as well as

the Balmer spectrum recorded by L. Blackhall in [1]. The average velocity from the simulated

spectrum is about 3.5 · 105ms−1, but the high energy tail of the simulated spectrum contains far

more counts than the experimental spectrum.

We can make an estimate of the thrust just from the Balmer spectrum using:

FT = nmv2A, (4.1)

where FT is the thrust, n is the density of H atoms, v is the velocity of H atoms, and A is the

cross-sectional area of the orifice. This gives us a total thrust of about 21 µN, which is close to the

28 µN calculated from the simulation. The shape and peak of the spectrum from the simulation

are somewhat different to the experimental result. There are a few potential explanations for

this. Firstly the simulated thruster is not operating at the steady state, and the sheath is wider

than it would be in the steady state. If the sheath was narrower, more ions may charge exchange

in the pre-sheath and hence produce neutrals at lower energies. The virtual cathode may be a

transient effect that diminishes once the discharge has stabilised and affects the thrust in the

meantime. The code may also be underestimating the collision frequency. An energetic neutral

may undergo multiple momentum transfer collisions with other neutrals, resulting in more slower

neutrals being ejected instead of less fast neutrals. Lastly the pressure inside the thruster was

not actually known: at 4kV it was estimated that the pressure inside the thruster was 30 ± 10

mTorr. The higher pressure in the thruster would lead to more collisions and more slower neutrals

exiting the thruster nozzle. Regardless of the discrepancy in the Balmer plot, the presence of the

spectrum in the simulation in the first place demonstrates that the thrust producing mechanism

of the CXT can at least be simulated using a PIC-MCC model with reasonable agreement.
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4.3 Discussion

4.3.1 Instabilities and Comparison to Previous PIC

Although hundreds of simulations of the CXT were performed, over large ranges of parameters,

almost all developed run ending instabilities before stabilising. As the most likely reason for

the instabilities was aliasing due to the Debye length exceeding the grid cell spacing, most

simulation runs performed over the duration of the project focused on addressing this issue. In

discharge physics there exists a similarity law. It states that any given discharge with the same

ratio of pressure to chamber length will have the same collision frequency [5]. If the applied

bias, and other chamber parameters are kept constant, we would expect the same electron and

ion densities, and also the same I-V response. Hence it was possible to start discharges with

significantly smaller cell widths, by making use of this similarity law. However even simulations

scaled down 100 times with ∆x = 1µm suffered from the same instabilities.

The PIC simulation code mostly uses established simulation techniques with a few novel

systems that build on existing approaches, but even reverting these systems to more conventional

approaches, such as directly creating new particles after collisions instead of using a spawn-grid,

did not alter the results or stop instabilities from forming, it simply decreased performance.

When comparing results from these PIC simulations to the literature, the closest candidate is

the hollow cathode PIC simulation performed by M. Fitzgerald [31]. M. Fitzgerald also modelled

hollow cathode systems and likewise found the system to be very numerically unstable. The

longest run presented in [31] is 0.25 µs, so even in this less stable discharge regime, the new PIC-

MCC code was able to simulate a hollow cathode discharge system for a much longer amount

of time before becoming unstable, which is a marked improvement (an ion focus simulation of

6µs was also shown but this was not a full simulation, only a demonstration of ion focusing).

When analysing the stability of thruster results and comparing them to the results in [31], one

major difference stands out. This being that the sheath in [31] continues from the cathode to

the wall, with essentially no bulk region. This also means that as a result of conservation of

current density, the electron density in their simulation is about 2 orders of magnitude lower

than their ion density. The instabilities in the thruster plasma PIC simulation only appeared

after the bulk region started to form. This is when excess positive charge would build up due

to various mechanisms discussed in Chapter 3. It was possible to simulate a bi-conical hollow

cathode with only a very small bulk region and achieve a stable discharge (Figure 3.10), by using

an electron gun at a low pressure. A successful attempt to model a stable discharge in a lower

pressure mode is discussed later in the chapter.
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Figure 4.9: An example of a simulation that has become too slow to keep running. Note that
the vertical axis is logarithmic, and therefore it shows that the simulation time per time-step is
growing at an increasing rate. The reason why there appear to be two lines for certain processes
is that due to sub-cycling, some processes only apply to electrons on non-sub-cycling steps but
apply to all particles every sub-cycling step. Most processes take significantly more time when
ions and neutrals move, as they make up the majority of particles in the simulation. New particles
are also created on sub-cycling steps

4.3.2 Simulation Speed and Optimisation

The limiting factor on how small of a cell width could be used was simulation speed. Even when

similarity laws were invoked to simulate a miniature version of the thruster with a much smaller

cell width, now a much smaller time-step had to be used, as not to violate stability and make sure

that the particles did not experience discontinuous fields. Many simulations had to be cancelled

because the simulation time became too long for the run to be continued.

Speed was a core consideration for the design of the program, which is why it was created in

MATLAB to take advantage of its built in linear algebra functions. As mentioned in Chapter

2, the simulation only loops in the Poisson relaxation solver as well as over the 9 species of

particles and their interactions in the particle loop. Meaning almost all calculations make use

of MATLAB’s built in optimisation for matrix calculations. This has allowed for very large

calculations to be performed, with up to 107 macro particles, and up to 3 million cells, although

in these extreme cases the simulation slows down significantly. Due to the nature of these matrix

calculations, there is a lot of variability in the calculation time. Sometimes having less particles

counter-intuitively slows down the simulation, as it leads to larger fluctuations in the potential

per time-step.

Figure 4.9 shows how the simulation time evolves for a typical system. Note that due to

sub-cycling, ions and neutrals move less frequently than electrons, which is why it appears as

if certain lines are split in two. Plotting also occurs very infrequently, and therefore whilst it

takes a lot of time to generate plots for diagnostics, it can be made infrequent enough to not

significantly impact the final simulation time. Note that this is a log plot, and therefore the

amount of time taken to simulate each time-step is growing non-linearly.
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4.3.3 Reliability

A potential concern for the reliability of the results is the matter of reproducability. Most

results presented are trivial to reproduce with the same conditions although there will be minor

differences due to the many statistical processes present. However in the particular operating

mode for the thruster presented in this chapter, the simulation is very sensitive to random

fluctuations as well as initial particle positions, which are randomly determined. This means

instabilities may happen earlier or later in the simulation depending on factors that are not easy

to control. This may be avoided in future by keeping a record of the randomisation seed.

Keeping that in mind, although the above presented result was the longest discharge obtained

in the high density discharge mode with these inputs, the evolution of the plasma was typical

for these initial conditions. Nevertheless none of the reproduction experiments were able to

reach the (near) steady state without succumbing to an instability after between two and three

microseconds of simulated time.

This should not invalidate the results presented, since the simulation can be reproduced

accurately up to the point an instability forms, but it does mean that this model is not ideal for

the stated aim of optimising the CXT using the PIC simulation. The results presented in the

next section show the simulated CXT operating in a different discharge mode, which is stable,

produces thrust, and can easily be reproduced.

Parameter Value
∆t 5 ps
h 0.1 mm
Pressure 5 mTorr
Resistance 1 MΩ
Capacitance 0.05 pF
Cathode Bias 5 kV
Low Energy Neutral Cutoff 15 eV
Chamber Radius 6 mm
Chamber length 46 mm
Cathode Min Inner Radius 1 mm
Cathode Length 16 mm
Initial Number of Super Particles 10000
Initial Number of Particles per Super Particles 10000
Sub-cycle step size 20

Table 4.2: List of starting parameters for the lower pressure discharge mode CXT simulation.
The simulation was scaled down using similarity laws, but then ran at a much lower pressure,
and with a higher external resistance to obtain a discharge mode with a much lower plasma
density

91



4.4 Controlling the Pressure

As noted above, a difference between the unstable discharges modelled with this PIC compared

to the discharges in [31] is the presence of a neutral bulk, and all instabilities in this PIC simu-

lation appear to occur in the bulk region. Therefore a simulation was performed of the thruster

operating in a much lower density regime, such that there would still be a large potential drop

across the bulk. To achieve this, a scaled down simulation was started with a much lower pressure

and potential than for the previously presented CXT simulation. The simulation parameters are

outlined in Table 4.2. This CXT simulation also used a Neumann instead of a Dirichlet boundary

in the nozzle, which shows that the Dirichlet boundary is not required to produce thrust.

Figure 4.10: Cathode bias, the current into the power supply from ions recombining with the
cathode and electrons being emitted (discharge current), as well as the current through from
the external power supply, plotted against discharge time. The pressure was dropped at 15 µs,
after which the current quickly drops and stabilises. The cathode potential increases somewhat
in magnitude after this drop.
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4.4.1 Results

Current and Potential

The results in Figure 4.10 show a number of significant differences compared to Figure 4.7. The

thruster is operating at a much lower current and is also completely stable by the end of the run.

Rather than waiting to see if the simulation would come to a stable equilibrium by itself the

pressure was halved to 2.5 mTorr at 15 µs into the discharge. This caused a large and sudden

drop in current from about 1.3 mA to 0.5 mA, where it remained stable until the pressure was

once again increased to 2.75 mTorr at 2.5µs to see how this would affect the stability. After the

increase in pressure, the current quickly stabilised again at a slightly higher magnitude. The total

simulation time was just over 35 µs which is an almost 10 fold improvement over the simulation

time of the thruster in the higher density discharge mode. The low density discharge simulation

was stopped because a satisfactory level of stability was achieved, without any instabilities ever

emerging.

Figure 4.11: The potential structure at the end of the simulation of the lower pressure discharge.
The potential profile is quite similar to the vacuum field, apart from the slight sheath that has
formed near the conical cathode as a result of ion density building up inside the cathode.

Potential

The potential structure is close to that of the vacuum case but with a notable sheath starting

to form around the cathode. The sheath extends all the way to the anode, unlike the sheath

in the higher density operating mode shown in Figure 4.1. The lack of a bulk region is a result

of a much lower plasma density, which means that we expect less thrust, simply from there

being less particles moving through the chamber at any given time. That being said, the extra

space not made up by the bulk means that there is a longer path proportional to the length of

the chamber over which the ions can undergo charge exchange. The thruster is operating at a

lower pressure as well as a shorter total distance which means there are less opportunities for
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charge exchange, but also less chance that a particle which underwent charge exchange would

lose energy to a collision with the background gas. Of course there is a chance that, through a

momentum transfer collision, both the incoming high energy and initially cold background gas

molecules could exit the nozzle without significantly momentum loss along the axis. More trials

should be performed in future to find the optimal operating pressure.

Figure 4.12: Particle counts as a function of time in the low pressure CXT discharge mode. when
the pressure was dropped at 1.5mus the particle counts quickly stabilised. The number of ions is
much larger than the number of electrons. This is not unexpected since there is no bulk region,
which means that in order to conserve flux density across the sheath, the ion density must be
higher than the electron density due to their much slower speed. At the end of the simulation,
all particle counts have stabilised apart from the neutral H2 molecules, which means the thrust
produced may further increase even after this point.
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Figure 4.13: Thrust produced by neutrals exiting the nozzle in the simulation over time. Note
that the thrust produced mostly stabilises after 2µs although there is still a lot of noise. This
noise would likely be smoothed out if a larger number of smaller particles was used. There is a
very significant delay between the current and the production of thrust due to the slow movement
of neutrals, as well as the number of different processes that need to occur before an energetic
neutral is released, just like the number of H2 molecules in Figure 4.12, the amount of thrust
continues to grow even after the pressure is dropped, although it grows at a slower rate. The
thrust will likely continue to increase until the number of H2 molecules has stabilised.

Particle counts and thrust

Figure 4.12 shows the particle counts over time in the low density discharge simulation. The

number of particles drops shortly after the pressure was halved and increased slightly when

the pressure was marginally increased. The number of Primary electrons is about one order

of magnitude higher than the number of secondary electrons, compared to the three orders of

magnitude higher shown in Figure 4.6. This indicates that the mean free path of ionisation is

much longer in the low pressure discharge mode, which is expected, since the mean free path is

proportional to pressure. Although the charged particle counts have all stabilised and appear to

neither increase, nor decrease significantly over time, the number of H2 neutrals continues to rise.

The number of neutrals never decreases, only the rate at which the number of neutrals increased
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fell after the pressure drop. There is a significant time delay between the creation of neutrals

and neutrals leaving the simulation. This is especially true at lower pressures, since the neutrals

undergo less collisions that could decrease their energy and make them part of the background

gas again. The fact that the number of neutrals is still increasing by the end of the simulation

means that the thrust produced will likely also still increase. Figure 4.13 shows the thrust over

time. It is difficult to say whether the thrust has stabilised or still increasing, due to the large

amount of noise. The maximum recorded thrust in the high density simulation was about 28µN

at 60W. The maximum thrust in the low density simulation was about 2nN at 0.7 W/ Which

is about a 100 fold decrease in efficiency. Although it is useful to know that the thruster could

operate in a mode where it’s producing far less thrust, since this would allow it to be used for

example for very precise spacecraft orientation manoeuvres.

4.4.2 Discussion

Lowering the pressure this rapidly is of course not realistic, however starting a discharge, and

then subsequently lowering the pressure either manually or using an automated control method is

standard practise for achieving a discharge in a particular regime in the lab. A more sophisticated

simulation may take into account the time it takes for the pressure to drop after changing the

flow rate into the chamber. This could be achieved very straightforwardly using a DSMC gas

model. In combination with a well tuned PID (proportional-integral-derivative) controller this

could very accurately simulate a real experiment and should be considered a natural progression

to the work presented in this thesis.

That being said, most PIC simulations focus on modelling the steady state of a system, and

in this case, looking at the steady state in isolation, we can see that the simulation can model it

with a high level of stability. It is possible that pressure regulation could also aid the stability of a

model that does include a sheath region, as runaway instabilities could be reduced in magnitude

by lowering the pressure, preliminary tests have shown that using a PID controller, instability

growth can be significantly reduced although it does not necessarily address the underlying cause.

As this model is completely stable it can easily be used to investigate how different parameters

affect the thrust produced by the CXT. Although the actual CXT will likely not operate in this

mode so changes in this regime may not translate to changes in performance in the higher density

mode.

4.5 Chapter Summary

The newly developed PIC model has been applied to simulate the CXT’s operation. Modelling

the CXT in a similar regime to the thruster’s estimated standard operating mode led to the pro-

duction of a similar amount of thrust as predicted experimentally for a similar power draw. The
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Balmer spectra in this operating mode were skewed to slightly higher energies in the simulation

than the experimental result. This could be due to a number of factors, such as potentially a

different operating pressure, which was not well known for the original thruster. Although the

thruster came close to a steady state, an instability still formed which caused the simulation to

terminate before it had completely stabilised. This may affect the final thrust measured, since

it appeared that the thrust was still increasing by the time the simulation destabilised.

Although the model could show the mechanism by which the CXT produced thrust, and

produced results that were reasonably consistent with experimental findings, the lack of stability

undermined the usefulness as a tool to optimise CXT design somewhat. However, operating

the simulated CXT in a lower density mode allowed a stable simulation to be conducted. This

did require dropping the pressure some time into the simulation. However since we are mostly

interested in the steady state, this is not unreasonable. The simulation was able to simulate the

thruster for 10’s of µs in this mode, without destabilising. However this mode was 100 times less

efficient in terms of thrust output vs input power than the higher density mode.

4.6 Conclusions and Future Research

A new PIC simulation was developed in MATLAB, optimised to include a large number of effects

and run large simulations quickly. This was achieved by making use of recent developments in

PIC optimisations, as well as by minimizing the amount of loops in favour of MATLAB’s built-in

matrix calculations whenever possible.

A new type of particle spawn mesh which allows for a steady growth of particles in a simulation

with a coarse grid was trialed, allowing the new code to simulate a smaller number of super

particles than a conventional collisional PIC without affecting the particle growth rate.

Various tests were performed to see if changes to the simulation would affect the final result.

These included using a 2D cylindrical vs a 3D mesh, as well as ion short range Coulomb interac-

tions. No significant differences were observed, so a 2D cylindrical PIC without local Coulomb

collisions was used as it was the least computationally intensive.

The final PIC model included: ionisation, charge exchange, and momentum transfer/scattering

collisions, by electrons, ions, and neutrals. The simulation also included dissociative ionisation,

H+
3 production, and electron attachment. All common ions and neutrals in a Hydrogen plasma

were included, as well as their most common interactions with the background gas. Energy

dependent secondary emission from all particle types, reflection, dielectric interactions, and an

external circuit were all included in the final product. Some interactions were not included, most

notable excitation, and photo-electric secondary emissions.

Various effects were not included or were substituted using similar effects because reliable

data was not available for the operating parameters of the thruster. Future research could focus
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on measuring some of these parameters; such as cross-sections for secondary emissions from

neutrals, as well as sputtering cross-sections of hydrogen impacting aluminum to further increase

the accuracy of the simulation.

The model was able to accurately reproduce theoretical sheath structure, as well as reproduce

experimental Paschen curves, albeit with a small offset. It was also able to reproduce hollow

cathode specific behaviour when simulating a bi-conical hollow cathode. This bi-conical hollow

cathode simulation which included an electron gun was able to model a plasma from a cold start

up to a steady state.

Although the simulation was able to model the early stages of a plasma, as well as the

particular case of a low pressure hollow cathode, it generally suffered from instabilities. These

instabilities would generally appear when the bulk region started to form, as the sheath receded

towards the cathode. A number of different methods to address the instabilities were trialed,

such as smoothing the charge density, limiting the bulk plasma potential, and including local

ion coulomb interactions. All of these either didn’t work, or caused new types of instabilities to

form.

Many of the CXT simulations produced thrust even though instabilities emerged relatively

quickly. One particularly long lived example of a CXT simulation with a Dirichlet boundary

condition to model the anode ring was presented. This simulation stabilised after some time,

potentially due to the formation of a virtual cathode inside the conical cathode. It produced a

thrust of 28µN at a power draw of 60 W. This is similar compared to the estimated 100µN of

thrust for the experimental thruster with a similar input power. The estimated experimental

thrust was an upper limit, and the thrust in the simulation is still growing by the end of its

run-time so this is not an unreasonable deviation.

The observed experimental Balmer spectrum of the CXT indicates a slower average speed

of neutrals leaving the thruster compared to the simulation. This could be explained by the

experimental thruster having a higher estimated operating pressure. Unfortunately this cannot

be easily verified as the simulation is unstable at higher pressures.

Although the higher density operating mode of the CXT could not be simulated in a steady

state for a long time, it still demonstrates the basic mechanism by which the CXT produces

thrust, it also shows how the thruster could be operated in a pulsed mode, which has some

precedent in ion thrusters [118].

A lower pressure operating mode was also modelled. After the simulation modeled 15µs of

plasma development, the pressure was halved, after which the simulation was able to run in a

steady state until it was terminated after a total of 35µs of simulation time.

This demonstrates that the PIC simulation is capable of simulating the thruster in a steady

state, however not when there is no significant field across the bulk region, as the large density

of slow ions leads to instabilities. The stated aim of this project was to develop a PIC simulation
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that can be used to inform the development of the CXT. The final product showed that there

were significant differences in thrust and efficiency based on pressure-dependant operating modes,

and hence can be used in future to optimise operating parameters for the CXT.

Currently, simulations are being performed using a simulated PID controller to control the

pressure based on the current drawn from the external circuit. This allows the plasma to operate

in a steady state without manual intervention. This will be used to test different thruster

geometries, and operating conditions to maximise the thrust and efficiency.

Future research should focus on addressing the bulk instabilities such that the most efficient

operating mode can be simulated in a steady state. This could involve revisiting the ion coulomb

collisions, or including some other effects that stop ions from being trapped in grid cells and

forming strong local potential wells.

Another avenue of future research is simulating gas flow in the thruster using DSMC, this

could then be combined with the PID controller to accurately model pressure changes in the

thruster by adjusting the inflow of gas.

It is hoped that by pursuing these avenues of research, the model can be improved sufficiently

to optimise the final CXT thruster design. Experimental verification will be required to test the

validity of these predictions.
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[100] H. Stock, C. Jarms, F. Seidel, and J. Döring, “Fundamental and applied aspects of the

plasma-assisted nitriding process for aluminium and its alloys,” Surface and Coatings Tech-

nology, vol. 94, pp. 247–254, 1997.

[101] C. Xifeng, H. Guanrong, L. Hui, M. Yingchao, L. Xiaoming, and Y. Daren, “Hybrid–

pic simulation of sputtering product distribution in a hall thruster,” Plasma Science and

Technology, vol. 19, no. 10, p. 105501, 2017.

[102] J.-S. Yoon, M.-Y. Song, J.-M. Han, S. H. Hwang, W.-S. Chang, B. Lee, and Y. Itikawa,

“Cross sections for electron collisions with hydrogen molecules,” Journal of Physical and

Chemical Reference Data, vol. 37, no. 2, pp. 913–931, 2008.
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