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Abstract
As AI advances, human-centered principles are key to harnessing its benefits ethically. We
explore scaling human-centered AI to enrich education. Thoughtfully implemented, AI could
enable personalized, equitable learning and amplify teachers’ strengths, and also facilitate more
intuitive human-AI collaboration. However, benefits require mitigating risks around privacy,
bias, transparency, and social-emotional impacts. Multidisciplinary teams should research
embedding ethics into systems. Policymakers need to develop guardrails for privacy, fairness and
accountability. Schools should pilot applications cautiously and demand explainable AI. Diverse
voices must guide tool development to enhance autonomy and inclusion. With care,
human-centered AI may propel an educational renaissance that uplifts learning and the human
spirit. But we must build this future on moral foundations serving all students.

Introduction
Artificial Intelligence (AI) is reshaping our lives through mobile phones, smart TVs, advanced
cars, and many more technologies, including its latest development: GenAI or Generative
Artificial Intelligence tools. This advanced AI, demonstrated by its ability to pass numerous
standardized tests (Terwiesch, 2023; Newton & Xiromeriti, 2023; Jung et al., 2023; Bommineni
et al., 2023; Biever, 2023; Schubert, 2023), is revolutionizing benchmarks in job qualifications.
Its emergence poses pivotal questions about AI’s role in education and society. In the field of
human-centered AI (HCAI), these developments take on added significance. HCAI is not merely
about technological progress but about enhancing human capabilities and aligning AI with
ethical and societal values (Cheng et al., 2021), fundamentally redefining how we approach
learning and personal development in an increasingly AI-integrated world. Recent breakthroughs
in machine learning techniques have rapidly expanded AI’s capabilities, from personalized
learning to intelligent assistants (Xu et al., 2021; Aggarwal, 2018; Deng, 2018). Yet, as AI
increasingly impacts human lives, concerns arise about job displacement, privacy erosion, and
ethical alignment (Sinha et al., 2023).
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HCAI addresses these challenges by prioritizing human values, context, and agency (Xu,
Dainoff, et al., 2022; Renz & Vladova, 2021). It champions AI as a tool to augment human
potential, driven by guiding principles like transparency, accountability, and fairness
(Shneiderman, 2022; Auernhammer, 2020). HCAI in education particularly emphasizes
personalized and equitable learning, supporting teachers, and fostering human-machine
collaboration, while mitigating risks to privacy and social development (Yang et al., 2021; Cheng
et al., 2021).

By embedding human values from the outset, HCAI promises not only a technological leap in
education but a reaffirmation of its humanistic goals. In this paper, we explore how HCAI can
revolutionize education, ensuring AI serves as a catalyst for learning, accessibility, and joy,
grounded in an ethical foundation for the common good.

Why Education Needs Human-Centered AI
Education aims to nurture individuals and prepare them for a society that values human-centered
approaches. It’s essential to ponder whether AI can support educational goals without
compromising its fundamental values. Human-Centered AI (HCAI) in education emerges as a
crucial element in this context (Renz & Vladova, 2021).

Traditional AI systems, often focused on efficiency and predictive power, can inadvertently
perpetuate biases and overlook the diverse needs of educational environments (Fountain, 2022;
Baker & Hawn, 2021). HCAI, in contrast, is dedicated to aligning AI with the diverse goals,
needs, and preferences of educational stakeholders, including students, teachers, parents, and
policymakers (Shneiderman, 2022). This approach emphasizes involving these stakeholders in
every stage of AI’s development, from design to evaluation, ensuring a balance between human
control and AI automation. Crucially, it underscores the importance of creating safe, reliable, and
trustworthy AI systems in educational settings (Domfeh et al., 2022).

HCAI also focuses on fostering human-AI collaboration and co-creation, especially in learning
and teaching scenarios (such as Alfredo et al., 2023). This aspect is key to developing AI literacy
and equipping students for the future (Ng et al., 2021; Casal-Otero et al., 2023). By integrating
HCAI, educational institutions can ensure AI tools respect and enhance human roles, thereby
augmenting human development and agency.
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Moving forward, the responsible scaling of HCAI in education demands a participatory
approach. This means extensive collaboration among students, parents, educators, technologists,
and community members in shaping AI to support human development (Schoenherr et al., 2023;
Capel & Brereton, 2023). It also necessitates stringent ethical guardrails around privacy, bias,
and transparency. AI tools in education should be developed with a nuanced understanding of the
social and psychological realities of learning, ensuring they are driven by the voices of teachers
and students to enhance autonomy and self-actualization (Luckin & Cukurova, 2019; Schiff,
2020).

By adopting a human-centered approach, AI has the potential to transform education (Yang et al.,
2021). It can offer personalized, equitable instruction, alleviate the burden on teachers, and
enable more intuitive human-computer interactions. The successful integration of HCAI in
education hinges on a collective commitment to ethical principles and shared values, ensuring AI
supports and enriches the human experience in education.

Key Opportunities for Scaling Human-Centered AI in Education
The potential of HCAI in education is transformative, aligning AI systems with human values,
needs, and goals (Renz & Vladova, 2021; Yang et al., 2021; Shneiderman, 2022; Ozmen Garibay
et al., 2023). For researchers, teachers, students, and policymakers, the focus should be on
high-potential applications that can revolutionize learning experiences when implemented with
care and collaboration.

● Personalized Learning: HCAI can develop adaptive learning systems that customize
education for each student, analyzing data from exercises and assessments to provide
immediate, relevant feedback (Yang et al., 2021; Mørch & Andersen, 2023). These
systems, grounded in learning science principles and promote a growth mindset, ensure
they support rather than limit students’ learning.

● Intelligent Tutoring: AI tutors adapting to various learning styles can offer expert
guidance anytime (such as MathSpring by Arroyo et al., 2014; Lin et al., 2023). As
virtual mentors, they can support goal-setting and reflection, but their design needs to
consider the socio-emotional aspects of learning to avoid creating frustration. However,
poorly designed systems might lack nuance or frustrate learners. Developing AI tutors
that model human wisdom requires extensive research into the social dimensions of
learning.

● Teacher Empowerment: HCAI can alleviate teacher workloads by automating
administrative tasks and offering insightful curriculum or student support suggestions
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(Andersen et al., 2022). These tools should respect teacher autonomy and privacy,
avoiding excessive monitoring. Other opportunities lie in improving school management
to empower teachers. AI could assist with administrative tasks, freeing up time and
reducing burnout (Johnson, 2023). Teachers might get AI-generated insights about how
to refine their curriculum or support individual students. The key will be designing tools
to provide helpful analysis without excessive surveillance.

● Learning at scale: One major opportunity is using AI for personalized learning at scale
(Tan, 2023). Adaptive learning systems can tailor instruction, remediation, and
enrichment to each student’s strengths and needs. Analyzing patterns in exercises and
assessments, AI tutors can provide timely feedback and suggest resources to fill
knowledge gaps. Researchers must develop these AI tools to align with learning science
(Van Mechelen et al., 2023), foster growth mindsets, and avoid pigeon-holing students.

Realizing these opportunities will require extensive participatory research. Multi-disciplinary
teams must investigate AI techniques that model the social and emotional dimensions of
learning. Schools should pilot applications in constrained settings before scaling. And
communities must have a voice in shaping how AI is applied locally.

With care and foresight, HCAI could profoundly enrich education. Students might learn faster
and more joyfully while developing life skills for an AI-influenced world. Teachers could focus
more attention on the human side of instruction. And new possibilities for human-AI
collaboration could enhance knowledge in ways beyond imagination today. The future starts
now––we must begin building it with both wisdom and optimism.

Challenges and Risks
In the field of HCAI in education, profound challenges require vigilant attention. Ethical
development of AI necessitates addressing privacy concerns, algorithmic biases, and ensuring
transparency. For instance, rigorous audits of algorithms, as demonstrated by the Amazon hiring
algorithm’s bias case (IBM Data & AI Team, 2023), highlight the need for ethical oversight,
particularly in sensitive areas like admissions. This principle extends to education, where
educators, administrators, and policymakers must be aware of similar risks. Balancing data
collection for personalized learning with privacy protections calls for clear policies around
consent and data use. Additionally, the challenge of biases in algorithms demands careful testing
and contextual understanding. The importance of transparency, such as the debate between open
vs closed source software, is highlighted by the complexity of AI models which can obscure
decision-making processes, affecting human agency and accountability. UNESCO’s recent
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guidance on generative AI in education underlines further issues like digital poverty, regulatory
challenges, unauthorized content use, unexplainable models, and the risks of “deepfakes”,
pointing towards the urgent need for comprehensive teacher training (Fengchun & Wayne,
2023). Teachers are crucial in leading AI literacy efforts, equipping them to navigate AI’s
complexities in the classroom. Addressing these challenges with a commitment to transparency
and participation, guided by human values, is essential. Responsibly managed, AI has the
potential to significantly enrich learning, but it must be built upon moral foundations that affirm
our shared humanity.

Conclusion
As AI continues its rapid advancement, the field of education stands at a crossroads. We must
thoughtfully shape the role of these emerging technologies to align with humanistic educational
values and goals. HCAI offers a guiding paradigm––developing AI tools not merely for
efficiency, but expressly to enhance human capabilities and learning experiences. This approach
opens up transformative possibilities in education, from personalized and equitable instruction at
scale to more intuitive human-AI collaboration.

However, realizing this potential requires vigilant efforts. Extensive research is needed so that AI
systems model the social and emotional dimensions of learning. Pilot applications should be
implemented cautiously to identify pitfalls before broader rollout (such as ChatGPT and Claude
AI). Policymakers must institute guardrails regarding privacy, fairness and accountability. And
diverse voices, especially teachers and students, should drive tool development to focus squarely
on enhancing autonomy and inclusion for all.

Fundamentally, AI is not destiny but a choice. We must collectively build the future of AI in
education on ethical foundations serving the common good. If developed thoughtfully through a
human-centered lens, AI could propel an educational renaissance––amplifying the human spirit
through more enlightened, empowering learning for all. But we should never lose sight of the
supreme aim––an educational system that uplifts our shared humanity. The promise and perils of
AI force us to re-examine and reaffirm our moral commitments. With wisdom and courage, we
can shape emerging technologies to enrich education ethically for generations to come.
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