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Abstract. This paper presents the universal address sequence generator (UASG) for memory
built-in-self-test. The studies are based on the proposed universal method for generating address
sequences with the desired properties for multirun march memory tests. As a mathematical model,
a modification of the recursive relation for quasi-random sequence generation is used. For this
model, a structural diagram of the hardware implementation is given, of which the basis is a
storage device for storing so-called direction numbers of the generation matrix. The form of
the generation matrix determines the basic properties of the generated address sequences. The
proposed UASG generates a wide spectrum of different address sequences, including the standard
ones, such as linear, address complement, gray code, worst-case gate delay, 2i, next address, and
pseudorandom. Examples of the use of the proposed methods are considered. The result of the
practical implementation of the UASG is presented, and the main characteristics are evaluated.
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1. Introduction

The percentage of embedded memories in a chip is increasing. Thus, memory is a major portion of
the current system-on-a-chip designs (occupying more than 70%) and is expected to rise to 95% of the
area overhead [1, 2, 3, 4]. The density of modern memory is rapidly increasing compared to random
logic. Additionally, the smaller feature size and increasing space occupied by the memory on a chip
result in an enormous critical chip area that may potentially have defects.

Memory faults can be divided on the basis of the number of memory cells being faulty, namely into
one-cell faults (e.g., stuck-at faults, stuck open faults, and transition faults), and multiple cells faults
(first of all pattern sensitive faults - PSF). The first group of faults is well detectable by existing classi-
cal march tests. In the case of the second group of faults, the problem is much more difficult.Although
many approaches have been proposed in the literature [5, 6, 7, 8, 9, 10, 11, 12, 13, 14], the issue of
efficient detection of multiple cell faults is still open.

The traditional approach based on direct memory access for testing is costly in terms of silicon
area, routing complexity, and test application time [15]. The memory built-in self-test (MBIST) has
become an attractive alternative and can offer benefits, such as at-speed testing and, therefore, high
fault coverage [16, 17]. Traditionally, the MBIST solutions are based on march test algorithms.

Due to the linear complexity, regularity, symmetry and simplicity of the hardware implementation,
the march tests are usually a preferred and often the only reasonable method for RAM testing. March
test algorithms consists of a set of march elements. March elements are a finite sequence of read and
write operations applied to every cell in the memory by accessing all memory addresses in any order.
The order of memory cells can be the same for all march elements or can be reversed for some march
elements [6, 18].

Well known property of march tests is that for one run memory test execution there is no any
special requirements for the address order, as well as for memory background [6]. For any address
order and memory background the number of detectable memory faults, including multi-cell faults,
will be the same and can be calculated according to the memory test detection ability. One of the
constructive solutions for achieving high fault coverage especially for complex faults, as has been
shown in [7, 19], is multi-run testing. The idea of multi-run tests was originally formulated in the
context of transparent testing [20], and later exhaustive and pseudo-exhaustive RAM testing [21, 22,
23]. According to this idea, the same testing procedure is executed several times, each time with
different initial conditions. As pointed out in many research studies [20, 21, 24, 25, 26], transparent
tests are able to cover a wide range of memory faults (theoretically all faults). In this case, the test
process requires multiple runs of one or more memory tests. It is obvious that the fault coverage of
such testing processes depends both on the test used (including the number of its iterations) and the
memory background and/or address order in each iteration of the test [26].

So, one of the key element of multi-run tests are the address sequences. As has been mentioned
for one-run memory test execution, there is no any specific requirements for the address order [6].
The only restriction is that an entire set of all possible addresses has to be generated in an arbitrary
order in an up and down direction. That is why a simple binary counter with an increment and a
decrement by 1 mode can be used. It is another story in the case of multi-run memory tests. The high
efficiency of such type of memory testing is obtained due to the detection of additional portions of the
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complex memory faults. Any new run of the same memory test has to be done with the new initial
conditions. Usually, this can be a new memory background or address order, or both background and
address order. In this case, it is quite important to choose an appropriate set of memory addresses. For
example, for two-run memory test, we have to select two different address sequences with a different
address order. There is no doubt that a different subset can result in different fault coverage.

From the above perspective the key element of the MBIST is the address sequence generator
(ASG), which is the most critical part of the area of MBIST implementation. The ASG designs are
very different, and the area required for the ASG varies between 26% and 33% of the MBIST [27].
To detect complex and speed-related faults, the functionality of ASG should be extended and flexible
[27, 28]. The ASG must generate an appropriate set of address sequences (ASs), with the desired
address switching activity.

Several MBIST architectures have been proposed in the literature [17, 28, 29, 30, 31, 32, 33].
In [28, 32], attempts were put forward for proposed architectures of address generators with a low
transition. It has been proven that efficient employment of the ASG architecture has considerably
reduced the switching activity of MBIST [32]. The proposed approaches are based on a modified
linear feedback shift register (LFSR), which generates the restricted sets of ASs.

In [34], the MBIST address generator is used to implement addresses with a significantly low
area, less power, and high speed based on a set of multiplexers and counters. In this paper, a new
architecture is analyzed and proposed with more advantageous properties. The implementation aspects
of several ASs, including linear, address complement, and gray code sequences have been analyzed.
The proposed investigation supports several designs for an ASG to generate only one AS, and their
combination requires additional area overhead.

To reduce the MBIST power consumption to test the memory core of a system on a chip, the
design proposed in [35] concentrated on just three types of ASG, namely LFSR-based, linear, and
gray code ASs. A comparison with the standard solutions in terms of the area overhead and consumed
power was presented and analyzed. The same power-reducing issue was investigated in [15] for only
one LFSR-based AS.

In [27], the authors stated that the set of counting methods, commonly used in industry to detect
different fault classes, including speed-related faults, consists of the linear, address complement, gray
code, worst-case gate delay, 2i, next address, and pseudorandom ASs. All efforts within these inves-
tigations have been concentrated on the optimization of ASG implementation. The AS properties and
implementation aspects of several ASs have been considered. As a result, a novel, systematic, high-
speed, low-power, and low-overhead implementation based on an up-counter and a set of multiplexors
was presented [27].

The complexity of the MBIST is a major design issue because it requires a large area and limits
the speed of the MBIST. In addition, the restriction on the set of ASs may reduce the efficiency of
the memory-test procedures. To overcome this tradeoff, in this paper, the universal address sequence
generator (UASG) is proposed and analyzed. The motivation of this work is to design an efficient
universal MBIST ASG that generates sufficiently different ASs, including the standard ASs, compared
with known solutions. The area overhead and speed issues, as crucial aspects of ASG implementations,
are compared with the existing techniques.
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2. Standard address sequences

The address sequence is a binary number system that satisfies the following property:

Property 1. A binary number system A = amam−1 . . . a3a2a1 consists of all possible 2m binary
combinations amam−1 . . . a3a2a1 formed in an arbitrary order, where ai ∈ {0, 1}. Moreover, all
combinations amam−1 . . . a3a2a1 occur in A only once.

It should be noted that there is the strong requirement to generate all addresses in an arbitrary order
and the same sequence of addresses in an inverse order for memory test implementation.

Taking into account the Property 1, the address sequence A consists of N = 2m m-bit words
as well as of m N -bit sequences amam−1...a1. The classical address sequence (counter address se-
quence) for m = 3 is presented in Table 1.

Table 1. The classical address sequence for m = 3

Address
m = 3

a3 a2 a1

0 0 0 0

1 0 0 1

2 0 1 0

3 0 1 1

4 1 0 0

5 1 0 1

6 1 1 0

7 1 1 1

In the example (Table 1), we have eight addresses, namely 000, 001, 010, 011,100, 101, 110, 111,
and three bit sequences a3 = 00001111, a2 = 00110011 i a1 = 01010101.

Now, let us formulate the general properties of the bit sequences ai for any address sequences A.
Let’s start with the general property of A = amam−1 . . . a3a2a1 where ai ∈ {0, 1}

Property 2. For any bit sequence ai of an address sequenceA there exist 2m−1 distinct binary combi-
nations for amam−1 . . . ai+1ai−1 . . . a3a2a1 with ai = 0 and exactly the same number of combinations
amam−1 . . . ai+1ai−1 . . . a3a2a1 with ai = 1.

The Property 2 allows to make the conclusion that there are 2m−1 ’0’ values and the same number
2m−1 ’1’ values for any bit sequence ai within any binary numerical systemA = amam−1 . . . a3a2a1.

Property 3. For any two-bit sequence of bits ai and aj i 6= j of an address sequence A there are
exactly 2m−2 all binary combinations, namely 00, 01, 10, 11 within the address sequence A.
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The last property can be formulated for the general case as the following property.

Property 4. For any number of bits r < m ai, aj , . . . , aq within the standard address sequence A,
where i 6= j 6= . . . 6= q, there are exactly 2m−r all binary combinations, namely 00 . . . 0, 00 . . . 1, . . . ,
11 . . . 1 within the address codes amam−1 . . . a3a2a1.

For the given memory with 2m cells, there is only one counter sequence described via classical
algorithm. To increase the number of sequences with an entire set of m− bit addresses many standard
solutions have been presented [32, 34, 35, 36, 37, 38, 39, 40].

Let us analyze Address bit permutation method as an example of one of AS generating methods.

For a one m-bit address sequence A, there are m! sequences of addresses as a result of bit permu-
tation. For example, in the case of a counter sequence A = a2a1 we have only 2! = 2 sequences, but
for A = a3a2a1 with m = 3 we can get 3! = 6 sequences. All the mentioned sequences for m = 2, 3
are shown in Table 2.

Table 2. Sequences of address for m = 2 and m = 3

m = 2 m = 3

A#1 A#2 A#1 A#2 A#3 A#4 A#5 A#6

a2a1 a1a2 a3a2a1 a3a1a2 a2a3a1 a2a1a3 a1a3a2 a1a2a3

00 00
000 000 000 000 000 000
001 010 001 010 100 100

01 10
010 001 100 100 001 010
011 011 101 110 101 110

10 01
100 100 010 001 010 001
101 110 011 011 110 101

11 11
110 101 110 101 011 011
111 111 111 111 111 111

The key parameter for predicting the number m! of memory address sequences depends only on
the memory width m. For a large m, the value m! can be approximated by Stirling’s approximation:

r! ≈ rre−r
√
2πr. (1)

In reality, it is a large number.

Let us sum up the above approach in terms of its implementation [41, 42]:

1. For real memory, this approach allows getting enormous amounts of address sequences.

2. There is substantial hardware overhead. For practical implementation, we need to use m m-
input multiplexers and m m-bit registers to fix one of the address sequences out of all those
possible.

3. Decreasing in the performance in terms of delay due to multiplexing of address bits.
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3. Proposed method

The basic idea behind the proposed UASG is the significant expansion of the set of different ASs (with
moderate hardware overhead), including the standard well-known and extensively used AS generated
by the UASG. To achieve the goal, the fundamental bases of the binary vectors field are used [43].

The ASA(n) = am(n) am−1(n)am−2(n) . . . a2(n)a1(n), where ai(n) ∈ {0, 1}, i ∈ {1, 2, 3, . . . ,
m}, the m-dimensional binary vectors in binary space, are considered. Then, the problem of generat-
ing the desired AS can be regarded as m-dimensional binary vectors in binary space generation. The
vector space consists of a set of elements ai(n) over which the binary addition operation, denoted by
the XOR (⊕) operation, is defined. The binary multiplication operation, denoted by the AND (×)
operation, is defined between an element ai(n) of the field and the vectors of the space. The set
of linearly independent binary vectors, vi = β1(i)β2(i) . . . βm−1(i)βm(i), i = 1,m, generates m-
dimensional binary vectors A(n), which is called a basis of the m-dimensional binary vector space.
The set of linearly independent vectors, vi = β1(i)β2(i) . . . βm−1(i)βm(i), generates m-dimensional
binary vectors A(n) with all linear combinations:

A(n) = b1(n)× v1 ⊕ b2(n)× v2 ⊕ . . .⊕ bm(n)× vm, (2)

where B(n) = bm(n)bm−1(n)bm−2(n) . . . b2(n)b1(n); bi(n) ∈ {0, 1}, i ∈ {1, 2, 3, . . . ,m} and
n ∈ 2m − 1 is any entire binary vector set (AS) consisting from all possible 2m binary combinations.
Then, the vector space (composed of m bit vectors A(n)) formed according to (2) is of dimension
m and consists of 2m vectors, which is why the vectors (A(n)) can be used as ASs. For further
investigations, the set of vectorsB(n) is regarded as linear ASs or simply binary up-counter sequences.
The enormous variety of AS generated according to (2) primarily depends on the values of linearly
independent vectors (vi = β1(i)β2(i) . . . βm−1(i)βm(i), βj(i) ∈ {0, 1}, j = 1,m, ), which form
the generating binary m × m matrix V . The only restriction for such a matrix (V ) is the maximal
rank achieved by choosing a linearly independent set of vectors vi. The second argument extending
the possibilities to generate different ASs is the vector set B(n). This set consists of all possible 2m

binary vectors. Thus, any AS can be used as the vector set B(n) for generation of new AS according
to (2).

Brief analyses of the above-presented Relation (2), which can be used for AS generation, reveal
at least two questions. The first question concerns the generation matrix V , and the second question
addresses the computational complexity of the above-presented algorithm (2).

The rank of a random m ×m matrix V with entries in GF (2), which are independently chosen
and equally likely to be 0 or 1 (p(0) = p(1) = 0, 5), is analyzed in Kolchin’s book [44]. He proved
that the probability that the rank of a random m×m matrix is m− s equals:

P (m, s) = 2−s2(
∏

0≤i<≤m−s−1

(1− 2−(m−i))× (
∑

0≤i1≤i2...is≤m−s

2−i1−i2...is). (3)

In the case of s = 0, the probability of the full rank matrix is as follows:

P (m, 0) =

m∏
i=0

(1− 2−i). (4)
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As m becomes larger and larger, P (m, s) approaches the limiting values, for example, if s = 0
and m → ∞, then P (m, 0) ≈ 0, 2887880950866. At the same time, the expected value of the
rank of the random matrix is m −

∑m
s=0 sP (m, s). For a large value of m, this value approaches

m − 0, 850179830874 [44]. Thus, the number of ASs generated according to (2) for real values of
m reaches astronomical values that are equal to more than 28.8% of the total number 2m

2
of possible

m×m binary matrices. The procedure of AS generation based on Relation (2) for the case of m = 4
and the set of m linearly independent binary vectors v1 = 1011, v2 = 1000, v3 = 0101, v4 = 1111
forming the generated matrix V is presented in Table 3:

V =

∣∣∣∣∣∣∣∣∣∣
v1

v2

v3

v4

∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣
1 0 1 1

1 0 0 0

0 1 0 1

1 1 1 1

∣∣∣∣∣∣∣∣∣∣
(5)

Table 3. Procedure of address sequence generation based on Relation (2)

n B(n) = b4(n)b3(n)b2(n)b1(n) A(n) = a4(n)a3(n)a2(n)a1(n) B(n)⊕B(n− 1)

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

0 0 0 0

0 0 0 1

0 0 1 0

0 0 1 1

0 1 0 0

0 1 0 1

0 1 1 0

0 1 1 1

1 0 0 0

1 0 0 1

1 0 1 0

1 0 1 1

1 1 0 0

1 1 0 1

1 1 1 0

1 1 1 1

0 0 0 0

1 0 1 1

1 0 0 0

0 0 1 1

0 1 0 1

1 1 1 0

1 1 0 1

0 1 1 0

1 1 1 1

0 1 0 0

0 1 1 1

1 1 0 0

1 0 1 0

0 0 0 1

0 0 1 0

1 0 0 1

1 1 1 1

0 0 0 1

0 0 1 1

0 0 0 1

0 1 1 1

0 0 0 1

0 0 1 1

0 0 0 1

1 1 1 1

0 0 0 1

0 0 1 1

0 0 0 1

0 1 1 1

0 0 0 1

0 0 1 1

0 0 0 1

In this case:
A(n) = b1(n)× v1 ⊕ b2(n)× v2 ⊕ b3(n)× v3 ⊕ b4(n)× v4.

For exampleA(5) = b1(5)×v1⊕b2(5)×v2⊕b3(5)×v3⊕b4(5)v4 = 1×v1⊕0×v2⊕1×v3⊕0×v4
and finally we have A(5) = v1 ⊕ v3 = 1011⊕ 0101 = 1110.

Table 3 reveals that the number of operands for consecutive address A(n) calculation according
to (2) strongly depends on the number of 1s within the B(n). Depending on the number of nonzero
components of B(n), up to m operands can obtain the value of A(n). This indicates that the address
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generation according to (2) is a time-consuming procedure, which may sufficiently reduce the rate of
the test pattern generation.

To decrease the number of operations to only one bitwise XOR operation, Relation (2) can be
transformed into a recursive relation [40, 36]:

A(n) = A(n− 1)⊕ v∗i ; n = 0, 2m − 1, i = 1,m (6)

where
v∗i = v1 ⊕ v2 ⊕ . . .⊕ vi. (7)

The main idea behind this transformation is based on the set of consecutive values of B(n) ⊕
B(n − 1). Table 3 indicates that only the four different correction values, v∗1, v

∗
2, v

∗
3, v

∗
4 , are used to

obtain A(n) from the previous value A(n − 1). For our previous example in Table 3, v∗1 = v1 =
1011; v∗2 = v1 ⊕ v2 = 0011; v∗3 = v1 ⊕ v2 ⊕ v3 = 0110; v∗4 = v1 ⊕ v2 ⊕ v3 ⊕ v4 = 1001.

For the general case, the recursive relation in (6) for the AS generation can be obtained from
(2) using the new bases V ∗ constructed according to generation matrix V (7), which is built from
the linearly independent vectors, vi = β1(i)β2(i) . . . βm−1(i)βm(i), βj(i) ∈ {0, 1}, j = 1,m. The
same relation in (7) can be used to obtain V from V ∗, namely, vi = v∗i−1 ⊕ v∗i . The value of the
index i of the binary vector v∗i , which is used as a term in Expression (6), depends on the so-called
switching sequence, Tm, of the reflected gray code [37]. The binary reflected gray code, also known
as the standard gray code, is the best-known gray code [37]. A characteristic property of the binary
standard gray code is that the second half of the list of codewords can be obtained from the first
half by reflection (i.e., by writing the first half backwards and replacing the first 0 with 1). Any
reflected gray code is described by the switching sequence Tm. For example, form = 4, this sequence
has the form T4 = 1, 2, 1, 3, 1, 2, 1, 4, 1, 2, 1, 3, 1, 2, 1. Formally, the switching sequence Tm defines
the index i of an inverted bit to obtain the new value B(n)g from the previous value B(n − 1)g.
Index g of the B(n)g indicates the representation in the gray code of the initial binary code B(n) =
bm(n)bm−1(n)bm−2(n) . . . b2(n)b1(n). The vector B(n)g in the gray code B(n)g = gm(n)gm−1(n)
gm−2(n) . . . g2(n)g1(n) can be obtained according to the following well-known relation [37]:

gm(n) = bm(n)

gi(n) = bi+1(n)⊕ bi(n); i = 1,m− 1.
(8)

The values of the bits of gray code B(n)g for m = 4 are determined in accordance with the
relations g4(n) = b4(n), g3(n) = b4(n)⊕ b3(n), g2(n) = b3(n)⊕ b2(n), and g1(n) = b2(n)⊕ b1(n).

4. Address Sequence Generator

The general structure of the proposed ASG consists of three sequentially connected function blocks,
as presented in Fig. 1. The first block, the switching sequence generator (SSG), is used to select
one out of m vectors vi per clock (Clk) according to the required order. As demonstrated in the
previous section, the main block of the ASG is a memory block for storing m linearly independent
vectors vi = β1(i)β2(i) . . . βm−1(i)βm(i), βj(i) ∈ {0, 1}, j = 1,m, which form the binary m ×m
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Figure 1. General structure of the proposed address sequence generator.

generation matrix V . Then, the second block is the memory unit consisting ofmm-bit cells for storing
vectors vi. Memory units must perform read (r) and write (w) operations (r/w) for the generation of
vectors vi and upload the new values (Fig. 1). The last block is the bitwise XOR adder to perform the
operation A(n) = A(n − 1) ⊕ vi. It consists of m synchronous D-type flip-flops and m two-input
XOR gates. The adder moves to the next state after the clock pulse (Clk) generation. Set and reset
inputs in D-type flip-flops load the all-zero state A(0) (reset) to the adder or any other initial state
A(0) (set). At the output of the adder, the desired AS is generated.

The structure of the second (memory unit) and third (bitwise XOR adder) blocks is quite simple
and standard, but the construction of the first block is not as obvious. The architecture of this block,
namely, the SSG proposed in this paper, is characterized in Fig. 2.
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Figure 2. Switching sequence Tm generator.
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The main block of the ASG is the SSG, Tm, which determines the sequence of the selection of
the vectors vi of the matrix V ( 2). As noted, in each cycle of operation, only one output of the SSG
generates an enable signal that determines the selected vector vi by its index i.

The up-counter is the main part of the SSG, which consists of the m-bit binary counter that per-
forms two micro-operations. The first operation is the increment by 1 (+1) operation to make the
transition from B(n − 1) to B(n). The second operation is the load instruction, which is used to
upload the initial state B(0) to the up-counter. Both operations are synchronous and are performed
by the clock signal Clk. The gray counter in Fig. 2 consists of an up-counter and m–1 two-input
XOR gates connected according to (8). The SSG Tm performs the bitwise XOR operation between
consecutive vectors B(n− 1)g and B(n)g to obtain one out of m output selection vector vi signals. It
consists of mD-type flip-flops and m two-input XOR gates.

The proposed UASG illustrated in Figs. 1 and 2 generates any AS depending on the values of the
generated matrix V . The only restriction for V is the linear independence of the binary vectors vi. For
example, for m = 4 and the matrix (5) the procedure for obtaining the AS (set of all possible m bit
vectors A(n)) in detail is presented in Table 4.

Table 4. Procedure of AS generation based on relation (6)
n B(n) B(n)g B(n)g ⊕B(n− 1)g Tm vi ⇑ A(n) ⇓ A(n) ⇑ A∗(n)

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

0 0 0 0

0 0 0 1

0 0 1 0

0 0 1 1

0 1 0 0

0 1 0 1

0 1 1 0

0 1 1 1

1 0 0 0

1 0 0 1

1 0 1 0

1 0 1 1

1 1 0 0

1 1 0 1

1 1 1 0

1 1 1 1

0 0 0 0

0 0 0 1

0 0 1 1

0 0 1 0

0 1 1 0

0 1 1 1

0 1 0 1

0 1 0 0

1 1 0 0

1 1 0 1

1 1 1 1

1 1 1 0

1 0 1 0

1 0 1 1

1 0 0 1

1 0 0 0

0 0 0 0

0 0 0 1

0 0 1 0

0 0 0 1

0 1 0 0

0 0 0 1

0 0 1 0

0 0 0 1

1 0 0 0

0 0 0 1

0 0 1 0

0 0 0 1

0 1 0 0

0 0 0 1

0 0 1 0

0 0 0 1

4

1

2

1

3

1

2

1

4

1

2

1

3

1

2

1

1 1 1 1

1 0 1 1

1 0 0 0

1 0 1 1

0 1 0 1

1 0 1 1

1 0 0 0

1 0 1 1

1 1 1 1

1 0 1 1

1 0 0 0

1 0 1 1

0 1 0 1

1 0 1 1

1 0 0 0

1 0 1 1

0 0 0 0

1 0 1 1

0 0 1 1

1 0 0 0

1 1 0 1

0 1 1 0

1 1 1 0

0 1 0 1

1 0 1 0

0 0 0 1

1 0 0 1

0 0 1 0

0 1 1 1

1 1 0 0

0 1 0 0

1 1 1 1

1 1 1 1

0 1 0 0

1 1 0 0

0 1 1 1

0 0 1 0

1 0 0 1

0 0 0 1

1 0 1 0

0 1 0 1

1 1 1 0

0 1 1 0

1 1 0 1

1 0 0 0

0 0 1 1

1 0 1 1

0 0 0 0

1 0 0 0

0 0 1 1

1 0 1 1

0 0 0 0

0 1 0 1

1 1 1 0

0 1 1 0

1 1 0 1

0 0 1 0

1 0 0 1

0 0 0 1

1 0 1 0

1 1 1 1

0 1 0 0

1 1 0 0

0 1 1 1

The first column contains the binary values B(n) = b4(n)b3(n)b2(n)b1(n) of the up-counter
starting from the all-zero state. Transformed into gray code, B(n)g = g4(n)g3(n)g2(n)g1(n) vectors
as the output sequence of the gray counter are listed in the next column (Fig 2 and Table 4). Columns
B(n)g ⊕ B(n − 1)g, Tm and vi contain the transition sequence output signals used for selecting
one vi = β1(i)β2(i)β3(i)β4(i) out of the four vectors (v1, v2, v3, v4) of the matrix (5) as well as
corresponding vi vectors. The output AS (vectors A(n) = A(n− 1)⊕ vi;n = 0, 1, 2, . . . , 24 − 1, i ∈
{1, 2, 3, 4} in the next column ⇑A(n) can be regarded as the up-sequence. The initial value for the
up-sequence generation of the all-zero vector A(0) = 0000 was chosen. The corresponding down-
sequence, the sequence with the reversed address order, is presented in column ⇓A(n). To generate the
down-sequence, the initial value of ⇓A(0) must be equal to the last ⇑A(15) value of the up-sequence.
In this case, ⇓A(0) = ⇑A(15) = 1111 (Table 4).
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To summarize, the initial value ⇓A(0) for the down-sequence generation must be equal to the final
state ⇑A(n − 1) of the up-sequence, which follows from the properties of the XOR operation and is
formulated as Statement 1.

Statement 1. A decreasing sequence (down-sequence) of addresses ⇓A(n), n ∈ {0, 1, 2, . . . , 2m–1}
with respect to the increasing sequence (up-sequence) of addresses ⇑A(n), n ∈ {0, 1, 2, . . . , 2m–1},
for which ⇓A(n) = ⇑A(2m–1–n), is generated using Relation (6) and the same generator matrix V
as for generating ⇑A(n) with the starting address ⇓A(0) equal to ⇑A(2m–1).

If the initial state A(0) is not an all-zero state, the AS differs from the original AS obtained for
the zero starting state. All bits of vector A(n) = am(n)am–1(n)am–2(n) . . . a2(n)a1(n) for which
aj(0) = 1, j ∈ {1, 2, 3, . . . ,m} are inverted. Table 4 reveals the sequence ⇑A∗(n) for whichA∗(0) =
1000 is the copy of ⇑A(n) with just the fourth bit inverted. The sequence ⇓A(n) was obtained from
the inverted values of ⇑A(n) because ⇓A(0) = 1111.

5. Address sequences

The declared goal of the presented research is a UASG with a wide spectrum of generated sequences.
The general expression for AS generation according to the algorithm implemented as the UASG is
based on the recursive relation in (6) and has the following form:

A(0) = A;

A(n) = A(n− 1)⊕ vi(Tm(B))

n = 1, 2m − 1; i = 1,m

(9)

The initial conditions of UASG depend on the values of two constants A = amam−1 . . . a3a2a1
and B = bmbm−1 . . . b3b2b1, where ai, bi,∈ {0, 1}, and m m-bit binary vectors vi = β1(i)β2(i)
. . . βm−1(i)βm(i), βj(i) ∈ {0, 1}, j = 1,m, which form the binary m × m generation matrix V .
Constants A and B are represented by the initial states of bitwise XOR adder and up-counter, respec-
tively (Figs. 1 and 2). Concerning the constants A and B, no restrictions exist for their values and,
usually, their standard meaning is all-zero values. For some UASG implementations, the zero initial
conditions for A and B can save the required area for the fabrication of the generator.

The only requirement for the generation matrix V is its maximal rank, which generates cyclic
ASs with a length of 2m [43]. The required order of the vectors vi(Tm(B)) depends on the switching
sequence Tm(B) of the reflected gray code generated by the gray counter (Fig. 2). The gray counter
is constructed on the bases of the binary up-counter, which can use any initial state B(0). Usually,
the starting value of the up-counter is a zero binary vector, and the sequence of the used vectors vi
corresponds to the standard reflected gray code sequence Tm. Applying nonzero values of B(0) 6=
000 . . . 0 initiates the generation process of the shifted version of Tm = Tm(B), where B determines
the number of shifts. Then, i = i(Tm(B)) is the function of Tm(B), which defines the sequence of
the selected vectors for AS generation.

The analysis of the existing memory tests reveals that it is necessary to generate addresses in the
reverse sequence ⇓A(n) concerning the original ⇑A(n) ASs and their various modifications. To solve
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this problem, the peculiar properties of the proposed model (9) for AS generation can be used for
further investigation. The equivalence of the addition (XOR) and subtraction operations by modulo
two (⊕) [43] and the symmetry of the switching sequence Tm of the reflected gray code [37] are basic
features of (9). Within the framework of the proposed model in (9) of generating ASs, the formation
of a sequence of decreasing ⇓A(n) addresses concerning ⇑A(n) is consistent with Statement 1 [45].
Statement 1 is true for any AS generated according to ((9)) and the arbitrary initial value of B(0). For
all-zero values of B(0), the example of up and down ASs is given in Table 4.

Statement 2. A shifted copy of the AS by any l number of positions compared with the original AS
for the case of all-zero values of B(0) and A(0) generated according to (9) is obtained whenB(0) = l
and A(0) = A(l).

Statement 2 also is true for any AS generated based on the chosen mathematical model (9) and
generates the shifted version of the address order, which is very important for multirun memory test-
ing [38, 46]. As an example, the shifted copy of AS by l = 3 positions is presented in Table 5. For
this case, m = 4 and the same matrix V (5) is used.

Table 5. Procedure of shifted AS generation by UASG according to relation (9)

n

A(n) with B(0) = 0000, A(n) with B(0) = 0011, A(n) with B(0) = 0011,
A(0) = 0000 A(0) = 0000 A(0) = 1000

B(n) Tm(B) A(n) B(n) Tm(B) A(n) Tm(B) A(n)

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

0 0 0 0

0 0 0 1

0 0 1 0

0 0 1 1

0 1 0 0

0 1 0 1

0 1 1 0

0 1 1 1

1 0 0 0

1 0 0 1

1 0 1 0

1 0 1 1

1 1 0 0

1 1 0 1

1 1 1 0

1 1 1 1

i = 4

i = 1

i = 2

i = 1

i = 3

i = 1

i = 2

i = 1

i = 4

i = 1

i = 2

i = 1

i = 3

i = 1

i = 2

i = 1

0 0 0 0

1 0 1 1

0 0 1 1

1 0 0 0

1 1 0 1

0 1 1 0

1 1 1 0

0 1 0 1

1 0 1 0

0 0 0 1

1 0 0 1

0 0 1 0

0 1 1 1

1 1 0 0

0 1 0 0

1 1 1 1

0 0 1 1

0 1 0 0

0 1 0 1

0 1 1 0

0 1 1 1

1 0 0 0

1 0 0 1

1 0 1 0

1 0 1 1

1 1 0 0

1 1 0 1

1 1 1 0

1 1 1 1

0 0 0 0

0 0 0 1

0 0 1 0

i = 1

i = 3

i = 1

i = 2

i = 1

i = 4

i = 1

i = 2

i = 1

i = 3

i = 1

i = 2

i = 1

i = 4

i = 1

i = 2

0 0 0 0

0 1 0 1

1 1 1 0

0 1 1 0

1 1 0 1

0 0 1 0

1 0 0 1

0 0 0 1

1 0 1 0

1 1 1 1

0 1 0 0

1 1 0 0

0 1 1 1

1 0 0 0

0 0 1 1

1 0 1 1

i = 1

i = 3

i = 1

i = 2

i = 1

i = 4

i = 1

i = 2

i = 1

i = 3

i = 1

i = 2

i = 1

i = 4

i = 1

i = 2

1 0 0 0

1 1 0 1

0 1 1 0

1 1 1 0

0 1 0 1

1 0 1 0

0 0 0 1

1 0 0 1

0 0 1 0

0 1 1 1

1 1 0 0

0 1 0 0

1 1 1 1

0 0 0 0

1 0 1 1

0 0 1 1

Table 5 reveals that the ASA(n) that is shifted by l = 3 positions is generated forB(0) = 3(10) =
0011(2) and A(3) = 1000. For real values of l, the only problem is to determine the meaning of
A(l), which requires additional calculations. These calculations are based on the following statement,
which follows from the above-presented discussions concerning the binary vector space [43, 44].

Statement 3. The AS, which is generated as m-dimensional binary vectors according to (2) based on
generating anm×m matrix V with a maximal rank, can be obtained from the recursive relation in (6)
with the generation matrix V ∗ received from (7) and vice versa.
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From this statement, it follows that, if the AS A(n) that is presented in Table 5 is generated
according to Relation (6) or (9) using the matrix in (5), then the same sequence A(n) is generated
based on (2) for the generation matrix V ∗, which is calculated as follows:

V ∗ =

∣∣∣∣∣∣∣∣∣∣
v∗1
v∗2
v∗3
v∗4

∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣
v1

v1 ⊕ v2
v2 ⊕ v3
v3 ⊕ v4

∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣
1 0 1 1

0 0 1 1

1 1 0 1

1 0 1 0

∣∣∣∣∣∣∣∣∣∣
(10)

Applying Relation (2) and using the matrix in (10), A(3) = v∗1 ⊕ v∗2 = 1011⊕ 0011 = 1000.

Applying different values of B(0) and A(0) generates a wide spectrum of different ASs. Among
which, sequences of addresses A(n) = am(n)am–1(n)am–2(n) . . . a2(n)a1(n) with inverted bits
ai(n), i ∈ {1, 2, 3, . . . ,m} have actively been used in practice [38, 47, 39]. Considering that the
bit inversion ai(n) is equivalent to the XOR operation ai(n) = ai(n) ⊕ 1, the desired set of inverted
bits within A(n) can be specified by the initial value A(0). The examples of such ASs are illustrated
in Table 5. This technique, based on just setting a nonzero initial value A(0), allows to generate 2m–1
different sequences, where m is the dimension of the vector space described by the generation matrix
V .

6. Most common Address Sequences for memory built-in self-test

The generalized mathematical model (9) presented in the previous section is an extension of the math-
ematical model used for binary vector generation. The basis of this model is in the form of the
generation matrix V , which determines the main properties of ASs and identifies their subsets. For
memory testing, the address generator must generate several ASs because each sequence and the
combinations of them have their properties that are closely related to the memory-test fault-detection
capability [27, 48, 49]. The generation of the most important and quite common ASs listed in [27]
based on UASG is considered next.

Linear ASs, also called counting ASs are the first in the set of an AS family. For the formation of
counting (counter) sequences formed by binary counting circuits (counters), it is necessary to form a
generation matrix V following Statement 4.

Statement 4. The linear(counting) AS is generated by UASG (9) when the generation matrix V is
the lower triangular matrix relative to the antidiagonal with only nonzero (1s) entries on and below
the antidiagonal

An example of such an AS is presented in Table 6 for the case ofm = 4 andB(0) = A(0) = 0000.
The linear AS belongs to the set of 2j ASs, which generates all address pairs with a Hamming distance
equal to 1 [27]. The linear AS is the 2j AS with j = 0, obtaining the address order incremented by 1.
The complete set of 2j AS where j ∈ {0, 1, 2, . . . ,m − 1}, can be generated based on the proposed
solution according to the next statement.
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Statement 5. The 2j AS is generated using UASG (9) when the generation matrix V is the matrix
obtained as the column permutation of the lower triangular matrix relative to the antidiagonal with
only nonzero (1s) entries on and below the antidiagonal with all 1s in the m− j column.

Table 6 contains an example of 2j = 4 AS for j = 2, generating the addresses incremented by 4.
The generation matrix V has all an 1s column with the index m − j = 4 − 2 = 2. In the previous
section, the up and down (increasing/decreasing) sequence generation techniques for the case of any
type of AS were presented. Applying the technique described by Statement 1, it is easy to generate
decreasing order of the 2j AS. The example in Table 6 repeats the example presented in [27], for
which the switching activity of the other bits of A(n) = a4(n)a3(n)a2(n)a1(n), except the (j + 1)th
bit corresponding to all the 1s m − j column, is constant. The proposed solutions implemented as
the UASG set any switching activity for all bits of A(n), starting from the minimal 20 = 1 up to the
maximal 2m−1 [36].

Table 6. Most-used address sequence generation using the universal address sequence generator

n

Linear 2j = 4 Complement Limited Gray Code Random∣∣∣∣∣∣∣∣∣∣
0 0 0 1

0 0 1 1

0 1 1 1

1 1 1 1

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣
0 1 0 0

1 1 0 0

1 1 0 1

1 1 1 1

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣
1 1 1 1

1 1 1 0

1 1 0 0

1 0 0 0

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣
1 1 1 1

1 1 1 0

1 1 0 1

1 0 1 1

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣
0 0 0 1

0 0 1 0

0 1 0 0

1 0 0 0

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣
1 0 0 0

1 1 0 0

1 1 1 0

1 1 1 1

∣∣∣∣∣∣∣∣∣∣
0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

0 0 0 0

0 0 0 1

0 0 1 0

0 0 1 1

0 1 0 0

0 1 0 1

0 1 1 0

0 1 1 1

1 0 0 0

1 0 0 1

1 0 1 0

1 0 1 1

1 1 0 0

1 1 0 1

1 1 1 0

1 1 1 1

0 0 0 0

0 1 0 0

1 0 0 0

1 1 0 0

0 0 0 1

0 1 0 1

1 0 0 1

1 1 0 1

0 0 1 0

0 1 1 0

1 0 1 0

1 1 1 0

0 0 1 1

0 1 1 1

1 0 1 1

1 1 1 1

0 0 0 0

1 1 1 1

0 0 0 1

1 1 1 0

0 0 1 0

1 1 0 1

0 0 1 1

1 1 0 0

0 1 0 0

1 0 1 1

0 1 0 1

1 0 1 0

0 1 1 0

1 0 0 1

0 1 1 1

1 0 0 0

0 0 0 0

1 1 1 1

0 0 0 1

1 1 1 0

0 0 1 1

1 1 0 0

0 0 1 0

1 1 0 1

0 1 1 0

1 0 0 1

0 1 1 1

1 0 0 0

0 1 0 1

1 0 1 0

0 1 0 0

1 0 1 1

0 0 0 0

0 0 0 1

0 0 1 1

0 0 1 0

0 1 1 0

0 1 1 1

0 1 0 1

0 1 0 0

1 1 0 0

1 1 0 1

1 1 1 1

1 1 1 0

1 0 1 0

1 0 1 1

1 0 0 1

1 0 0 0

1 0 0 0

0 0 0 0

1 1 0 0

0 1 0 0

1 0 1 0

0 0 1 0

1 1 1 0

0 1 1 0

1 0 0 1

0 0 0 1

1 1 0 1

0 1 0 1

1 0 1 1

0 0 1 1

1 1 1 1

0 1 1 1

The complement AS described in [27] specifies the sequence that, in the even cycle, represents the
linear up-sequence and, in the odd cycle, takes the complementary value of the preceding even cycle.

Statement 6. The complement AS is generated by the UASG (9) when the generation matrix V is the
upper triangular matrix relative to the antidiagonal with only nonzero (1s) entries on and above the
antidiagonal.

For the case ofm = 4, Table 6 contains the set of complement addresses that takes complementary
values from the odd cycle of the previous address obtained from the even cycle. In the even cycle,
(Table 6) this sequence corresponds to the linear AS. The complement AS is extremely useful for
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providing the stress behavior of a memory address decoder. In this case, the high rate of switching
activity of the address bits creates considerable noise, a high level of power consumption, and maximal
delay [27].

The same high efficiency can be obtained in terms of the speed-related memory faults using an
AS with limited switching activity [45]. This type of AS obtains addresses with the highest possi-
ble switching activity. To generate such ASs, the generation matrix V should satisfy the following
statement.

Statement 7. The generation matrix V of UASG ( 9) for the AS with limited (highest possible)
switching activity consists of one unit column and m–1 columns that are different from each other,
containing a 0 value in each of the m–1 rows, except the first row.

For the case of m = 4, Table 6 contains the set of addresses with limited activity that takes
reflected grey codes in the even cycles and complementary values in the odd cycle of the previous
address obtained in the even cycle (Table 6). Like the complement AS, the limited AS is also especially
useful for providing the stress behavior of the memory address decoder.

To minimize the stress during memory testing, sequences with minimal switching activity are
used, among those in the first place is the gray code AS. In the general case, the AS with the minimum
switching activity (minimum Hamming distance) formed according to (9) is provided by the matrix
V with a minimum number of nonzero values. For an arbitrary case, such a matrix is constructed
according to Statement 8.

Statement 8. The generation matrix V for the AS generation based on (9) with minimum switching
activity consists of m rows that are different from each other, each of which contains just one value
of 1.

According to the above statement, such a generation matrix V characterized by a set of columns
differing from each other, containing one nonzero value, as listed in Table 6 for the case of m = 4.
This example is the standard reflected gray code sequence. In addition, m! different gray code ASs
exist, which can be reproduced by the UASG. In the case of m = 4, this number equals 4! = 24 as
a result of all permutations of the matrix V columns resulting in the bit rearrangement of the address
A(n).

All the above-described ASs belong to the set of so-called deterministic sequences that are widely
used for MBIST. The next widely used set of ASs for memory testing involves so-called pseudoran-
dom sequences that are sequences of nonrandom numbers that have properties of random sequences.
The M–sequences generated by LFSR are often used as ASs [27, 32, 34, 35]. The quasi-random se-
quences also belong to the family of sequences which, being deterministic, have the main properties of
random sequences [40, 45, 32, 50]. To have a similar computation overhead to pseudorandom testing,
quasi-random testing uses quasi-random sequences to generate low-discrepancy and low-dispersion
test cases that help deliver high fault-detection effectiveness [50].

The mathematical model described by Relation (9) and matrix V of directed numbers (m-bit
binary vectors) in the form of a lower triangular matrix with a unit diagonal can be used for the case
of ASs related to quasi-random sequence generation. In the general case, any square matrix V with
the properties described in Statement 9 can be used for quasi-random AS generation.
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Statement 9. The generation matrix V for quasi-random AS generation based on (9) has the form of
a lower triangular matrix with all 1s on the main diagonal.

The specific values of the binary vectors of the lower triangular matrix correspond to the modified
directed numbers that specify a specific form of the quasi-random sequence. For example, in the case
in which all entries below and on the main diagonal are 1s, the generated AS is a van der Corput
sequence [36, 45, 50]. For the case of m = 4, this sequence is presented in Table 6.

7. Hardware implementation

The hardware overhead of the proposed solution for the ASIC circuitry can be estimated based on the
general structure of the proposed address sequence generator (ASG) in Fig. 1. The UASG consists of
three main blocks as depicted in Section 3, namely the switching sequence generator (SSG), memory
unit, and bitwise XOR adder. For the general case with m-bit addresses, the hardware overhead is
needed for all these blocks, and the whole UASG is shown in the next table.

Table 7. Hardware overhead for UASG implementation

Standard elements D-type flip-flops 2 XOR gates Memory Up-Counter

SSG m 2m− 1 – m-bit up-counter

Memory unit mm-bit memory cells

XOR adder m m

UASG 2m 3m− 1 mm-bit memory cells m-bit up-counter

Compared with the known solutions, especially the best solution [27], the proposed ASG requires
moderate hardware overhead. According to the summarized data in Table 7, only roughly 3m D-type
flip-flops, 3m 2-XOR gates, and memory with m cells each of m-bit size are needed for UASG
implementations. Depending of the used technology the area overhead for UASG implementation
will vary sufficiently and will be comparable with all known solutions.

The performance of the proposed generator depends only on up-counter delays because this block
is the slowest one (see Fig. 2). The signal delays on the bitwise XOR adder and transition sequence
Tm generator are the same and equals to the delay on D-type flip-flop and XOR gate (see Fig 1 and
Fig. 2). As well as the delay on the memory unit can be estimated as the delay for read operation by
the so-called memory cycle. This delay can be measured by the delay on only one D-type flip-flop in
a case of register type of the memory. In a worse case the total delay of UASG will includes delay on
up-counter, delay on three D-type flip-flops and delay on three XOR gates. Taking into account that
up-counter consists ofm sequentially connected D-type flip-flops its delay time will be dominated one
for the real applications when m usually greater than 32. As the conclusion of this discussions can
be stated that frequency of formation of synchronizing signals (Clk) in the proposed UASG generator
will be the same as in most similar generators utilized binary counter.

The best known solution allows generating only seven types of address sequences [27]. Additional
options in the existing solutions for new address sequence generation require additional hardware,
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decreasing its rough performance. In the case of UASG, any possible address sequence can be gener-
ated without additional hardware with the same performance.

The main characteristics of the ASG were investigated using its implementation on FPGA, Intel
Cyclone V (5CSXFC6D6F31C8ES), illustrated in Fig. 3. The specified FPGA consists of 41910
adaptive logic modules and 553 SRAM memory blocks (M10k). The generator implementation for
m = 8 required 17 adaptive logic models and one M10k internal memory unit, which is less than 1%
of the FPGA chip area. The timing parameters of the generator correspond to the maximum possible
timing parameters of the FPGA.

Figure 3. Implementation of an address sequence generator on FPGA.

The implementation of the ASG in Fig. 3 completely corresponds to the structure given earlier
(Fig. 1). The input, output, and intermediate nodes of the implemented device (Fig. 3) and its detailed
structure (Fig. 1) and descriptions are in full compliance. The examples of the generation of different
ASs are illustrated in Fig. 4.

Figure 4. Waveform from the FPGA implementation of the address generator.

Figure 4 displays the ModelSim simulation result waveform from the FPGA implementation of
the generator for m = 8. The top row reveals the type of sequence that is generated by the UASG.
The eight rows below indicate the entries in the generation matrix V . The content of the matrix is
loaded with the matrix load valid signal. The UASG then generates the AS according to the loaded
matrix. The bottom row is a visualization of the generated sequences. The depicted waveforms are



58 I. Mrozek et all. / Universal Address Sequence Generator for Memory Built-in Self-test

created from the values of the ASG output. The displayed sequences are (listed from left to right) the
Sobol sequence with minimal Hamming distance, the Sobol sequence with the maximum Hamming
distance, three types of gray code, and two types of counters, including a linear counter.

The power consumption of UASG (Fig. 3) was analyzed using Quartus Prime (v. 19.1.0 Build
670 09/22/2019 SJ Lite Edition). The results of the analysis are given in Table 8, which indicates the
minimum power consumption of the proposed device. The UASG time parameters correspond to the
maximum possible FPGA time parameters.

Table 8. Power consumption analysis results

Total Thermal Power Dissipation 463.45 mW

Core Dynamic Thermal Power Dissipation 14.63 mW

Core Static Thermal Power Dissipation 415.27 mW

I/O Thermal Power Dissipation 33.56 mW

8. Conclusion

The use of a modified mathematical model of quasi-random sequence generation expanded the capa-
bilities of the ASG in terms of a significant increase in the number of types of such sequences. The
essence of the method consists of the synthesis of the required generation matrix of maximum rank,
providing the given values of switching activity. The limitations of the proposed technique are dis-
cussed, which are associated with the possible conflicting requirements for the values of the weights
of the rows of the matrix and their linear independence. Examples of the use of such sequences for
MBIST design are provided. A practical implementation of the ASG is presented, demonstrating the
feasibility of such a device with minimal hardware costs and maximum speed.
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