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a b s t r a c t

In this paper, the existence of a solution to the problem describing the small vertical
vibration of an elastic string on the positive half-line is investigated in the case when
both viscous and material damping coefficients are present. The result is obtained
by transforming the original partial differential equation into an appropriate abstract
second-order ordinary differential equation in a suitable infinite dimensional space. The
abstract problem is then studied using the combination of the Kakutani fixed point
theorem together with the approximation solvability method and the weak topology. The
applied procedure enables obtaining the existence result also for problems depending
on the first derivative, without any strict compactness assumptions put on the right-
hand side and on the fundamental system generated by the linear term. The paper ends
by applying the obtained result to the studied mathematical model describing the small
vertical vibration of an elastic string with a nonlinear Balakrishnan–Taylor-type damping
term.

© 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Second-order evolution equations and inclusions have been arising in many areas of applied mathematics, mathemat-
cal physics, or biology and have been therefore attracting quite a lot of attention (see, e.g., [1–3], and the references
herein). A variety of problems in mechanics, molecular dynamics, or quantum mechanics can be described by non-
inear partial differential equations or inclusions of second-order in time. In particular, in this paper, we investigate a
athematical model describing the small vertical vibration of an elastic string described by

∂2u
∂t2

=
∂2u
∂ξ 2 + b(t, ξ )

∂u
∂ξ

+ a(t, ξ )u + f
(
t, ξ ,

∫ 1

0
k(ξ, s)

∂u
∂t

(t, s)ds
)

, t ≥ 0, ξ ∈ [0, 1]

u(t, 0) = u(t, 1) = 0, t ≥ 0,

u(0, ξ ) = x0(ξ ),
∂u
∂t

(0, ξ ) = x0(ξ ) ξ ∈ (0, 1) .

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (1)

n the studied problem, we consider both viscous and material damping coefficients like in [4]. The viscous damping term(
t, ξ ,

∫ 1
0 k(ξ, s) ∂u

∂t (t, s)ds
)
is of nonlinear Balakrishnan–Taylor-type like in [5–7] and the material damping coefficient a

is variable. Also, the coefficient b is variable, taking into account that the wave propagation speed can depend on time
and space like, e.g., in [8].
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Motivated by a variety of applications, many authors have been studying the existence of solutions to partial
ifferential equations as well as to the corresponding Cauchy problems. For this reason, a new approach in literature
as been appearing in the study of some types of partial differential equations recently. It consists in transforming the
artial differential equation that governs the model into an abstract ordinary differential equation in a suitable infinite
imensional space. Following this approach, we consider in this paper p ∈ (1, +∞), denote u(t, ·) = x(t), E as the reflexive

Banach space Lp([0, 1]),

F (t, z, w) = a(t, ·)z + f
(
t, ·,

∫ 1

0
k(·, s)w(s)ds

)
,

or z, w ∈ E,D(A) as the dense subspace W 2,p([0, 1])∩W 1,p
0 ([0, 1]) of E and, for every t ≥ 0, A(t) : D(A) → E as the linear

perator defined by

A(t)z(ξ ) = z̈ + b(t, ξ )ż. (2)

ubsequently, problem (1) can be rewritten as

ẍ(t) = A(t)x(t) + F (t, x(t), ẋ(t)), t ≥ 0,
x(0) = x0, x′(0) = x0.

}
(3)

Furthermore, if the studied problem contains some discontinuities or uncertainty or if its controllability is considered, the
original partial differential problem can lead to the Cauchy problem for a second-order inclusion like

ẍ(t) ∈ A(t)x(t) + F (t, x(t), ẋ(t)), for a.a. t ∈ [0, +∞)
x(0) = x0, ẋ(0) = x0.

}
(4)

In previous works, at first the easiest case of (3) – abstract linear second-order initial value problems on compact
intervals

ẍ(t) = A(t)x(t) + f (t), for a.a. t ∈ [0, a]

– has been studied, see, e.g., [9,10], or [11].
Initial value problems for the following abstract semilinear second-order integro-differential equation on a compact
interval in Banach spaces

ẍ(t) = A(t)x(t) +

∫ t

0
P(t, s)x(s) ds + f (t), for a.a. t ∈ [0, a],

have been studied in [12]; besides the existence of mild, also classical, solutions have been investigated there.
The Cauchy problem for an equation with a more general right-hand side (shortly r.h.s.) on a non-compact interval

ẍ(t) = A(t)x(t) + f (t, x(t)), for a.a. t ∈ [0, +∞), (5)

has been investigated, e.g., in [8], where the existence of pseudo S-asymptotically periodic mild solutions to (5) has been
studied. Moreover the existence of a solution for the vibrating string Eq. (1) has been deduced in [8] in the absence of
the viscous damping term and under quite strong conditions. The non-local problem for the multivalued version of (5) in
a compact interval was considered in [13,14].

Let us note that only very few authors consider a Cauchy (or boundary value) problem for semilinear second-order
differential equations or inclusions in Banach spaces whose r.h.s. depend also on the first derivative (sometimes solving
the second-order problem by reducing it to a first-order one). See, e.g., [15–18], and the references therein. In [15,16], the
operator A was considered to be bounded; on the other hand, boundary value problems were studied there instead of the
Cauchy problem. In [17], the operator A was not considered bounded, but quite strict assumptions dealing with the local
Lipschitz continuity of the r.h.s. played the key role in the proof of the main result. Furthermore, the result there was
proven by reducing the second-order evolution equations to the first-order ones. In [18], the operator A could again be
unbounded and the existence of a mild solution for the Cauchy problem has been studied in the case of a C1 non-linear
term.

The strong assumptions put on the r.h.s. (like the Lipschitz continuity or the use of the measure of non-compactness)
were removed in [19], where the controllability of (5) has been taken into account. In the recent paper [20], the existence
of a mild solution of the Cauchy problem for impulsive semilinear second-order differential inclusion in a Banach space
has been investigated, without reducing it to the first-order problem, in the case when the non-linear term depends also
on the first derivative, but when the operator A in (4) does not depend on t . Motivated by practical applications and results
developed in the works mentioned previously, our objective in this paper is to study the existence of a mild solution for a
general second-order semilinear inclusion in a Banach space depending also on the first derivative, namely studying the
problem (4) above.

Throughout the paper, we assume that:

(i) E is a reflexive Banach space having a Schauder basis {e } ;
n n
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(ii) {A(t)}t , with A(t) : D(A) ⊂ E → E, for every t ≥ 0, is a family of closed, linear, and densely defined operators that
generates a fundamental system {S(t, s)}t,s;

(iii) F : [0, +∞) × E × E ⊸ E is a multivalued mapping with bounded, closed and convex values;
(iv) x0, x0 ∈ E.

After studying the Cauchy problem for the abstract second-order inclusion (4), we apply the obtained result for getting a
olution u : [0, +∞)×[0, 1] → R of (1) continuously differentiable with respect to t , such that at every value t ∈ [0, +∞)
he function u(t, ·) belongs to the Sobolev space W 1,p([0, 1]) ∩ C0([0, 1]). When (1) is reformulated in its abstract form
as (3), the state variable x(t) belongs to the Banach space Lp([0, 1]) which admits a Schauder basis. Thus, we are led to
study (4) in a Banach space having a Schauder basis {en}n. This allows to apply the approximation solvability method,
which was introduced for the first time in [21] to study the existence of a classical solution for first-order fully non-linear
inclusions and then extended to the first-order semilinear case in [22] and to the second order fully non-linear case
in [23]. The approximation solvability method consists in introducing a sequence of approximating problems for (4) in
the finite-dimensional space En = span{e1, . . . , en}.

Since the conversion of the second-order problem into the first-order one may not yield desired results due to the
behavior of the semigroup generated by the linear part of the converted first-order system, in this paper we will treat
directly the second-order abstract differential problem (4). The results will be obtained under easily verifiable conditions
and without assuming any compactness of the r.h.s., which becomes the main advantage of the paper.

When dealing with a r.h.s. that is not dependent on the first derivative, mild solutions of a semilinear inclusion are
continuous functions satisfying a sort of variation constant formula. On the contrary, since the considered r.h.s. depends
on the first derivative of the solution, we are looking for C1-solutions. As shown in [24], when A is independent of t ,
denoted by {C̃(t)}t the cosine family generated by A, a necessary and sufficient condition guaranteeing such regularity
of the solution requires to take x0 ∈ {x ∈ E : C̃(·)x is continuously differentiable} := X̃ . Since we consider A = A(t), we
will introduce the analogous set X of initial values (see the formula (7) below), extending the concept from the case of
cosine and sine families to the case of the fundamental systems. We are also able to show that, if A(t) = A+B(t), where A
generates a cosine family and B is sufficiently regular, as for the abstract Eq. (3) associated to (1), then X = X̃ . We stress
that, to the best of our knowledge, the introduction of the set X for a class of second-order evolution differential systems
in Banach spaces with the r.h.s. also depending on the first derivative and the operator A depending on t considered in
this paper is an untreated topic in the literature, where in the few papers studying such general case the initial value x0
is assumed to belong to the smaller set D(A).

The paper is organized as follows. In Section 2, the necessary preliminaries about fundamental systems and multivalued
analysis are introduced. This section also contains lemmas and propositions that are used in the proof of our main results.
The main theorems for abstract problems on compact intervals are contained in Section 3.1. Subsequently, making use of
the results for compact intervals, the abstract non-compact one is studied in Section 3.2. Finally, in Section 3.3 we apply
the result obtained for the abstract Eq. (3) to get the existence of a solution of the equivalent model (1).

2. Materials and methods

Let E be an infinite-dimensional reflexive Banach space with norm ∥ · ∥, and let us denote the Banach space dual to
E by E∗. The notation L(E) stands for the Banach space of linear and bounded operators from E into itself; by L(E, X)
we will denote the Banach space of bounded linear operators from E into a Banach space X . In the paper we say that a
sequence {en}n of vectors in E converges weakly to e ∈ E if ϕ(en) → ϕ(e), for every ϕ ∈ E∗. The symbol ⇀ will denote
the weak convergence. Throughout this paper, by Eω , we denote the space E endowed with the weak topology.

For every x ∈ E and r > 0, Br (x) is the open ball centered in x with radius r . Given C ⊂ E and ε > 0, the symbol B(C, ε)
will denote, as usual, the set C + εB, where B is the open unit ball in E, i.e., B = B1(0) = {x ∈ E | ∥x∥ ≤ 1}.

Given b > a ≥ 0, we denote by C([a, b], E) the Banach space of continuous functions defined in [a, b] and taking values
in E endowed with the maximum norm

∥x∥C = max
t∈[a,b]

∥x(t)∥.

By C1([a, b], E), the Banach space of continuously differentiable functions defined in [a, b] and taking values in E endowed
with the norm

∥x∥C1 = max{∥x∥C , ∥ẋ∥C }

will be denoted. Similarly, we define the Banach space L1([a, b], E), with the norm

∥x∥L1 =

∫ b

a
∥x(t)∥ dt,

and the Banach space L1loc([0, +∞), E) = {x : [0, +∞) → E : x ∈ L1([a, b], E)∀ b > a ≥ 0}.
The technique used in the paper consists (besides others) in the approximation of problem (4) by means of a sequence

of problems in finite-dimensional spaces. For this purpose, let us recall now the notion of Schauder basis and natural

projection.
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Definition 2.1. A sequence {en}n of vectors in E is a Schauder basis for E if for every x ∈ E, there exists a unique sequence
of real numbers αn = αn(x), n ∈ N, such thatx −

n∑
i=1

αiei

 → 0, as n → ∞.

Given a Schauder basis {en}n for E, let En = span{e1, . . . , en} denote the n-dimensional Euclidean space generated by the
first n vectors of the basis, and let Pn : E → En be the natural projection of E onto En, i.e.,

Pn

(
∞∑
k=1

αkek

)
=

n∑
k=1

αkek.

It holds that αn ∈ E∗, for every n ∈ N (see [25, pp. 18–20]) and that the sequence {∥Pn∥}n is bounded, i.e. there exists
K ≥ 1 such that

∥Pn(x)∥ ≤ K∥x∥ ∀n ∈ N, ∀x ∈ E (6)

(see [26, Proposition 1.a.2]). The Schauder basis {en}n is said to be monotone if K = 1, i.e., if ∥Pn∥ = 1, for every n ∈ N.

Remark 2.1.
Trivially, if E is a separable Hilbert space, every orthonormal system of E is a monotone Schauder basis. Moreover, if a

Banach space admits a Schauder basis, it is separable. On the other hand, it was proven in [27] that there exists a separable
Banach space without a Schauder basis. However, for every 1 < p < ∞ and for each bounded subset Ω ⊂ Rn, Lp(Ω,R)
has a monotone Schauder basis (see, e.g., [28, Chap. 1.3 and 1.4]).

Some of the main properties of the projection Pn are contained in the following lemma (see [22, Lemma 2.2], [29,
Lemma 6], and [30, Proposition 2.4]).

Lemma 2.1. The projection Pn : E → En satisfies the following properties:

(a) Pn : Eω
→ En is continuous;

(b) If xn → x, then Pn(xn) → x;
(c) If xn ⇀ x, then Pn(xn) ⇀ x;
(d) If fn → f in L1([0, T ], E), then Pnfn → f in L1([0, T ], E);
(d) If fn ⇀ f in L1([0, T ], E), then Pnfn ⇀ f in L1([0, T ], E);
(e) For every x ∈ E, ∥Pn(x) − x∥ → 0.

We shall now introduce the definitions and notions from the multivalued analysis that we will need in the sequel. Let
X, Y be two metric spaces. We say that H is a multivalued mapping from X to Y (written H : X ⊸ Y ) if, for every x ∈ X ,
a non-empty subset H(x) of Y is given.
A multivalued mapping H : X ⊸ Y is called upper semicontinuous (shortly, u.s.c.) if, for each open subset U ⊂ Y ,
the set {x ∈ X | H(x) ⊂ U} is open in X . It is called completely continuous if H(C) is relatively compact for every
bounded set C ⊂ X . If H is u.s.c. with convex values, then H has a closed graph (see [31, Theorem 1.1.4]). If H is u.s.c.
and completely continuous with compact values, then it has a closed graph ([31, Theorem 1.1.5]). Conversely, if H is
a completely continuous multivalued mapping with compact values and has a closed graph, then H is u.s.c. (see [31,
Theorem 1.1.5]).

Let J ⊂ R be a compact interval. A mapping H : J ⊸ Y with closed values, where Y is a separable metric space, is
called measurable if, for each open subset U ⊂ Y , the set {t ∈ J | H(t) ⊂ U} belongs to the σ -algebra of subsets of J . If Y
is separable, the measurability is indifferently strong and weak measurability (see [32, Chap. II]).
In this paper, we will consider problem (4) assuming that the family of operators {A(t)}t generates a fundamental system.
This concept was introduced in [33,34]. We will assume that the domain D(A) of A(t) is a dense and closed subset of E
which does not depend on t . In the following, we will discuss its definition and main properties.
A family of linear bounded operators S(t, s) : E → E, with t, s ≥ 0, is called a fundamental system if

(a) for each x ∈ E, the mapping (t, s) → S(t, s)x is of class C1
;

(b) for each t ≥ 0, S(t, t) = 0;
(c) for all t, s ≥ 0 and each x ∈ E,

∂

∂t
S(t, s)

⏐⏐⏐⏐
t=s

x = x,
∂

∂s
S(t, s)

⏐⏐⏐⏐
t=s

x = −x;

(d) for all t, s ≥ 0, if x ∈ D(A), then S(t, s)x ∈ D(A), the mapping (t, s) → S(t, s)x is of class C2 and

∂2
S(t, s)x = A(t)S(t, s)x,
∂t2
4
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∂2

∂s2
S(t, s)x = S(t, s)A(s)x,

∂2

∂s∂t
S(t, s)

⏐⏐⏐⏐
t=s

x = 0;

(e) for all t, s ≥ 0, if x ∈ D(A), then ∂
∂sS(t, s)x ∈ D(A), the mapping (t, s) → A(t) ∂

∂sS(t, s)x is continuous, and

∂3

∂t2∂s
S(t, s)x = A(t)

∂

∂s
S(t, s)x

∂3

∂s2∂t
S(t, s)x =

∂

∂t
S(t, s)A(s)x.

The map S : [0, +∞)×[0, +∞) → L(E) is said to be a fundamental operator if {S(t, s)}t,s is a fundamental system. Since
S(t, s) is of class C1, we introduce, for each t, s ≥ 0, the linear and bounded operator

C(t, s) = −
∂

∂s
S(t, s).

By using the Banach–Steinhaus Theorem, it is possible to prove that a fundamental system satisfies properties mentioned
in the following lemma.

Lemma 2.2. For every T > 0 there exists a constant KT > 0 such that, for every t, s ∈ [0, T ],

(i) ∥C(t, s)∥ ≤ KT ;

(ii) ∥S(t, s)∥ ≤ KT ;

(iii)
 ∂

∂t
S(t, s)

 ≤ KT .

In what follows, we shall make use of the following set

X =

{
x ∈ E : C(·, s)x is continuously differentiable ∀ s ≥ 0

}
. (7)

Several techniques have been used in the literature in order to ensure the existence of the fundamental operator (see,
e.g. [18,34–37]).
In particular, a very frequent situation is when A(t) is a perturbation of an operator A, that generates a cosine family
{C̃(t)}t . For this reason, we will below study also the simpler case when A(t) = A.

A one-parameter family {C̃(t)}t of bounded linear operators mapping the space E into itself is called a strongly
continuous cosine family if:

• C̃(t + s) + C̃(s − t) = 2C̃(s)C̃(t), for all t, s ∈ R;
• C̃(0) = I;
• The map t → C̃(t)x is continuous in R, for each fixed x ∈ E.

If {C̃(t)}t is a strongly continuous cosine family, then there exist M ≥ 1 and ω ≥ 0 such that, for all t ∈ R,

∥C̃(t)∥ ≤ Meω|t| (8)

and moreover, the set

D(A) =

{
x ∈ E : ∃ lim

t→0+

C̃(t)x − x
t2

}
is dense in E.
The linear closed operator A : D(A) ⊂ E → E defined by

Ax =
d2

dt2

[
C̃(t)x

]
t=0

= 2 lim
t→0+

C̃(t)x − x
t2

is called the infinitesimal generator of the cosine family.
Define

X̃ =

{
x ∈ E | C̃(·)x is continuously differentiable

}
.

5
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It was proven in [24] that A is the generator of the cosine family {C̃(t)}t if and only if set X̃ endowed with the norm

∥x∥X̃ = ∥x∥E + max
t∈[0,1]

∥AS(t)x∥E (9)

s a Banach space.
The one-parameter family {S̃(t)}t of the bounded linear operators mapping the space E into itself defined, for all t ∈ R

nd x ∈ E, by

S̃(t)x =

∫ t

0
C̃(s)x ds (10)

s called the strongly continuous sine family associated with the cosine family.
The families {S̃(t)}t and {C̃(t)}t possess several important properties; the most crucial are summarized in [38,

ropositions 2.1, 2.2].
Let us now return to our original problem (4) and assume that A(t) = A + B(t), where A is the generator of a strongly

ontinuous cosine family {C̃(t)}t and B : [0, ∞) → L(X̃, E).

Lemma 2.3 (see [8]). If B : [0, ∞) → L(X̃, E) is an operator-valued function such that B(·)x is continuously differentiable
in E, for each x ∈ X̃ and A is the generator of a cosine family {C̃(t)}t , then A(t) = A + B(t) generates a fundamental system
{S(t, s)}t,s satisfying

S(t, s)z = S̃(t − s)z +

∫ t

s
S̃(t − ξ )B(ξ )S(ξ, s)z dξ, s, t ∈ [0, ∞). (11)

The same conclusion holds if B : [0, ∞) → L(E) is a strongly continuous operator-valued function; in this case, it is not
necessary to require that B(·)x is continuously differentiable.

Lemma 2.4. Assume that A(t) = A + B(t), where A generates a cosine family and B : [0, +∞) → L(X̃, E). Then X = X̃ .

Proof. Consider the function

v(t, s) =

∫ t

s
S̃(t − ξ )B(ξ )S(ξ, s)x dξ .

Notice that the conditions on S̃, B and S imply that the function ξ → S̃(t − ξ )B(ξ )S(ξ, s)x is continuous, the function
s → S̃(t − ξ )B(ξ )S(ξ, s)x is continuously differentiable and S(s, s)x = 0, for every x ∈ E. Thus, it holds that

∃
∂

∂s
v(t, s) = −

∫ t

s
S̃(t − ξ )B(ξ )C(ξ, s)x dξ

for every x ∈ E. Similarly, the function ξ → S̃(t − ξ )B(ξ )C(ξ, s)x is continuous, the function t → S̃(t − ξ )B(ξ )C(ξ, s)x is
ontinuously differentiable and S̃(0)x = 0, for every x ∈ E, hence

∃
∂2

∂t∂s
v(t, s) = −

∫ t

s
C̃(t − ξ )B(ξ )C(ξ, s)x dξ,

for every x ∈ E.
Therefore, according to the definition of C and (11), it holds that x ∈ X if and only if there exists ∂2

∂t∂s S̃(t − s)x, i.e. if
nd only if x ∈ X̃ . In this case,

∂

∂t
C(t, s)x = −

∂2

∂t∂s

[
S̃(t − s)x +

∫ t

s
S̃(t − ξ )B(ξ )S(ξ, s)x dξ

]
=

∂

∂t
C̃(t − s)x +

∫ t

s
C̃(t − ξ )B(ξ )C(ξ, s)x dξ .

emark 2.2. In Lemma 2.3, we summarized conditions ensuring the existence of the fundamental operator in the case
hen A(t) = A + B(t).
he more general case for the operator A(t), t ∈ [0, T ], is exploited in [39,40] reducing the second-order equation to the
irst-order system and assuming that the corresponding linear operator generates an evolution operator.
ore precisely, let {A(t)}t , with A(t) : D(A) ⊂ E → E, for every t ∈ [0, T ], be a family of closed, linear, and densely defined
perators such that, for all t ∈ [0, T ], A(t) is the infinitesimal generator of a strongly continuous cosine family of bounded
inear operators.
ssume that, for each t ∈ [0, T ], 0 belongs to the resolvent set of A(t), for each x ∈ D(A) the mapping t → A(t)x is of class
1 in [0, T ], and that the family of generators {A(t)}t is stable (see [39, Lemma 2] for the definition). Moreover, assume

that, for each t ∈ [0, T ], there exists a linear operator B(t) : D(B) ⊂ E → E such that B2(t) = A(t), 0 belongs to the
esolvent set of B(t), and for each x ∈ D(B) the mapping t → B(t)x is of class C1 in [0, T ].
Then A(t) generates a fundamental system {S(t, s)} .
t,s

6
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The solution of problem (4) will be understood in a mild sense. More concretely, given x0 ∈ X and x0 ∈ E, by a mild
solution of (4), we mean a continuously differentiable function x : [0, ∞) → E such that, for all t ∈ [0, ∞),

x(t) = C(t, 0) x0 + S(t, 0)x0 +

∫ t

0
S(t, s)f (s) ds, (12)

here

f ∈ S1F , x =

{
f ∈ L1loc([0, ∞), E) : f (t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, ∞)

}
. (13)

emark 2.3. Since the function (t, s) → S(t, s) is of class C1, f ∈ L1loc([0, +∞), E) and S(t, t) = 0, for every t ≥ 0, we get
that the function v : [0, +∞) → E defined as

v(t) =

∫ t

0
S(t, s)f (s) ds

is continuously differentiable and

v′(t) =

∫ t

0

∂

∂t
S(t, s)f (s) ds

(see [41, page 6]). Therefore x0 ∈ X guarantees that the function x defined in (12) is continuously differentiable and

ẋ(t) =
∂

∂t
C(t, 0)x0 +

∂

∂t
S(t, 0)x0 +

∫ t

0

∂

∂t
S(t, s)f (s) ds.

Remark 2.4 (see, e.g., [42]). Take a ≥ 0 and consider the problem

ẍ(t) ∈ A(t)x(t) + F (t, x(t), ẋ(t)), for a.a. t ≥ a,
x(a) = xa, ẋ(a) = xa.

}
(14)

hen x is a mild solution of (14) if there exists f ∈ S1F , x such that, for all t ≥ a,

x(t) = C(t, a) xa + S(t, a)xa +

∫ t

a
S(t, s)f (s) ds. (15)

otice that, since 0 ∈ D(A), the homogeneous problem

ẍ(t) = A(t)x(t), for a.a. t ≥ a,
x(a) = 0, ẋ(a) = 0

}
(16)

as only the trivial solution. This implies that, for every xa, xa ∈ E and f ∈ L1loc([0, +∞); E), the problem

ẍ(t) ∈ A(t)x(t) + f (t), for a.a. t ≥ a,
x(a) = xa, ẋ(a) = xa

}
(17)

has a unique solution.
Now, given x0 ∈ X , consider the solution x of problem (4). According to the definition, x satisfies expression (12), it is

continuously differentiable,

x(a) = C(a, 0) x0 + S(a, 0)x0 +

∫ a

0
S(a, s)f (s)ds

and

ẋ(a) =
∂

∂t
C(a, 0)x0 +

∂

∂t
S(a, 0)x0 +

∫ a

0

∂

∂t
S(a, s)f (s) ds,

or some f ∈ S1F , x. Since (17) has a unique solution, it follows that, for every t ≥ a, x is also solution of (14), i.e. the
xpression given in (15) is equivalent to the expression given in (12) when taking

xa = C(a, 0) x0 + S(a, 0)x0 +

∫ a

0
S(a, s)f (s)ds

and

xa =
∂
C(a, 0)x0 +

∂
S(a, 0)x0 +

∫ a ∂
S(a, s)f (s) ds.
∂t ∂t 0 ∂t
7
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In particular, this implies that, whenever x0 ∈ X , the expression in (15) is continuously differentiable, i.e. xa ∈ X as well
and

ẋ(t) =
∂

∂t
C(t, a)xa +

∂

∂t
S(t, a)xa +

∫ t

a

∂

∂t
S(t, s)f (s) ds.

In order to ensure that the S1F , x in (13) is non-empty, the following selection result can be employed.

roposition 2.1 (see, e.g., [29, Proposition 2.2]). Let [a, b] ⊂ R be a compact interval, E1, E2 be Banach spaces and
: [a, b] × E1 ⊸ E2 be a multivalued mapping satisfying:

(A1) Q (t, x) is non-empty, convex, and weakly compact, for every t ∈ [a, b] and x ∈ E1;
(A2) For every x ∈ E1, Q (·, x) has a measurable selection;
(A3) For a.a. t ∈ [a, b], Q (t, ·) : Ew

1 ⊸ Ew
2 is weakly sequentially closed;

(A4) For each bounded Ω ⊂ E1, there exists ηΩ ∈ L1([a, b],R) such that, for a.a. t ∈ [a, b],

sup
x∈Ω

∥Q (t, x)∥ ≤ ηΩ (t).

Then, for every q ∈ C([a, b], E1), there exists f ∈ L1([a, b], E2) such that f (t) ∈ Q (t, q(t)), for a.a. t ∈ [a, b].

The proofs of the existence results below are based on a fixed point theorem. Its application requires besides other
hat the fundamental Cauchy operators G,H : L1([a, b]; E) → C([a, b]; E) defined by

Gf (t) =

∫ t

a
S(t, s)f (s)ds (18)

nd

Hf (t) =

∫ t

a

∂

∂t
S(t, s)f (s)ds (19)

atisfy proper regularity and compactness conditions. For this purpose, we recall now the concept of semicompact
equence and its properties.
A sequence {fk}k ⊂ L1([a, b], E) is called semicompact if it is integrably bounded and the set {fk(t)}k is relatively

ompact, for a.a. t ∈ [a, b]. The following convergence result for semicompact sequences is useful in our discussion.

Theorem 2.1 ([31, Theorem 5.1.1]). Let P : L1([a, b], E) → C([a, b], E) be an operator satisfying the following conditions

(i) there exists L > 0 such that ∥Pf − Pg∥C ≤ L∥f − g∥1, for all f , g ∈ L1([a, b], E);
(ii) for every compact K ⊂ E and every sequence {fk}k ⊂ L1([a, b], E) such that {fk(t)}k ⊂ K , for a.a. t ∈ [a, b], the weak

convergence fk ⇀ f implies Pfk → Pf .

Then, for every semicompact sequence {fk}k ⊂ L1([a, b], E), the sequence {Pfk}k is relatively compact in C([a, b], E) and,
moreover, if fk ⇀ f , then Pfk → Pf .

Remark 2.5. Let us note that the fundamental Cauchy operators G and H defined by (18) and (19) satisfy all assumptions
f Theorem 2.1. The result for the operator G was proved in [13, Theorem 3.2] and it is based on the facts that x → S(t, s)x
s continuous and ∥S(t, s)∥ ≤ KT , for every s, t ∈ [0, T ] and some KT > 0. The proof related to H follows in a similar
ay, just recalling that, according to the definition of the fundamental system and Lemma 2.2, ∂

∂t S(t, s) enjoys the same
properties stated for S.
In particular, we can conclude that, for every semicompact sequence {fk}k weakly converging to f in L1([a, b], E), both the
onvergences Gfk → Gf and Hfk → Hf hold.

. Results

.1. Abstract inclusion: Existence of a mild solution on a compact interval

In this section, the existence of a mild solution to the Cauchy problem (14) in [a, b] ⊂ [0, ∞) will be discussed. At first,
the natural projections of the space E onto the finite-dimensional spaces generated by the first n vectors of the Schauder
basis will be used in order to introduce a sequence of finite-dimensional approximating problems. Then the Kakutani
fixed point theorem will be applied for getting the existence of a solution for each finite-dimensional problem. Finally, a
limiting procedure based on the usage of the weak topology will be applied for getting a solution to the original problem
in the abstract space.

Due to the used procedure, any requirements for compactness within the assumptions will be avoided. Furthermore,
since the r.h.s. of the studied problem depends also on the first derivative, the initial value has to belong to the set X
defined previously by the formula (7).
8
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Theorem 3.1. Consider the Cauchy problem (14) on the interval [a, b], where xa and F : [a, b] × E × E ⊸ E satisfy the
following assumptions:

(F1c) F (t, x, y) is non-empty, convex, closed, and bounded, for every t ∈ [a, b] and x, y ∈ E,
(F2c) for every (x, y) ∈ E × E, F (·, x, y) has a measurable selection,
(F3c) for a.a. t ∈ [a, b], F (t, ·, ·) : Ew

× Ew ⊸ Ew is weakly u.s.c.,
(F4c) for every n ∈ N, there exists ϕn ∈ L1([a, b],R) with

lim inf
n→∞

∥ϕn∥L1

n
= 0

and such that

∥z∥ ≤ ϕn(t),

for a.a. t ∈ [a, b], every (x, y) ∈ nB × nB and every z ∈ F (t, x, y),
(F5c) xa ∈ X.

Then the Cauchy problem (14) has a solution defined on [a, b].

Proof. For the sake of simplicity, we will assume all along with the proof that the space E has a monotone Schauder
basis, i.e., that ∥Pm∥ ≤ 1, for every m ∈ N. Let us note that the proof also works in the general case with little changes.
Since the proof consists of several parts, it will be split into the relevant steps from now on.

Step 1. Introduction of a sequence of approximating operators
To prove the existence of a solution to problem (14), we will use the approximation solvability method. Thus, for each

m ∈ N, consider the multimap Gm : [a, b] × E × E → Em defined as Gm = Pm ◦ F and the operator Σm : C1([a, b], Em) ⊸
C1([a, b], Em) defined as

Σm(q)(t) =

{
PmC(t, a) xa + PmS(t, a)xa +

∫ t

a
PmS(t, s)f (s) ds : f ∈ S1Gm, q

}
. (20)

et us note that, since Pm is a bounded and linear operator with ∥Pm∥ ≤ 1, the mapping Gm satisfies properties (F1c)−(F4c)
s well. Therefore, for every q ∈ C1([a, b], Em), the existence of a selection f ∈ S1Gm, q is guaranteed by Proposition 2.1 taking

ηΩ = ϕn with Ω ⊂ nB × nB. We stress that, since xa ∈ X , the function

y(t) = C(t, a) xa + S(t, a)xa +

∫ t

a
S(t, s)f (s) ds

is continuously differentiable and

ẏ(t) =
∂

∂t
C(t, a)xa +

∂

∂t
S(t, a)xa +

∫ t

a

∂

∂t
S(t, s) f (s)ds.

ence, since the natural projection is bounded, Σm is well defined and

ḣ(t) = Pm
∂

∂t
C(t, a)xa + Pm

∂

∂t
S(t, a)xa +

∫ t

a
Pm

∂

∂t
S(t, s) f (s)ds,

or every q ∈ C1([a, b], Em) and every h ∈ Σm(q).
In order to show that Σm has a fixed point, we will prove that it satisfies all assumptions of the Kakutani fixed point

heorem ([43, Theorem 1]). For this purpose, given n ∈ N, we use the following notation

nBm =

{
q ∈ C1([a, b]; Em) : ∥q(t)∥, ∥q̇(t)∥ ≤ n, for every t ∈ [a, b]

}
.

(a) Proving that the solution mapping Σm has convex values.
Let q ∈ C1([a, b], Em) and let h1, h2 ∈ Σm(q). Then, there exist f1, f2 ∈ S1Gm, q such that

hi(t) = PmC(t, a) xa + PmS(t, a)xa +

∫ t

a
PmS(t, s)fi(s) ds, i = 1, 2.

Let α ∈ [0, 1]. Then, for each t ∈ [a, b], since Pm is linear, we obtain that

(αh1 + (1 − α)h2) (t) = PmC(t, a) xa + PmS(t, a)xa +

∫ t

a
PmS(t, s) (αf1(s) + (1 − α)f2(s)) ds.

ince Gm has convex values, it holds that
αh1 + (1 − α)h2 ∈ Σm(q).
9
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(b) Proving that Σm has a closed graph.
Assume that (qk, hk) → (q, h) in C1([a, b], Em)×C1([a, b], Em), where hk ∈ Σm (qk), for all k ∈ N, and let us prove that

h ∈ Σm (q).
Since, for all k ∈ N, hk ∈ Σm (qk), there exists, for all k ∈ N, fk ∈ S1Gm, qk

such that

hk(t) = PmC(t, a)xa + PmS(t, a)xa +

∫ t

a
PmS(t, s)fk(s) ds, for a.a. t ∈ [a, b].

Since every converging sequence is bounded, there exists n ∈ N such that, for every k ∈ N and every s ∈

a, b], ∥qk(s)∥ ≤ n, ∥q̇k(s)∥ ≤ n. Then, (F4c) and the monotonicity of the Schauder basis yield that the sequence
fk}k ⊂ L1([a, b], Em) is bounded and uniformly integrable, and, for a.a. s ∈ [a, b], the sequence {fk(s)}k is bounded, thus
elatively compact, in Em, because Em is finite-dimensional. According to the Dunford–Pettis Theorem (see [44, p. 294]),
e have the existence of a subsequence, denoted as the sequence, and a function f such that fk ⇀ f in L1([a, b], Em).
Given φ ∈ E∗

m and t ∈ [a, b], consider the operator Φ : L1([a, t], Em) → R defined by

Φ(p) := φ

(∫ t

a
S(t, s)p(s) ds

)
.

ccording to Lemma 2.2 (ii), Φ is clearly linear and bounded. Moreover, fk ⇀ f also in L1([a, t], Em), and hence, we have
hat

φ

(∫ t

a
S(t, s)fk(s) ds

)
= Φ(fk) → Φ(f ) = φ

(∫ t

a
S(t, s)f (s) ds

)
.

y the arbitrariness of φ, we conclude that∫ t

a
S(t, s)fk(s) ds ⇀

∫ t

a
S(t, s)f (s) ds.

y applying Lemma 2.1 (d) and recalling that Em is finite-dimensional, we obtain that

hk(t) → PmC(t, a) xa + PmS(t, a)xa +

∫ t

a
PmS(t, s)f (s) ds,

for every t ∈ [a, b]. Since the uniform convergence implies the pointwise convergence, it follows that

h(t) = PmC(t, a) xa + PmS(t, a)xa +

∫ t

a
PmS(t, s)f (s) ds.

t remains to be proven that f ∈ S1Gm,q. Due to Mazur’s convexity theorem, for each k ∈ N, there exist pk ∈ N and positive
umbers βk,i, i = 0, . . . , pk, such that

∑pk
i=0 βk,i = 1 and rk :=

∑pk
i=0 βk,ifk+i → f in L1([a, b], Em). From the sequence {rk}k,

we extract a subsequence, denoted as the sequence as usual, such that rk(t) → f (t), for all t ∈ [a, b] \N1, with λ(N1) = 0.
Moreover, for all t ∈ [a, b] \ N2, with λ(N2) = 0,Gm(t, ·, ·) is weakly u.s.c.

Put N = N1 ∪N2 and consider t0 ∈ [a, b] \N . Then, for every weak neighborhood V of Gm(t0, q(t0), q̇(t0)), there exists a
eak neighborhood W of (q(t0), q̇(t0)) such that Gm(t, x, y) ⊂ V when (x, y) ∈ W . Since the uniform convergence implies
he weak pointwise convergence, it follows that qk(t0) ⇀ q(t0) and q̇k(t0) ⇀ q̇(t0). Thus, there exists k such that, for all
≥ k, (qk(t0), q̇k(t0)) ∈ W , yielding that fk(t0) ∈ Gm(t0, qk(t0), q̇k(t0)) ⊂ V , i.e. that rk(t0) ∈ V , because Gm is convex valued.
ince rk(t0) → f (t0), it follows that f (t0) ∈ V , for every weak neighborhood V of Gm(t0, q(t0), q̇(t0)). Since Gm is closed
alued, the proof is complete.
c) Showing that Σm maps bounded sets into bounded sets.

Let C ⊂ C1([a, b], Em) be bounded, q ∈ C , and h ∈ Σm(q). Then, there exists f ∈ S1Gm, q such that

h(t) = PmC(t, a) xa + PmS(t, a)xa +

∫ t

a
PmS(t, s)f (s) ds (21)

nd

ḣ(t) = Pm
∂

∂t
C(t, a)xa + Pm

∂

∂t
S(t, a)xa +

∫ t

a
Pm

∂

∂t
S(t, s) f (s)ds. (22)

ow, since C is bounded, there exists n ∈ N such that C ⊂ nBm. Thus the monotonicity of the Schauder basis, (F4c) and
emma 2.2, yield that

∥h(t)∥ ≤ ∥C(t, a)∥∥xa∥ + ∥S(t, a)∥∥xa∥ +

∫ b

a
∥S(t, s)∥∥f (s)∥ ds ≤ Kb(∥xa∥ + ∥xa∥ + ∥ϕn∥L1 ). (23)

Moreover, since xa ∈ X , there exists

M := max
 ∂

C(t, a)xa

,
t∈[a,b] ∂t
10
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and therefore

∥ḣ(t)∥ ≤

 ∂

∂t
C(t, a)xa

+

 ∂

∂t
S(t, a)

∥xa∥ +

∫ t

a

 ∂

∂t
S(t, s)

 ∥f (s)∥ds ≤ M + Kb(∥xa∥ + ∥ϕn∥L1 ). (24)

Thus, Σm maps bounded sets into bounded sets.
(d) Showing that Σm maps bounded sets into relatively compact sets.

Let C ⊂ C1([a, b], Em) be bounded. Since C1([a, b], Em) is a metric space, it is sufficient to prove that given any sequence
{qk}k ⊂ C and any sequence {hk}k, with hk ∈ Σm(qk) for every k, there exists a subsequence {hkp}p and h such that hkp → h
in C1([a, b], Em). Now, let fk ∈ S1Gm, qk

such that

hk(t) = PmC(t, a)xa + PmS(t, a)xa +

∫ t

a
PmS(t, s)fk(s) ds,

or a.a. t ∈ [a, b]. Since {qk}k ⊂ C and C is bounded, (F4c) and the monotonicity of the Schauder basis yield that the
equence {fk}k ⊂ L1([a, b], Em) is bounded and uniformly integrable, and, for a.a. s ∈ [a, b], the sequence {fk(s)}k is bounded,
ence relatively compact, in Em, because Em is finite-dimensional. Hence {fk}k is semicompact and, reasoning like in (b), it
s possible to prove that there exists a subsequence, denoted as the sequence, and a function f ∈ L1([a, b], Em) such that
k ⇀ f in L1([a, b], Em).

Consider now the function

h(t) = PmC(t, a)xa + PmS(t, a)xa +

∫ t

a
PmS(t, s)f (s) ds.

ince xa ∈ X and the natural projection is bounded, h ∈ C1([a, b],Em) and

ḣ(t) = Pm
∂

∂t
C(t, a)xa + Pm

∂

∂t
S(t, a)xa +

∫ t

a
Pm

∂

∂t
S(t, s) f (s)ds.

herefore, recalling Theorem 2.1, Remark 2.5 and Lemma 2.1 (d), we get that hk → h in C1([a, b], Em), which implies that
m(C) is relatively compact.
(e) Showing that there exists N ∈ N independent of m such that Σm(NBm) ⊂ NBm
By Eqs. (23) and (24), we have that, for every n,m ∈ N, q ∈ nBm, and every h ∈ Σm(q),

∥h∥C1 ≤ M + Kb(∥xa∥ + ∥xa∥ + ∥ϕn∥L1 ). (25)

According to (F4c), there exists a subsequence, still denoted as the sequence, such that

lim
n→∞

M + Kb(∥xa∥ + ∥xa∥ + ∥ϕn∥L1 )
n

= 0.

Therefore, there exists N > 0 such that
M + Kb(∥xa∥ + ∥xa∥ + ∥ϕN∥L1 )

N
< 1,

hich, combined with Eq. (25), implies that
1
N

∥h∥C1 < 1,

i.e., that h ∈ NBm, for every m ∈ N, q ∈ NBm, h ∈ Σm(q), and the claim is proven.
Since Σm is closed and completely continuous, it has compact values; hence, it is u.s.c. Thus, Σm : NBm ⊸ NBm is

u.s.c. compact map with convex and closed values. Applying the Kakutani fixed point theorem, we obtain that, for all
∈ N, the operator Σm has a fixed point qm. Because of the technique used, we are also able to localize the fixed point

n the set

NB =

{
q ∈ C1([a, b], E) : ∥q(t)∥, ∥q̇(t)∥ ≤ N, for every t ∈ [a, b]

}
.

Step 2. Limiting procedure. Let us now prove that the sequence {qm}m found in Step 1 admits a subsequence pointwise
eakly converging to a solution q of Problem (14).
The sequence {qm}m satisfies, for all m ∈ N and t ∈ [a, b],

qm(t) = PmC(t, a) xa + PmS(t, a)xa +

∫ t

a
PmS(t, s)fm(s) ds,

here fm ∈ S1Gm,qm , for every m ∈ N. Thus, there exists gm ∈ S1F ,qm such that fm = Pmgm. Since qm ∈ NB for every m, we
hen obtain from (F4c) that

∥g (s)∥ ≤ ϕ (s),
m N

11
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for a.e. s ∈ [a, b]. Therefore, {gm}m is bounded and uniformly integrable and {gm(s)}m is bounded for a.a s ∈ [a, b]. Since E
s reflexive, according the Dunford–Pettis Theorem, we obtain the existence of a subsequence, denoted as the sequence,
nd of a function f such that gm ⇀ f in L1([a, b], E). From Lemma 2.1 (d), we then also obtain that fm ⇀ f in L1([a, b], E).
easoning like in (b), it is possible to prove that

qm(t) ⇀ q(t) = C(t, a) xa + S(t, a)xa +

∫ t

a
S(t, s)f (s) ds

and that q̇m(t) ⇀ q̇(t), for every t ∈ [a, b]. Moreover, according to Mazur’s convexity theorem, for each m ∈ N, there exist
pm ∈ N and positive numbers βm,i, i = 0, . . . , pm, such that

∑pm
i=0 βm,i = 1 and rm :=

∑pm
i=0 βm,igm+i → f in L1([a, b], E).

Therefore, reasoning like in (b), we get that f ∈ S1F ,q and the proof is complete.

The following theorem shows that it is possible to prove the result when assuming the growth condition (F4′) instead
of (F4) in Theorem 3.1. For a comparison between these conditions, we refer to [30]. The sketch of the proof is a
generalization of the technique used in [13] for second-order inclusions, where the non-linear term does not depend
on the first derivative.

Theorem 3.2. Consider the Cauchy problem (14) on the interval [a, b], where xa ∈ X, and F : [a, b] × E × E ⊸ E satisfies
conditions (F1c) − (F3c). Moreover, let the following assumption hold:

F4
′c) There exist α, β ∈ L1([a, b],R) such that, for a.a. t ∈ [a, b] and all x, y ∈ E,

∥F (t, x, y)∥ ≤ α(t)max{∥x∥, ∥y∥} + β(t). (26)

Then the Cauchy problem (14) has a solution has a solution defined on [a, b].

Proof. The result can be proven similarly to Theorem 3.1 when replacing ϕn(t) by nα(t)+β(t) and consequently modifying
the proof. More concretely, the most difficult point is showing that there exists a bounded and convex set Hm, such that
Σm(Hm) ⊂ Hm, for all m ∈ N.

For this purpose, for every fixed j ∈ N, define

qj = max
t∈[a,b]

∫ b

a
e−j(t−s)χ[a,t](s)α(s) ds,

whose existence is guaranteed by continuity. For every j ∈ N, let tj be the point where the maximum is achieved. Since
{tj}j ⊂ [a, b], there exists t such that (eventually passing to a subsequence) tj → t . Thus, the sequence {φj}j ⊂ L1([a, b], E)
efined as φj(s) = e−j(tj−s)χ[a,tj](s)α(s) converges pointwise to 0. The convergence is dominated, which implies that φj → 0
n L1([a, b], E). In particular, there exists a subsequence, still denoted as the sequence, such that qj → 0. Take j ∈ N and
R ∈ R such that 1 − Kbqj > 0, and

R >
e−ja [max{M, Kb∥xa∥} + Kb(∥xa∥ + ∥β∥1)]

1 − Kbqj
.

oreover, let us consider the bounded and convex set

Hm =

{
x ∈ C1([a, b], Em) : max

t∈[a,b]

(
e−jt max

{
∥x(t)∥, ∥ẋ(t)∥

})
≤ R

}
.

Now, with reasoning like in Eqs. (23) and (24), we have that, for every q ∈ Hm, h ∈ Σm(q), t ∈ [a, b],

e−jt
∥h(t)∥ ≤ e−jtKb(∥xa∥ + ∥xa∥) + e−jtKb

∫ t
a (α(s)max{∥x(s)∥, ∥ẋ(s)∥} + β(s))ds

≤ e−jtKb(∥xa∥ + ∥xa∥) + e−jtKb∥β∥L1 + e−jtKb
∫ t
a ejsα(s)e−js max{∥x(s)∥, ∥ẋ(s)∥}ds

≤ e−jtKb(∥xa∥ + ∥xa∥ + ∥β∥L1 ) + KbR
∫ t
a e−j(t−s)α(s)ds

≤ e−jtKb(∥xa∥ + ∥xa∥ + ∥β∥L1 ) + KbR
∫ b
a e−j(t−s)χ[a,t](s)α(s)ds

≤ e−jaKb(∥xa∥ + ∥xa∥ + ∥β∥L1 ) + KbRqj < R

and similarly

e−jt
∥ḣ(t)∥ ≤ e−jtM + e−jtKb∥xa∥ + e−jtKb

∫ t
a (α(s)max{∥x(s)∥, ∥ẋ(s)∥} + β(s))ds

≤ e−ja
[
M + Kb(∥xa∥ + ∥β∥ 1 )

]
+ KbRq < R.
L j

12
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Therefore, h ∈ Hm. Since Hm is a subset of the bounded set

H =

{
x ∈ C1([a, b], E) : max

t∈[a,b]

(
e−jt max

{
∥x(t)∥, ∥ẋ(t)∥

})
≤ R

}
,

the conclusion then follows like in the proof of Theorem 3.1.

3.2. Abstract inclusion: Existence of a mild solution on the positive half line

In this section, previous results for problems on compact intervals will be applied in order to obtain the existence of
a solution to the Cauchy problem for the abstract second-order inclusion (4) on a half-line.

Theorem 3.3. Consider the Cauchy problem (4) and assume that F : [0, ∞)× E × E ⊸ E satisfies the following assumptions:

(F1) F (t, x, y) is convex, closed, and bounded, for every (t, x, y) ∈ [0, ∞) × E × E;
(F2) For every (x, y) ∈ E × E, F (·, x, y) has a measurable selection on every compact subinterval of [0, ∞);
(F3) For a.a. t ∈ [0, ∞), F (t, ·, ·) : Ew

× Ew ⊸ Ew is weakly u.s.c.;
(F5) x0 ∈ X.

Moreover, suppose that

(F4) For every n ∈ N, there exists ϕn ∈ L1loc([0, ∞),R) with

lim inf
n→∞

∥ϕn∥L1([0,b])

n
= 0

for every b > 0 and such that

∥z∥ ≤ ϕn(t),

for a.a. t ∈ [0, ∞), every (x, y) ∈ nB × nB and every z ∈ F (t, x, y)

or that

(F4′) There exist α, β ∈ L1loc([0, +∞),R) such that, for a.a. t ∈ [0, +∞) and all x, y ∈ E,

∥F (t, x, y)∥ ≤ α(t)max
{
∥x∥, ∥y∥

}
+ β(t).

hen the Cauchy problem (4) has a solution defined on [0, ∞).

Proof. The proof will be given in a few steps.
Step 1. Let us consider the Cauchy problem in the interval [0, 1]:

ẍ(t) ∈ A(t)x(t) + F (t, x(t), ẋ(t)), for a.a. t ∈ [0, 1],
x(0) = x0, ẋ(0) = x0.

}
(27)

ccording to Theorem 3.1 or 3.2 with [a, b] = [0, 1], this problem has a mild solution x[0] ∈ C1([0, 1], E) verifying

x[0](t) = C(t, 0) x0 + S(t, 0)x0 +

∫ t

0
S(t, s)f[0](s) ds,

where f[0] ∈ L1([0, 1], E) and f[0](t) ∈ F (t, x[0](t), ẋ[0](t)), for a.a. t ∈ [0, 1].
Step 2. Let us consider now the following problem in [1, 2]:

ẍ(t) ∈ A(t)x(t) + F (t, x(t), ẋ(t)), for a.a. t ∈ [1, 2],
x(1) = x[0](1),
ẋ(1) = ẋ[0](1).

⎫⎬⎭ (28)

By x0 ∈ X , we get that x[0](t) ∈ X , for every t ∈ [0, 1] (see Remark 2.4). In particular, x[0](1) ∈ X and, analogously like in
Step 1, it is possible to get the existence of a mild solution x[1] ∈ C1([1, 2], E) to (28) such that

x[1](t) = C(t, 1)x[0](1) + S(t, 1)ẋ[0](1) +

∫ t

1
S(t, s)f[1](s) ds,

where f[1] ∈ L1([1, 2], E) and f[1](t) ∈ F (t, x[1](t), ẋ[1](t)), for a.a. t ∈ [1, 2]. Combining these two solutions together, we
obtain that the function

x(t) =

{
x[0](t), for t ∈ [0, 1],

x[1](t), for t ∈ (1, 2]

13
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t

is a continuously differentiable mild solution to the Cauchy problem (4) in [0, 2] (see Remark 2.4).
Step 3. By such a ‘‘gluing’’ for particular solutions of the Cauchy problems, we are able to obtain a solution x defined

n the interval [0,m], for an arbitrary m ∈ N. This solution is defined by

x(t) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

x[0](t), for t ∈ [0, 1],
x[1](t), for t ∈ (1, 2],
.

.

.

x[m−1](t), for t ∈ (m − 1,m].

inally, in order to extend the result from Theorem 3.1 or 3.2 into the half-line, it is sufficient to realize that [0, ∞) =

m∈N[m−1,m]. Therefore, for every t ∈ [0, ∞), there exists m ∈ N such that t ∈ [m−1,m]. The conclusion follows also
observing that the function

f (t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f[0](t), for t ∈ [0, t1],
f[1](t), for t ∈ (t1, t2],
.

.

.

x[m−1](t), for t ∈ (m − 1,m]

.

.

.

belongs to L1loc([0, +∞), E) and f (t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, +∞).

Remark 3.1. Existence results for abstract second-order equations and inclusions on non-compact intervals have been
obtained in very few papers. In [45] and [46], respectively, a non-local problem and an impulsive Cauchy problem have
been studied when A is the generator of a cosine family and F is independent of the first derivative. The non-local problem
has been investigated in [47] and [48] for respectively functional and implicit equations under the dependence of the
non-linear term on the first derivative, but again for A not dependent on t . Notice that, in all the quoted papers, there are
very strict compactness conditions on the sine family generated by A, i.e. the request that the set

{S(t)f (s, x, y) : s ∈ [0, t], x, y ∈ E, ∥x∥, ∥y∥ ≤ r}

is compact for every t, r > 0. Moreover, in all the quoted papers the proofs have been based on the usage of a fixed point
theorem in the space of continuous functions with weight, which requires strong growth conditions on the non-linear
term.
As far as we know, this is the first paper where a solution on a non-compact interval is obtained when A = A(t) and
F = F (t, x(t), ẋ(t)). Moreover, we stress that our result is obtained without requiring any compactness and, since it is
based on a very different strategy, neither such strong growth conditions.

3.3. The vibrating string equation

In the previous section, we proved an existence result for (4), which is a generalization of the abstract reformulation (3)
of the partial integro-differential problem (1). In this section we discuss the assumptions on b, a, f , k, x0, x0 guaranteeing
hat (3) has a solution, which is therefore a solution u ∈ C1([0, +∞), Lp([0, 1])) for (1).

In order to apply previous results to the problem (1), let us consider the following assumptions on functions b, a :

[0, +∞) × [0, 1] → R, f : [0, +∞) × [0, 1] × R → R, k : [0, 1] × [0, 1] → R and x0, x0 : [0, 1] → R:

(b) b(t, ·) ∈ L∞([0, 1]), for every t ≥ 0, and there exists ḃt and it is continuous in [0, +∞) × [0, 1];
(a) a is measurable and there exists ρ ∈ L1loc([0, +∞)) such that |a(t, ξ )| ≤ ρ(t), for every t ≥ 0 and a.a. ξ ∈ [0, 1];
(k) k ∈ C([0, 1] × [0, 1]);
(f ) f is measurable, f (t, ξ , ·) is continuous, for every t ≥ 0, a.a. ξ ∈ [0, 1] and there exist δ ∈ L1loc([0, +∞)), γ ∈

Lp([0, 1]) such that |f (t, ξ , c)| ≤ δ(t)γ (ξ )|c|, for every c ∈ R, t ≥ 0 and a.a. ξ ∈ [0, 1];
(ic) x0 ∈ W 1,p([0, 1]) ∩ C0([0, 1]), x0 ∈ Lp([0, 1]).

We recall that the Banach space E is defined as the space Lp([0, 1]) and the single-valued mapping F : [0, +∞)×Lp([0, 1])×
Lp([0, 1]) → Lp([0, 1]) is defined by

F (t, z, w)(ξ ) := a(t, ξ )z(ξ ) + f
(
t, ξ ,

∫ 1

k(ξ, s)w(s)ds
)

.

0

14
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If we denote

k := max
{
|k(ξ, s)| : ξ, s ∈ [0, 1]

}
,

then, according to (a), (k), (f ) and the Holder inequality, it holds that⏐⏐⏐⏐a(t, ξ )z(ξ ) + f
(
t, ξ ,

∫ 1

0
k(ξ, s)w(s)ds

) ⏐⏐⏐⏐ ≤ ρ(t)|z(ξ )| + δ(t)γ (ξ )
⏐⏐⏐⏐ ∫ 1

0 k(ξ, s)w(s)ds
⏐⏐⏐⏐

≤ ρ(t)|z(ξ )| + δ(t)γ (ξ )
∫ 1
0 |k(ξ, s)w(s)|ds

≤ ρ(t)|z(ξ )| + δ(t)γ (ξ )k∥w∥p.

(29)

hus, F (t, z, w) ∈ Lp([0, 1]), for every t ≥ 0 and z, w ∈ Lp([0, 1]).
Moreover, by (a) and (f ), we obtain that F (·, z, w) is measurable for every z, w ∈ Lp([0, 1]). Fixed now t ≥ 0, consider a

equence {(zn, wn)}n weakly converging to (z, w) in Lp([0, 1])×Lp([0, 1]) and denote q =
p

p−1 . From (a), we get that a(t, ·) ∈

L∞([0, 1]) ⊂ Lq([0, 1]), thus a(t, ·)zn converges weakly to a(t, ·)z. Moreover, for every ξ ∈ [0, 1], k(ξ, ·) ∈ Lq([0, 1]). Thus,∫ 1

0
k(ξ, s)wn(s)ds →

∫ 1

0
k(ξ, s)w(s)ds.

Condition (f ) then implies that

f
(
t, ξ ,

∫ 1

0
k(ξ, s)wn(s)ds

)
→ f

(
t, ξ ,

∫ 1

0
k(ξ, s)w(s)ds

)
.

Since every weakly converging sequence is bounded, we obtain the existence of a positive constant L such that, for every
n ∈ N, ∥wn∥p ≤ L. Hence, recalling (29), it follows that⏐⏐⏐⏐f (t, ξ ,

∫ 1

0
k(ξ, s)wn(s)ds

) ⏐⏐⏐⏐ ≤ δ(t)γ (ξ )kL,

i.e. the convergence is also dominated, which implies that f (t, ·,
∫ 1
0 k(·, s)wn(s)ds) converges strongly, thus also weakly,

o f (t, ·,
∫ 1
0 k(·, s)w(s)ds) in Lp([0, 1]), i.e. that F (t, ·, ·) is weakly continuous, for a.e. t ≥ 0.

Recalling (29) again and using the estimate

(x + y)p ≤ 2p(xp + yp) for x, y ≥ 0, p > 1,

for every z, w ∈ Lp([0, 1]), we have that

∥F (t, z, w)∥p
p =

∫ 1

0

⏐⏐⏐⏐a(t, ξ )z(ξ ) + f
(
t, ξ ,

∫ 1

0
k(ξ, s)w(s)ds

) ⏐⏐⏐⏐pdξ
≤

∫ 1

0

[
ρ(t)|z(ξ )| + δ(t)γ (ξ )k∥w∥p

]p
dξ ≤ 2p

[ρ(t)p∥z∥p
p + δ(t)pk

p
∥w∥

p
p∥γ ∥

p
p].

hus, (F ′

4) holds with β(t) = 0 and α(t) = 2max{ρ(t), δ(t)k∥γ ∥p}. Now, consider

A : W 2,p([0, 1]) ∩ W 1,p
0 ([0, 1]) → Lp([0, 1])

efined as

A(z) := z̈.

he operator A generates a strongly continuous cosine family (see, e.g., [49, Section IV.8]) and X̃ = W 1,p([0, 1])∩C0([0, 1]).
Moreover, consider

B : [0, +∞) → L(X̃, E)

defined as

B(t)z(ξ ) := b(t, ξ )ż(ξ ).

Clearly, according to (b), B is well defined and, for every z ∈ X̃, B(·)z is continuously differentiable with(
d
dt

B(t)z
)
(ξ ) = ḃt (t, ξ )z(ξ )

(see [8, Section 4]). Then, according to Lemmas 2.3 and 2.4 and (ic), the operator A(t) = A+B(t) generates a fundamental
ystem and x0 ∈ X̃ = X .
Thus, the existence of a mild solution of problem (3), and hence of (1), can be obtained as the direct consequence of

heorem 3.3.
15
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Remark 3.2. It is possible to generalize the previous result in the case when the condition that f (t, ξ , ·) is continuous,
or every t ≥ 0, and ξ ∈ [0, 1], is replaced by the following one:

(f2) there exist r1 < r2 < · · · < rk such that f (t, ξ , r) is continuous, for every t ≥ 0, ξ ∈ [0, 1] and r ̸= ri, and f (t, ξ , ·)
has discontinuities at ri, for i = 1, . . . , k, with

f (t, ξ , r∓

i ) := lim
r→r∓i

f (t, ξ , r) ∈ R

and |f (t, ξ , r)| ≤ δ(t)γ (ξ )|r|, for every r ∈ R, r ̸= ri, t ≥ 0 and a.a. ξ ∈ [0, 1].

In this case, it is appropriate to define the multivalued mapping f̃ : [0, ∞) × [0, 1] × R ⊸ R by the formula

f̃ (t, ξ , r) :=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f (t, ξ , r) if r ̸= ri,[
min

{
f (t, ξ , ri), f (t, ξ , r−

i ), f (t, ξ , r+

i )
}
, max

{
f (t, ξ , ri), f (t, ξ , r−

i ), f (t, ξ , r+

i )
}]

if r = ri, i = 1, 2, . . . , k.

In rewriting into the abstract form is then F : [0, ∞) × Lp([0, 1]) × Lp([0, 1]) ⊸ Lp([0, 1]) defined as

F (t, z, w)(ξ ) := a(t, ξ )z(ξ ) + f̃
(
t, ξ ,

∫ 1

0
k(ξ, s)w(s)ds

)
.

4. Conclusions

In this paper, the existence of a solution to the problem describing the small vertical vibration of an elastic string on
the positive half-line in the case when both viscous and material damping coefficients are present was investigated. The
result was obtained by transforming the original partial differential equation into an appropriate abstract second-order
ordinary differential equation in an infinite-dimensional space. The abstract problem was studied using the combination
of the Kakutani fixed point theorem together with the approximation solvability method and the weak topology. The
applied method enabled us to deal with problems with r.h.s. depending on the first derivative, to obtain the conclusions
without any requirement of the compactness of the r.h.s. and without the transformation of the studied second-order
problem to the corresponding first-order one.

The conclusions of the paper generalize several previous results dealing with the Cauchy problem for semilinear
second-order differential equations or inclusions on the half-line in Banach spaces since the considered r.h.s. depends
also on the first derivative and since the conclusions are proved under less restrictive conditions.

We stress that, even if we investigated problem (1) in C1([0, +∞), Lp([0, 1])), with p > 1, the restriction on the
exponent is just technical and can be removed, allowing p to assume also value 1. In fact, when dealing with topological
methods in infinite-dimensional spaces, it is necessary to provide conditions ensuring compactness. In many papers, the
latter is obtained by assuming the compactness of the fundamental system generated by the linear operator or by putting
some conditions on the non-linear term, such as lipschitizianity; in both cases limiting the class of application models.
We overcome this problem by assuming the reflexivity of the Banach space E = Lp([0, 1]) in which the abstract form of
the partial differential equation takes place and assuming the regularity of the non-linear term with respect to the weak
topology. However, it is possible to apply topological methods in a non-reflexive Banach space, i.e. allowing p = 1 in the
riginal partial differential equation. In this case, it is sufficient to make use of the weak measure of non-compactness
ike in [50].

Some directions for possible future research related to the studied topics are the following:

1. Like any other fixed point result, a difficulty in the application of the Kakutani fixed point theorem consists in
finding a subset which is mapped into itself by the solution operator associated with the abstract equation. For this
purpose, dealing with an initial value problem, we don’t need very strict growth conditions on the non-linear term,
since an (at most) linear growth like in condition (26) is allowed. Our purpose for future work is to investigate
more general boundary conditions, such as, e.g., periodic, antiperiodic, Dirichlet, multipoint, integral, and so on. In
this case, the application of a fixed point theorem usually requires a strictly sublinear growth condition. We aim to
overcome this problem using a suitable continuation principle, which would allow relaxing the growth condition
and enlarging the class of application models in future research.

2. It would be suitable to implement the technique used in the paper for the study of the controllability problems and
corresponding real-life applications.
16
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