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A B S T R A C T   

In the light of the recent standards proposed by the European Union in terms of CO2 emissions for the internal 
combustion engines, the attention is increasingly focused on e-fuels, among which the renewable-produced 
hydrogen. The present paper proposes a numerical methodology for 3D-CFD in-cylinder simulations of 
hydrogen-fuelled internal combustion engines. The proposed framework includes in-house developed models for 
ignition, knock and heat transfer and it is based on the G-equation combustion model. The predictive capabilities 
of the methodology are validated against experimental data on a single-cylinder naturally-aspirated diesel engine 
converted for spark-ignited hydrogen operation. Specifically, H2 is direct injected thanks to two injectors 
installed on the cylinder head. Moreover, a spark plug is added and the compression ratio is lowered. The 
investigated conditions cover different revving speeds (from 1500 rpm to 3000 rpm) and equivalence ratios (0.4, 
0.6 and 0.8). The satisfying agreement between numerical results and experimental counterparts paves the way 
to future studies (e.g. on emission modelling) and engine optimization.   

1. Introduction 

The increasing concern about the global warming associated to the 
emission of greenhouse gases such as some of the combustion products is 
pushing the European Union to stop CO2 emissions from the internal 
combustion engines. To date, 25% of the global power generation comes 
from internal combustion engines, which are responsible for 10% of the 
greenhouse gas emissions [1]. Since traditional fossil fuels have carbon 
dioxide as main combustion product, alternatives for power generation 
are being explored. 

Among the top-rated currently available technologies, there are 
electric motor powered by batteries (or fuel cells) supplied by green 
energy (or green hydrogen), and internal combustion engines powered 
by e-fuels. All these alternatives have advantages in specific applications 
and economic contexts and, thus, they are all being studied and devel
oped. In this paper, the attention is specifically focused on hydrogen- 
powered internal combustion engines. 

In Table 1 ([2,3]), the main combustion-related properties of the 
hydrogen are resumed, and briefly commented in the following, to point 
out potential and challenges related to the use of such e-fuel in ICEs. 

Hydrogen lower heating value is almost three times higher than the 
gasoline one [2], while the stoichiometric air to fuel ratio is more than 
double. This makes the specific energy (i.e., the energy per air mass unit) 
of the stoichiometric air-fuel mixture in an H2 DI engine comparable to 
the one of traditional carbon-based fuels. Moreover, the wide H2 flam
mability limits open the scenario of engine load variations via mixture 
quality change [5], thus with higher efficiency [6] than throttling. 

Despite the high RON, the low MON makes the knock resistance of 
the hydrogen critical. Several authors have proposed solutions in the 
past to address this problem. The most common one is the adoption of 
water injection in order to lower the peak temperature at the end of the 
compression stroke [7,8], thanks to the latent heat of vaporization of the 
water. Other authors used cooled EGR [9] to achieve the peak temper
ature lowering. Xu et al. [10] investigated the use of acoustically 
absorbing walls for the combustion chamber to suppress knock. 

In addition, H2 is characterized by very low Minimum Ignition En
ergy (MIE). Although it makes such fuel particularly suitable to be spark 
ignited [11], it promotes pre-ignition by hot spots [12]. 

The low Lewis number makes the hydrogen-air mixture flame sus
ceptible to acceleration when positively stretched [13]. This effect 
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promotes, along with the low wall quenching distance, the combustion 
efficiency, as the mixture close to the walls and in the crevices is more 
likely to be oxidized. However, for the same reasons, the wall heat 
transfer increases, leading to lower adiabatic efficiency [14]. Therefore, 
the high heat loss is another challenge related to H2 ICEs, as noted by 
Demuynck in Ref. [15]. Stratification of the charge is the main solution 
that can be found in literature to overcome this problem [16]. Takagi, 
for example, addressed the problem proposing the PCC combustion 
concept [17]. 

The high adiabatic flame temperature of hydrogen-air combustion 

favours NOx formation [18]. Since nitrogen oxides are harmful for 
human health [19], they represent a critical drawback of H2 ICEs. In 
literature, this problem is addressed by the adoption of EGR [20] or 
water injection [21], both methods reducing the peak temperature, or 
through the optimization of the injection law [22] to obtain an optimal 
mixture stratification at the end of the compression. 

One of the main drawbacks of the hydrogen use in ICEs is due to its 
low density (Table 1), not only penalizing the on-board storage but also 
limiting the volumetric efficiency if H2 is not directly injected. In fact, 
port injection strongly reduces the mixture inflow as a consequence of 
the high specific volume. Thus, direct injection (DI) is often preferred 
but, to avoid backflow in the intake port, it has to be delayed as much as 
possible. This leads to difficulties in the formation of a homogeneous 
mixture [22] because of a reduced mixing time before ignition. In order 
to allow DI without penalizing the formation of an optimal mixture, the 
injection has to be shortened as much as possible: this is the reason why 
sonic/supersonic injections generated by high-pressure injectors are 
often found. 

In the literature dealing with experimental activities, many works 
are focused on DI SI hydrogen engines and, specifically, on the injection 
timing due to the strong impact on the NOx emissions [23–25] with, 
sometimes, contradictory results [26]. Additionally, there are many 
experimental studies on the development of high-pressure injectors [23, 
27–29], which is one of the most crucial aspects of this type of engine. 
On the numerical side, the available research in literature is mainly 
devoted to accurately characterize hydrogen jets [30–34]. In fact, on the 
one hand, their simulation involves numerical critical factors due to the 
high gas velocity, requiring a high temporal and spatial resolution. On 
the other hand, an accurate simulation is mandatory in order to repro
duce the hydrogen-air mixing process. As for the combustion process, 
the majority of the numerical works employs computationally expensive 
approaches based on detailed chemistry. For example, Liu [35] and 
Babayev [36] adopt the SAGE model, with the former addressing TJI H2 
combustion, and the latter compression ignition. Less expensive flamelet 
models are also used. Maio [37] is able to correlate CFD outcomes to 
experimental data using the ECFM model, but at the expense of a 
case-by-case calibration of the combustion model. 

Moving to the present study, a DI SI engine powered by hydrogen is 
numerically analysed. Compared to the existing literature dealing with 
experiments on H2 ICEs, the investigated engine is characterized by the 
use of two low-pressure injectors (6 bar). The use of two nozzles ensures 
a greater hydrogen flowrate, thus allowing for the recovery of the 
original Diesel engine power despite the low-pressure injection. This 
original strategy enables an easier and less expensive conversion from 
Diesel to hydrogen, constituting an innovative and convenient strategy. 
On the CFD side, the relatively low jet speed allows for a less critical 
simulation approach. Conversely, high-pressure injectors lead to a 
considerable flow velocity (with Mach numbers up to 8), necessitating 
the adoption of computationally expensive numerical frameworks [38]. 
The low-pressure injection reduces the modelling uncertainties associ
ated with the correct representation of hydrogen jets, allowing for 
greater focus on the combustion modelling. This study proposes a nu
merical framework based on the G-equation combustion model that 
strongly reduces the calibration effort in 3D-CFD combustion simula
tions of H2-fuelled ICEs. The model predictive capabilities are prelimi
narily assessed thanks to experimental data on the investigated DI SI 
engine, specifically in-cylinder pressure traces and combustion in
dicators. The effectiveness of the proposed framework encourages the 
adoption of the latter for future design explorations and engine cali
bration analyses with the aim of virtually addressing using 3D-CFD the 
multiple challenges related to the H2 use in ICEs. 

Following this introduction, the paper provides a description of the 
investigated engine and the experimental apparatus. Then, the numer
ical framework is described in detail and the main CFD outcomes are 
presented. Finally, conclusions are drawn, and the potential of the 
proposed modelling framework for the H2 ICEs development is 

Table 1 
Hydrogen properties [2–4].  

Flammability (vol %) 4 ÷ 76 

Minimum Ignition Energy, MIE (λ = 1, 1 bar, 298 K) 0.02 mJ 
Storage Compressed 
Storage pressure 700 bar 
Density under storage conditions 39 kg/m3 

Density (1 bar, 273 K) 0.089 kg/m3 

RON (Research Octane Number) >130 
MON (Motor Octane Number) 60 
Lower Heating Value 120 MJ/kg 
Quenching distance (λ = 1, 1 bar, 298 K) 0.64 mm 
Adiabatic flame temperature (λ = 1, 1 bar, 298 K) 2480 ◦C 
Laminar flame speed (λ = 1, 1 bar, 298 K) 1.85 m/s 
Stoichiometric air to fuel ratio 34.4  

Table 2 
Stock and modified engine specifications.  

N◦ of Cylinders 1 

Valves per cylinder 2 
Alimentation Naturally aspirated 
Bore 87 mm 
Stroke 85 mm 
Displacement 505 cm3 

Compression ratio 19:1 (Diesel), 10:1 (Hydrogen) 
Max Power 9 kW @ 3600 rpm (Diesel), 9.14 kW @ 3000 rpm 

(Hydrogen) 
Max Torque 31 Nm @ 2000 rpm (Diesel), 32.7 Nm @ 2500 rpm 

(Hydrogen) 
Combustion 

initiation 
CI (Diesel), SI (Hydrogen)  

Fig. 1. Piston with modified bowl [39].  
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discussed. 

2. Experimental framework 

The experimental work consists, in a first stage, in the adaptation of 
the original engine to hydrogen combustion [39]. Table 2 shows the 
specifications of the engine before and after the conversion. 

The conversion to the hydrogen use is made by the adoption of two 
low-pressure (6 bar) injectors, a spark-plug for the ignition and the 
reduction of the compression ratio (CR) from 19:1 (original) to 10:1. The 
CR is reduced by means of both a widening of the piston bowl, which is 
visible in Fig. 1, and the insertion of a spacer between crankcase and 
cylinder. Fig. 2 shows the head components, included the additional 
ones used for the conversion. Preliminary analyses revealed a relevant 
charge stratification. For this reason, as discussed in Ref. [40], caps re
ported in Fig. 3 are mounted on the injector tips to guide the hydrogen 
jets in order to improve mixture homogeneity. The orientation of the 
caps adopted in this analysis to favour the charge homogeneity is pro
posed in Fig. 4, where the orientation on different planes is reported. 
Further details can be found in Ref. [41]. 

As shown in Table 3, a matrix of cases is tested at the bench for 
different speeds, namely 1500-2000-2500-3000 rpm, and equivalence 
ratios, namely 0.4, 0.6 and 0.8 (which in turn lead to different loads). It 
is interesting to remark that in Test N◦ 1, characterized by φ = 0.8 and 
3000 rpm, the same maximum power as the original Diesel engine is 
achieved. 

The most relevant quantities are monitored at the test bench, such as 
temperatures, pressures, and mass flow rates. Thermocouples monitor 
temperature of intake air, exhaust gases and injected H2. Sensors are 

Fig. 2. Head and additional components such as hydrogen injectors, spark plug and 
pressure sensor [42]. 

Fig. 3. Injector caps [43].  

Fig. 4. Injectors cap orientation on perpendicular planes. In particular, on the 
left, it is possible to notice the orientation on a plane orthogonal to the cylinder 
axis while, on the right, the orientation with respect to the cylinder head 
is proposed. 

Table 3 
Operating points and measured data.  

Test 
N◦

φ SOI [◦ CA bTDC] Ignition [◦ CA bTDC] p H2 [bar] T H2 [◦C] H2 MFR [g/s] Speed [RPM] Power [kW] 

1 0.80 210 − 4.5 5.81 17.2 0.24663 2995 9.14 
2 0.80 210 − 4.5 5.83 17.5 0.21957 2501 8.55 
3 0.80 220 − 9 5.86 19.1 0.17173 2008 6.52 
4 0.80 220 − 9 5.87 19.5 0.13253 1549 4.98 
5 0.60 200 3 5.85 20.2 0.18223 2995 6.15 
6 0.60 200 3 5.86 20.6 0.16007 2507 6.04 
7 0.60 200 3 5.89 20.7 0.12343 2011 4.62 
8 0.40 200 12 5.88 21 0.12600 3003 3.28 
9 0.40 200 12 5.89 21.1 0.10967 2505 3.82 
10 0.40 200 12 5.91 21.3 0.08727 2015 2.94 
11 0.40 200 12 5.92 21.3 0.06230 1505 1.97  

Fig. 5. Test bench scheme.  
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adopted to track the pressure of the injected H2 and inside the cylinder. 
Apparent heat release rate curves for both simulations and experi

ments are computed by Eq. (1) (based on the first thermodynamic law) 
starting from the in-cylinder pressure traces. By integrating Eq. (1), MFB 
profiles and, hence, combustion indicators, are obtained. 

δQ
dt

=
1

γ − 1
⋅V⋅

dP
dt

+
γ

γ − 1
⋅P⋅

dV
dt

(1)  

γ is the specific heat ratio of the mixture (considered as pure air for 
simplicity and identically treated for both simulations and testing for 
consistency), P is pressure and V is volume. 

The air/fuel mixture quality is verified via a lambda sensor in the 
exhaust line. In this regard, lambda sensors are sensitive to the use of 
hydrogen as fuel. Therefore, during the experiments, three sensors are 
alternated to limit the uncertainty of the measure within a ±5 %. The 
accuracy is verified against data of mass flow rates for intake air and 
hydrogen. A schematic representation of the test bench is reported in 
Fig. 5. For completeness, it should be noted that the EGR line is not used 
in the experiments considered for the present analysis. 

3. Preliminary vessel simulations 

In-cylinder simulations include part of the internal portion of the H2 
injector, characterized by an annular orifice. This implies a high- 
resolution grid (with a characteristic cell size in the order of 10 μm, as 
in Ref. [38]) needed to discretize the internal nozzle annular channel. In 
order to limit the CFL number (which is already critical considering that 
the H2 flow is sonic), small volume cells lead in turn to reduced time-step 
values, with a further increase of the computational cost. In addition, 
since H2 injection occurs in the small volume between nozzle and cap as 
visible in Fig. 6, such volume should be meshed as well. Therefore, 
preliminary vessel simulations are carried out to evaluate the possibility 
to simplify the computational domain in proximity of the injector. The 
elimination of both the inner portion of the injector and of the cap 
volume prevents the use of very small cells and time-steps. The adopted 
numerical setup for the vessel simulations is presented at first, then re
sults are shown. 

3.1. Numerical setup 

3D-CFD vessel simulations consist in test cases characterized by a 
simplified geometry compared to the cylinder one, in order to facilitate 
and speed-up the analysis. In particular, the combustion chamber vol
ume is included in the simplified form of a fixed flat-piston cylinder 
(with mass exchange possible only via the H2 inlet) with no valves. 
Moreover, the geometrical symmetry is exploited, thus only one of the 
two injectors is included and half of the cylinder is considered. Simpli
fications on the chamber are allowed as the attention is focused on the 
injector. Two configurations are tested and visible in Fig. 7: the first one 
(A) with the complete injector geometry and the second one (B) 
including only the cap hole. 

Fig. 8 shows the section downstream of the inlet which is considered 
to monitor the average temperature and the hydrogen mass flow rate. 
The same section is used for both the simplified version and the full- 
geometry one, as it can be noticed comparing Fig. 8A) and B). 

Simulations are performed using SIMCENTER STAR-CCM+, licensed 
by SIEMENS. The Realizable k-ε turbulence model is used, with a low- 
Reynolds approach, despite the in-cylinder simulations are carried out 
by the k-ε RNG model (as it will described in the following). The reason 
is that the low-Reynolds version of the RNG model is not available in 
STAR-CCM+, thus the most similar model is adopted. Moreover, in a 
previous study conducted by Pavlovich [44], it was observed that when 
simulating supersonic jets in open vessels, also the Realizable k-ε 

Fig. 6. Injector and cap assembly.  

Fig. 7. Vessel geometries A) and B) are shown on the left and on the right, respectively.  
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turbulence model is able to effectively capture the flow characteristics. 
Finally, it is important to note that the comparison proposed in this 
paragraph only deals with two computational cases. In other words, it is 
a purely numerical analysis and no comparison against experiments is 
considered. 

In the light of the sonic/supersonic velocity and the Joule-Thomson 
effect, the fluid is simulated as a real gas, via the Soave-Riedlich-Kwong 
model. 

At the hydrogen inlet boundary, an experimentally derived trape
zoidal injection law is imposed for the mass flow rate, while the H2 total 
temperature is 293 K. The same mass flow rate and total temperature are 
applied to both the configurations. 

In order to select the initial vessel pressure, the actual injection 

process occurring in the engine is investigated to verify the presence of a 
choked flow for the whole injection duration of each condition. For the 
purpose, the first operating condition of Table 3 is considered as it is the 
most critical one, having the greatest injected mass and the lowest 
available time before combustion (because of the highest revving 
speed). As a result, the injection terminates in proximity of the TDC, 
with a high in-cylinder back-pressure. 

In order to confirm the choked flow, the critical static pressure below 
which a sonic flow verifies is calculated as in Eq. (2), using the throat 
section and the injector inlet pressure and temperature, pinlet as the inlet 
total pressure and k as the ratio of the specific heats. 

pcrit = pinlet

(
2

k+1

) k
k− 1

(2) 

Fig. 9 shows the H2 mass flow rate, the critical pressure and the 
experimental in-cylinder pressure for case 1 of Table 3. The black dashed 
curve points out the CA at which the in-cylinder pressure equals the 
critical one. Therefore, comparing the injection law and the dashed line, 
almost the entire injection (apart from the very last CAs) takes place at 
sonic conditions, terminating immediately after that chamber pressure 
rises above pcrit. This is even more true for the other conditions in which, 
as previously anticipated, injection terminates earlier. 

Since the injector always operates with choked flow, the injection 
flow is independent of the downstream condition. Therefore, the 
chamber pressure to be adopted in the preliminary vessel simulations 
discussed in the present paragraph is set to an arbitrary constant value 
(equal to 2 barA) below the critical pressure. Wall temperatures are set 
to 300 K, the adopted timestep is 5 × 10− 6 s and the characteristic mesh 
size is 0.5 mm. Localized mesh refinements of 0.2 mm are introduced 
around the injector in both the tested configurations. 

Fig. 8. Monitoring sections on geometry A) (on the left) and B) (on the right).  

Fig. 9. Critical pressure, experimental in-cylinder pressure and hydrogen mass 
flow rate for case 1 of Table 3. 

Fig. 10. Imposed (dotted line) and computed (solid lines) mass flow rates.  

Fig. 11. Computed (solid lines) and extrapolated (dotted line) static tempera
ture traces. 
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3.2. Results 

Fig. 10 shows the trapezoidal mass flow rate (dotted line) imposed at 
the inlet boundary of both the tested configurations and it is almost 
perfectly superimposed to the hydrogen mass flow (red line) recorded at 
the monitoring boundary of case B. The mass flow rate for the case A 
shows a little delay in the early phase due to the time needed to fill the 
fluid volume between injector and cap. Since such delay is almost 
irrelevant, the impact of the of injector simplification is considered as 
negligible. 

The total temperature is almost entirely conserved from the original 
to the simplified inlet boundary, since the heat losses in the region 
eliminated from the configuration B are negligible. Therefore, the static 
temperature on the monitored section is very close between case A and 
B. This result further justifies the geometrical simplification. Since the 

software used for the in-cylinder simulations needs the hydrogen static 
temperature at the inlet (instead of the total one), a trapezoidal law is 
derived from the results of Fig. 11 and it is the dashed line reported in 
the same figure. This is adopted in the in-cylinder simulations described 
in the next paragraph. 

As a further confirmation that it is possible to simplify the injector 
geometry without penalizing the quality of the results, the fuel con
centration distribution is reported in Fig. 12 during the injection process 
for both the original geometry and the simplified one. The distribution is 
similar between the two configurations. 

4. IN-CYLINDER simulations 

Moving to the in-cylinder simulations, the numerical setup is 
extensively described at first, then results are proposed and compared to 
the experimental counterpart, in order to validate the proposed nu
merical framework. 

4.1. Numerical setup 

Once the geometry is defined (balancing computational cost and 
accuracy), attention can be focused on in-cylinder simulations. Nu
merical and physical setup are reported hereafter. 

A RANS approach to turbulence is employed. Specifically, the k-ε 
RNG model [45,46] is preferred, as proficiently utilized in literature and 
by authors in previous analyses [47–52]. A high-Reynolds wall treat
ment is chosen in conjunction with a 0.3 mm thick prismatic layer on all 
the solid surfaces. Since a high-Reynolds approach is employed, the 
Improved GruMo-UniMORE heat transfer model developed by the au
thors [53–55] is adopted, accounting for the actual mixture Prandtl 
number and able to predict near wall quantities independently from 
near-wall grid resolution. 

The core mesh size is fixed at 2 mm with local refinement regions (at 
the spark plug and in correspondence of the simplified injectors) char
acterized by a size of 1.0 mm. This setup leads to a maximum number of 
cells (at BDC) equal to 320 k. In this regard, a mesh sensitivity analysis, 
reported in Appendix A, is carried out to prove that further refinements 
of the grid are not able to sensibly impact the results. The adopted 
computational mesh is reported in Fig. 13. 

The time step is chosen equal to 0.05◦ CA (corresponding to 2.77 ×
10− 6 s at 3000 rpm, 3.33 × 10− 6 s at 2500 rpm, 4.16 × 10− 6 s at 2000 
rpm and 5.55 × 10− 6 s at 1500 rpm) during valves opening and closing, 
injection and combustion, while 0.1◦ CA (corresponding to 5.54 × 10− 6 

s at 3000 rpm, 6.66 × 10− 6 s at 2500 rpm, 8.32 × 10− 6 s at 2000 rpm and 
1.11 × 10− 6 s at 1500 rpm) is adopted in the rest of the cycle. 

Constant values are adopted for pressure and temperature on intake 
and exhaust boundaries, with temperature values available from the 
experiments. The exhaust pressure is set equal to the atmospheric one. 

Fig. 12. Monitoring sections and corresponding comparisons between complete and simplified cases.  

Fig. 13. Computational mesh at BDC.  
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The intake pressure is calibrated to match the experimentally-derived 
cycle-averaged trapped air mass. The mass flow rate condition 
imposed at the H2 inlet boundary is the same trapezoidal law adopted in 
the previous paragraph. 

Wall temperatures are imposed following previous experiences of the 
authors on heat transfer analyses on both spark ignition and compres
sion ignition engines [56–58], and the adopted values are reported in 
Table 4. 

In order to start the combustion process (i.e., imposing an initial 
flame kernel and governing its growth rate), an in-house developed 
spark-ignition model is adopted. This model is implemented in a RANS 
framework and it includes many of the advancements in ignition 
modelling already validated for LES [59–61]. 

In order to simplify the modelling of the ignition process, different 
assumptions are made on the electrical circuit and kernel growth 
modelling, and briefly resumed in the following along with description 
of the ignition model. 

The electrical circuit dynamics is not considered for two reasons. 
Firstly, the electrical circuit transient phase has a minor impact on the 
arc discharge. As reported in Refs. [62–64], the time interval between 
nominal spark time and break-down is equal to few microseconds (in the 
order of 10μs), thus negligible in terms of CA at the currently analysed 
revving speeds. The break-down phase is even faster, thus negligible as 
well. Secondly, despite the electric circuit modelling allows to check the 
conditions for the ignition occurrence (in terms of break-down voltage 
and ignition energy), this is not necessary in the present analysis, thanks 
to the adopted ignition system which is inherited from SI gasoline en
gines. In fact, nor break-down voltage neither Minimum Ignition Energy 
(MIE) worsen moving from traditional fuels to hydrogen, even when the 
latter is exploited at very lean conditions (φ = 0.4). Starting from the 
break-down event, Tambasco [65] shows that the addition of methane to 
air does not remarkably affect the break-down voltage of the latter. 
Moreover, in Refs. [66–68] it is shown that the break-down voltage 
required by the hydrogen is lower than the air one. Hence, the 
break-down event should not be compromised in the present analysis. 
Focusing on the MIE, in Ref. [69] it is shown that the value in case of 
hydrogen-air mixture is lower or comparable to that of traditional fuels, 
even in case of very lean mixtures such as those (φ = 0.4) investigated in 
the present study. 

As for kernel formation and growth after the spark event, the nu
merical representation is inspired to the well diffused Herweg and Maly 
model [70], even if with some simplifications. From Ref. [70], Eq. (3) 
that governs kernel growth is inherited, where rk is the kernel radius, ρu 
density of unburned gases, ρk and Tk mean density and temperature of 

Table 4 
Wall temperatures.  

Combustion dome 523 K 

Piston crown 523 K 
Cylinder wall 453 K 
Intake valve stem and port 320 K 
Intake valve face 420 K 
Exhaust valve stem 720 K 
Exhaust valve face 720 K 
Exhaust port 473 K 
Spark plug 600 K  

Table 5 
Equivalence ratio, pressure and temperature at ST.  

Revving Speed [rpm] ER P [bar] T [K] 

1500 0.4 16.0 765 
0.8 23.6 806 

2000 0.4 16.6 762 
0.6 21.7 813 
0.8 24.3 807 

2500 0.4 17.0 764 
0.6 22.8 814 
0.8 26.3 819 

3000 0.4 16.2 768 
0.6 22.2 820 
0.8 24.5 821  

Fig. 14. Laminar Flame Thickness (LFT) and initial radius values for the 
operating conditions at 2000 rpm. 

Fig. 15. Velocity field at 700◦ CA.  

Fig. 16. The iso-surface at φ = 1 shows the impact of the swirl motion on the 
distribution of the hydrogen plumes for the case at φ = 0.8 and 3000 rpm. 
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the kernel. Vk and Ak are the kernel volume and surface. Sl and SPlasma 
are laminar flame speed and expansion velocity of the plasma channel. 
However, compared to the original version, pressure term contribution 
in Eq. (3) is neglected. Moreover, the turbulent flame speed (ST) is 
replaced by the laminar one (Sl). In Ref. [70], a complex expression for 
the turbulent flame speed is considered: in order to account for that, at 
very small diameters, ST has to reduce to Sl (since the turbulence is not 

able to affect the kernel), while at greater values of rk the impact of the 
turbulence becomes no more negligible. 

drk

dt
=

ρu

ρk
(Sl + SPlasma) +

Vk

Ak

[
1

Tk

dTk

dt

]

(3)  

In this case only Sl is considered and the turbulence contribution is 
neglected. This approximation is justified considering that Eq. (3) is 
exploited as long as kernel radius achieves 2 mm (after that, ignition 
model is switched off and only the G-Equation model acts governing the 
burn rate). As reported in Ref. [70], the contribution of the turbulence is 
significant just beyond radius values in the order of 2 mm. 

As for SPlasma, it is evaluated solving the one-dimensional unsteady 
heat conduction equation reported in Eq. (4), similarly to the Herweg 
and Maly model. 

ρcp
∂T
∂t

=
∂
∂x

(

k
∂T
∂x

)

+S (4)  

ρ and cp are density and specific heat, respectively. T and t are tem
perature and time. x is the space coordinate while k and S are thermal 
conductivity and source term. As for the plasma properties, in the pre
sent study the product ρcp is fixed to 8000 J/(m3K) and the thermal 
conductivity to 0.2 W/(mK). Compared to Ref. [70], S is neglected, i.e. 
the power provided by the ignition system is not accounted for. Using as 
boundary condition (x= 0) a temperature of 60⋅103 K [70], Eq. (4) 
limits to investigate the velocity of temperature diffusion along a spe
cific direction starting from a high-temperature source (corresponding 
to the plasma channel). It is useful to point out that the initial temper
ature at x= 0 is 60⋅103 K, while it is equal to the unburnt temperature at 
x> 0. 

Since Eq. (3) governs the kernel growth rate, an initial value for rk is 
needed and it is adopted equal to 1⋅10− 4 m. Even if not reported here for 
brevity, a sensitivity on the initial rk value is done and results do not 
remarkably change if lower or higher values are adopted, provided that 
the order of magnitude remains the same as the one of the adopted value 
(i.e., 10− 4 m). Such an order of magnitude derives from an estimation of 
the initial burnt mass volume carried out based on the approach pro
posed in Ref. [71]. In particular, the initial volume of burnt mass (Vk,init) 
is calculated as in Eq. (5), where a cylinder of height equal to the spark 
gap (dgap, equal to 0.5 mm in the present engine) and a radius equal to 
the flame thickness (δL) is considered. The initial radius (rk,init) of the 
spherical kernel is obtain from Eq. (6). 

Vk,init = dgapπδL
2 (5)  

Fig. 17. Equivalence ratio at 700◦ CA for the 3000 rpm case.  

Fig. 18. Probability density function of φ for all the equivalence ratios at 
3000 rpm. 

Fig. 19. Probability density function of φ for all the equivalence ratios at 
1500 rpm. 
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rk,init =

(
3

4πVk,init

)1/3

(6)  

δL values are calculated in the present work, for the investigated oper
ating conditions, via 1D (steady-state) freely propagating flame simu
lations in DARS v2020.1 licensed by SIEMENS PLM. A freely 
propagating flame model is a hypothetical model of a flat and infinitely 
large flame front propagating through a premixed medium [72]. The 
Shrestha [73] chemical mechanisms is adopted in this study, and sim
ulations are carried out for all the operating conditions: pressure, 

temperature and equivalence ratio values for the calculations are 
inherited from 3D simulations and experimental data. Adopted pressure 
and temperature are calculated as mass-weighted averages over the 
computational cells constituting the combustion chamber at spark time, 
reported in Table 5. The equivalence ratio values are the nominal ones 
reported in Table 3. EGR is neglected since the concentration is minimal. 

Firstly, chemical kinetics calculations are carried out only for the 
operating conditions at 2000 rpm, as Table 5 shows that p and T are 
strongly similar for the different revving speeds, on equal equivalence 
ratio. Therefore, the laminar flame thickness and the initial kernel radius 
would be similar as well. The calculated LFT values are reported in 
Fig. 14 along with the resulting initial kernel radii. The latter are almost 

Fig. 20. φ = 1 iso-surface at the EOI for all the equivalence ratios at 3000 rpm.  

Fig. 21. Equivalence ratio at 700◦ CA.  

Fig. 22. Mean specific turbulent kinetic energy for the φ = 0.8 cases at 
700◦ CA. 

Fig. 23. Probability density function of φ for all the engine speeds at φ = 0.8.  
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the same for the different equivalence ratios and justify the order of 
magnitude adopted in the present ignition model. 

Combustion is modelled by G-equation, a level-set-method based 
combustion model which separates the burnt region from the unburnt 
one by an iso-surface of a scalar named G. This iso-surface is defined as 
the G = 0 surface. It can be seen that the G = 0 iso-surface only defines 
the flame front position. To describe the flame structure in turbulent 
flows, the variance of G is also required, from which we can obtain the 
turbulent flame thickness. Transport equation for G is reported in Eq. 
(7). 

∂
∂t

ρG+
∂

∂xi
ρuG= ρST|∇G| (7)  

In order to account for flame quenching at the walls, a dedicated model 
is adopted [74]. It is based on the calculation of a quenching distance lq, 
as in Eq. (8). When the distance between a cell centroid and a wall is less 
than lq, the turbulent flame speed of the cell is set to the laminar flame 
speed. 

lq = fq

[
11.5μl

/(
ρC0.25

μ k0.5
)]

(8)  

fq is a parameter whose value is set to 5, as in Ref. [74]. ρ and μl are 
density and molecular viscosity, k is the turbulent kinetic energy and Cμ 
is the empirical coefficient adopted in the formulation of the turbulent 
viscosity. 11.5 represents the value of the dimensionless distance (y+) 
which should act as separation point between viscous sub-layer and 
log-region in the boundary layer. De facto, the model establishes that 
below a y+ of 57.5 (i.e. in both viscous sub-layer and buffer region) the 

flame stretch due to turbulence is negligible. This represents a simpli
fication of the Bruneaux [75] model. In fact, the latter provides for a 
correction of the integral length scale (to be adopted in the stretch effect 
calculation) approaching the wall, namely for y+< 50, since vortices 
larger than their distance to the wall are not expected to survive. In the 
present model, instead, for y+< 57.5, turbulence effect on the flame 
speed is totally neglected. 

Despite separation of burnt and unburnt gases is ideally governed by 
G iso-surface, the presence of a flame brush is considered by means of 
the definition of a reaction progress variable (c), determined by G via the 
algebraic relation reported in Eq. (9). 

c= a3

[

erf
(

a1G
lF,t

− a2

)

+1
]

(9)  

lF,t is the turbulent flame brush thickness given by Eq. (10). 

lF,t= α
̅̅̅̅̅
G′

√

|∇G|
(10)  

a1, a2, a3 and α values are equal to 1.8, 0.9, 0.5 and 1, inherited from 
Ref. [74]. Value of c ranges from 1 (unburnt mixture) to 0 (fully burnt 
mixture). 

The mean mass fraction of species i can be obtained by Eq. 11 

Yi = cYi,b + (1 − c)Yi,u (11)  

where Yi,b is the mass fraction of species i in the burnt region and Yi,u the 
mass fraction of species i in the unburnt region. For the calculation of the 
burnt gas composition, the one-step reaction mechanism reported in Eq. 
(12) is exploited. 

CnHm +
(

n+
m
4

)
O2 → nCO2 +

(m
2

)
H2O (12)  

Laminar and turbulent flame speeds are computed respectively trough 
Verhelst [76] and Damkholer correlations, hereafter briefly resumed. 
The first is based on 1D chemical kinetics computations based on the 
Konnov scheme [77] suitable for hydrogen oxidation, thus it does not 
take into account the flame instability effects associated to lean 
hydrogen operations. The LFS correlation is valid for p, T, φ and EGR 
ranges equal to 5 bar ≤ p ≤ 45 bar, 500 K ≤ T ≤ 900 K, 0.2≤φ ≤ 3, 0 mol 
%≤EGR≤50 mol%. 

As for the turbulent flame speed, the formulation is reported in Eq. 
(13). 

ST = SL

(

1 + A⋅
(

u’

SL

)
5
6

)

(13)  

SL is the laminar flame speed, u′ is the root-mean-square of the turbulent 
velocity fluctuations. A is an empirical coefficient which is set equal to 
3.3. 

4.2. Results 

In order to eliminate the influence of the initial conditions, multiple 
cycles are run for each investigated condition. For brevity, only the re
sults of the last cycles are proposed in the following. The investigated 
operating points are characterized by the set of equivalence ratio and 
revving speed values presented in Table 3. This allows to validate the 
simulation framework capabilities on a wide range of conditions (in 
terms of turbulence and mixture quality). 

4.2.1. Cold flow 
Before considering the hot portion of the cycle, attention is focused 

on the mixture preparation. The latter is strongly influenced by the flow 
field. The swirling motion inherited from the original Diesel operation 
and due to the intake port shape is clearly visible in Fig. 15, where the 

Fig. 24. Probability density function of φ for all the engine speeds in φ =
0.4 case. 

Fig. 25. Standard deviation of hydrogen mass fraction at 700◦ CA.  
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flow field is reported close to the TDC. The resulting intense flow field is 
able to deviate hydrogen jets, as shown in Fig. 16. H2 is carried around 
the chamber and this limits a complete mixing with the air. 

The consequence is a peculiar tendency of the investigated condi
tions to form regions of rich and lean mixture at the opposite sides of the 
combustion chamber, as visible in Fig. 17 which shows a comparison 
between the different equivalence ratios at 3000 rpm. In Fig. 18, the 
equivalence ratio probability density functions (PDFs) of the same cases 
show that the inhomogeneity increases with the average φ on equal 
revving speed and nearly equal injection start. This is motivated by the 
reduced mixing time for longer injection durations. The same compar
ison at 1500 rpm reveals an opposite trend. In fact, in Fig. 19, φ = 0.8 
case is characterized by a more homogeneous mixture than the φ = 0.4 
one. Such behavior is related to the short injection duration that char
acterizes φ = 0.4 cases. Since hydrogen is carried by the flow field 
around the chamber and the injection is short, fuel concentrates just in a 
limited sector of the cylinder. Increasing φ and thus the amount of fuel, 
the latter is more distributed along the circumferential direction, as 
shown in Fig. 20, promoting a more homogeneous mixture. This effect 
becomes more relevant at 1500 rpm than the one related to the reduc
tion of time available for the mixing. 

Considering the φ = 0.8 cases and comparing the equivalence ratio 
distribution for the different revving speeds as in Fig. 21, it is possible to 
notice that for lower rpm the mixture homogeneity improves, despite a 
lower turbulent kinetic energy as reported in Fig. 22. This emphasizes 
the dominant role of the mixing time over the turbulence intensity to 
achieve a uniform hydrogen-air mixture. At high revving speed (3000 
rpm), the injection terminates close to the TDC, thus H2 has no time to 
homogenize. At 1500 rpm, a greater time available for the mixing, leads 

to an extremely homogeneous mixture. Fig. 23 quantifies by means of 
PDFs the equivalence ratio distribution for all the engine speeds at φ =
0.8, confirming the presence of a more homogeneous mixture for lower 
engine speed. 

The trend of the PDF with respect to the revving speed for φ = 0.6 is 
the same. As for φ = 0.4, instead, the fuel distribution homogeneity 
seems to be poorly sensitive to the rpm value, as visible in Fig. 24. Such 
behavior is due to the effect previously described and shown in Fig. 20, 
which is related to the short injection duration that characterizes φ = 0.4 
cases. Because of the limited circumferential distribution of the fuel in 
the cylinder, the increasing available time for the mixing as the revving 
speed lowers cannot be adequately exploited. 

Finally, an overview of the mixture homogeneity in all the cases is 
proposed by means of the standard deviation of hydrogen mass fraction, 
reported in Fig. 25. 

As a conclusion of the cold flow analysis, it is possible to state that 
the proposed numerical framework is able to properly simulate flow 
field, injection process and mixing. Despite a direct validation is not 
possible, the capability of the model to reproduce the experiments will 
be confirmed in the following section on the combustion analysis of all 
the investigated conditions, whose numerical results are based on the 
presented injection and mixing analysis. 

4.2.2. Combustion 
Moving to the high-temperature cycle portion, numerical results are 

presented and compared to the experimental counterpart. As for the 
latter, data from test bench consist in phase-averaged pressure traces, 
and they are adopted as a reference for the model validation. An overall 
agreement is found between simulations and test bench measurements, 

Fig. 26. Numerical-experimental comparison in terms of average in-cylinder pressure.  
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as visible in Fig. 26. The major misalignment can be noticed for the case 
characterized by 1500 rpm and φ = 0.8, as the pressure is strongly 
underestimated during the expansion stroke. However, for this specific 
case, an inconsistency can be found in the experimental data. In fact, the 
in-cylinder pressure trace leads to an IMEP value that, combined with 
measured BMEP, results in an outlying FMEP value compared to the 
other cases. 

An error analysis is carried out to quantify the differences between 
simulated and experimental pressure traces by means of the scatter plots 
reported in Fig. 27, in which the coefficient of determination R2 is also 
reported. The latter is computed as in Eq. (14). 

R2= 1−

∑n

i=1
(yi − ŷi)

2

∑n

i=1
(yi − y)2

(14)  

yi and ŷi are the experimental and computed pressure values for the 
crank angle i, respectively. y is the phase-average of the experimental 
pressure values. The computation is focused on the combustion interval 
700◦–810◦ CA. 

The apparent heat release rate is analysed and reported in Fig. 28. 
The overall agreement between numerical and experimental outcomes is 

confirmed, and CFD is able to closely replicate phasing and duration of 
the investigated cases despite speed/mixture variation. Similarly to the 
comparison in terms of pressure, it is possible to individuate the 
misalignment during the expansion stroke for the case at 1500 rpm for φ 
= 0.8. In addition, it is evident that all the cases at 3000 rpm are affected 
by the same problem, that is combustion phasing is anticipated. 

In order to highlight the capabilities of the numerical framework, 
Fig. 29 reports the mass fraction of burnt fuel (MFB) for a selection of 
cases. In particular, a sensitivity to the mixture quality on equal revving 
speed as well as the opposite are proposed in Fig. 29A) and B), respec
tively. In both the figures, only the extremal operating points are pre
sented, for the sake of clarity. For a consistent comparison of the burn 
rates, the curves are shifted in the x-axis so that for each one the 50% of 
burnt mass occurs at 0◦ CA. This is motivated by the different start of 
combustion and MFB50% phasing of the original curves, hindering a 
clear comparison. In Fig. 29A) the numerical framework shows the 
correct sensitivity to the mixture quality. In Fig. 29B), instead, attention 
focuses on the revving speed. Despite a slight underestimation of the 
burn rate can be noticed at 1500 rpm, the sensitivity to the rpm value is 
coherent with the experiments, i.e. the combustion velocity nearly 
halves with the revving speed (as quantitatively confirmed in the 
following by the 10%–90% values), which means that it is almost con
stant considering the phenomenon on a time scale. The capability of the 

Fig. 27. Error analysis for all the calculated pressure traces.  
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model to reproduce this behaviour is not trivial, considering the in
fluences that simultaneously concur: on the one hand turbulence de
creases with the rpm value, leading to a lower burn rate; on the other 
hand, the mixture is much more homogeneous at low revving speed, as 
confirmed by the PDF curves, leading to a higher combustion velocity. 

In order to further quantify the agreement between CFD and exper
iments, Fig. 30 compares combustion phasing and duration for all the 
investigated cases. Starting from MFB50% (MFB50 in figure), operating 
conditions at 3000 rpm are characterized by a similar value and this is 
fairly reproduced by CFD. The same is valid at 2500 rpm as well, 
although CFD underestimates the MFB50% value for the φ = 0.4 case. At 
2000 rpm and 1500 rpm experiments show a delayed combustion for 
increasing equivalence ratio and this is properly reproduced in the 
simulations. Moving to the duration, all the revving speeds are 

characterized by the same behaviour, that is 10%–90% duration reduces 
as the mean equivalence ratio increases, which is again well reproduced 
by the CFD simulations. 

The characteristic swirl motion not only affects the mixing, but also 
the flame front propagation, as shown in Fig. 31. For brevity, only cases 
at 3000 rpm are proposed. A G = 0 iso-surface is visible at different CA 
and for different equivalence ratios, which should represent the position 
of the flame front. The latter is entrained by the flow field and rapidly 
consumes the mixture on the exhaust side. As shown in Fig. 17, for the φ 
= 0.4 case, the equivalence ratio on the exhaust side near the spark 
(bottom-right corner) is characterized by leaner values compared to the 
intake side. Therefore, the reason why the flame front propagates to
wards the exhaust for all the cases is not related to the mixture quality 
but, rather, to the effect of the local velocity field. Then, moving towards 

Fig. 28. Numerical-experimental comparison in terms of apparent heat release rate.  

Fig. 29. A) mass fraction burnt at 3000 rpm and different mixture qualities; B) mass fraction burnt at φ = 0.8 and different revving speeds.  
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the end of the combustion process, the mixture on the intake side is 
consumed as well. It is interesting to notice that, despite the combustion 
start largely differs for the three cases (it occurs 4.5◦, − 3◦ and − 12◦ CA 
BTDC), the end of the process is comparable. As visible at 720◦ CA, the 
flame front position strongly differs between the operating conditions, 
whereas at 740◦ CA it is comparable. 

As a final remark on the results, it is possible to state that the ca
pabilities of the proposed numerical framework are promising. A unique 
set-up (without case-by-case tuning) is adopted to simulate a consider
able number of cases characterized by largely different mixture qualities 
and revving speeds. Moreover, very lean conditions are available among 

the investigated cases, which are of strong interest for the engine com
munity working on H2 ICEs. The agreement with respect to the experi
ments reveals that the proposed numerical framework constitutes a 
valuable tool to support the design of H2 ICEs. 

5. Conclusions 

Work of researchers and designers in the ICE community is mainly 
oriented towards the reduction of the tailpipe emissions, especially CO2 
ones. Therefore, H2 combustion is gaining more and more interest. 3D- 
CFD tools can be proficiently exploited to develop H2 ICEs and, for this 

Fig. 30. Comparison in terms of combustion timing and duration for all the cases. A, C, E and G show the MFB50 at 3000 rpm, 2500 rpm, 2000 rpm and 1500 rpm, 
respectively; B, D, F and H report the combustion duration at 3000 rpm, 2500 rpm, 2000 rpm and 1500 rpm, respectively. 
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reason, a robust numerical methodology to simulate H2 combustion in 
ICEs (even at very lean conditions, which are de facto the ones of main 
interest) is needed. The goal of the present work is to propose and 
extensively validate a numerical framework to be adopted in 3D-CFD 
combustion simulations of H2 ICEs. 

In the first part of the work attention is focused on the hydrogen 
injector. In particular, the possibility to simplify the geometry of the 
combustion chamber near the nozzles is investigated, in order to reduce 
the computational cost. Thanks to dedicated 3D-CFD vessel simulations, 
it is proven that the internal geometry of the injector can be neglected in 
the in-cylinder simulations without penalizing the quality of the results. 

In the second part of the paper, 3D-CFD in-cylinder multi-cycle 
simulations are carried out at different conditions in terms of revving 
speed and equivalence ratio. Combustion is simulated even at very lean 
conditions (φ = 0.4) which are of outstanding interest for designers 
aiming at lowering NOx emissions which represent the main drawback 
of the H2 ICEs. Numerical results are validated against experimental 
measurements and an overall satisfying agreement is noticed without 
taking into account flame instability effects (even if for some operating 
points there is room for improvement). The most important outcome is 
that the agreement mentioned above is obtained with a unique setup of 
the numerical framework, that means no case-by-case tuning is carried 
out. This confirms the promising capabilities of the numerical frame
work which relies on in-house developed ignition and heat transfer 
models, a widely adopted flamelet combustion model, an improved 
correlation of laminar flame speed and a well-established turbulent 
flame speed correlation. 

From a design point of view, simulations allow to point out the strong 
sensitivity to the time available for mixing and to the interaction be
tween hydrogen jets and flow field. 

In the near future, the present numerical approach will be improved 
to account for NOx formation prediction thanks to a detailed chemistry 
approach and it will be validated against experimental measurements of 
NOx emissions. 
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Symbols/abbreviations 

Ak Flame kernel surface 
ainlet Sonic speed at inlet conditions 
AHRR Apparent Heat Release Rate 
BC Boundary Condition 
BDC Bottom Dead Center 
BMEP Brake Mean Effective Pressure 
bTDC before Top Dead Center 
C Progress variable 
Cp Specific heat at constant pressure 
Cμ Turbulent viscosity constant 
CA Crank Angle 
CFD Computational Fluid Dynamics 
CFL Courant-Friedrichs-Lewy 
CI Compression Ignition 
CR Compression Ratio 
dgap Distance between spark electrodes 
DI Direct injection 
ECFM Extended Coherent Flamelet Model 
FMEP Friction Mean Effective Pressure 
IMEP Indicated Mean Effective Pressure 
IVC Intake Valve Closing 
k Thermal conductivity 
lF,t Turbulent flame brush thickness 
LES Large Eddy Simulation 
MFB Mass Fraction Burnt 
MIE Minimum Ignition Energy 
MON Motor Octane Number 
P Pressure 
PCC Plume Combustion Concept 
PDF Probability Density Function 

Fig. 31. Flame front propagation for the cases at 3000 rpm.  
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pinlet Inlet pressure 
rk Flame kernel radius 
RANS Reynold Average Navier Stokes 
RON Research Octane Number 
RPM Revolution Per Minute 
S Throat section 
SL Laminar flame speed 
ST Turbulent flame speed 
Splasma Expansion velocity of plasma channel 
SI Spark Ignition 
SOI Start Of Injection 
ST Spark Time 
T Temperature 
Tk Flame kernel temperature 
TDC Top Dead Center 
TJI Turbulent Jet Ignition 
V Volume 
u’ Velocity fluctuations RMS 
yþ Dimensionless wall distance 
Y Mass fraction 
δL Laminar flame thickness 
φ Equivalence ratio 
γ Specific heats ratio 
λ Air-Fuel Equivalence Ratio (1/φ) 
μl Dynamic viscosity 
ρinlet Inlet density 
ρ Density 
ρu Unburnt density 
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