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Observation of a charge delocalization from Se vacancies in Bi2Se3: a positron
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By means of positron annihilation lifetime spectroscopy, we have investigated the native defects
present in Bi2Se3, which belongs to the family of topological insulators. We experimentally demon-
strate that selenium vacancy defects (VSe1) are present in Bi2Se3 as-grown samples, and that their
charge is delocalized as temperature increases. At least from 100 K up to room temperature both
V0
Se1 and V+

Se1 charge states coexist. The observed charge delocalization determines the contribution
of VSe1 defects to the n-type conductivity of Bi2Se3. These findings are supported by theoretical
calculations, which show that vacancies of non-equivalent Se1 and Se2 selenium atoms are clearly
differentiated by positron annihilation lifetime spectroscopy, enabling us to directly detect and quan-
tify the most favorable type of selenium vacancy. In addition to open-volume defects, experimental
data indicate the presence of defects that act as shallow-traps suggesting that more than one type of
native defects coexist in Bi2Se3. As will be discussed, the presence of a dislocation density around
1010 cm−2 could be the source of the detected shallow traps. Understanding the one-dimensional
defects and the origin of the charge delocalization that leads Bi2Se3 to be a n-type semiconductor
will help in the development of high quality topological insulators based on this material.

PACS numbers: 78.70.Bj, 61.72.jd

I. INTRODUCTION

Topological insulator (TIs) behave like an insulator in
the bulk, whereas it exhibits exotic metallic surface states
that are protected by time-reversal symmetry1–13. These
surface states exhibit a Dirac cone-like electronic struc-
ture, with a linear energy dispersion that falls within the
bulk energy gap. Moreover, the momentum and the spin
of electrons are locked in a way that electrons with op-
posite momentum have opposite spins14–16. Due to the
spin texture of the surface states, TI have attracted a
considerable interest in condensed matter community as
potential candidates for applications in spintronics and
quantum computing17,18.

However, most of TI compounds are not perfect in-
sulators in bulk and charge transport is dominated by
bulk carriers, being the main drawback for developing TI-
based devices for the aforementioned applications. Sur-
face sensitive techniques as angle-resolved photoemission
spectroscopy19,20 and scanning tunneling microscopy21,22

can be used to access the surface states regardless of
the electrical character of the bulk. Besides, optical
and transport techniques can be used to uncover the
physics of surface states. Nevertheless, the non-desired
bulk conductance hinders the realization of TIs in which
the transport properties would be mainly dominated by

the contribution of the surface states23–25. In order to re-
duce the bulk conductance and enhance the contribution
of the surface states, several methods such as gating26–28,
size-reducing29–32 and doping33–36 have been employed.

One of the most extensively studied TI compound is
Bi2Se3. This compound has a single Dirac cone at the Γ
point (k = 0) in the surface Brillouin zone. The energy
gap of this compound is a topologically non-trivial gap
with a value of 350 meV, higher than room temperature
energy scale. This value of the energy gap and the rela-
tively simple surface states make Bi2Se3 a good candidate
for potential future applications. Despite these promising
features, the bulk of Bi2Se3 is not a perfect insulator and
exhibits a large bulk carrier concentration that becomes
it in a n-type material. Thus, the Fermi level is shifted
to the conduction band, making difficult the characteri-
zation of the surface transport properties. Obtaining an
intrinsic TI material involves getting a controllable elec-
tronic structure in order to minimize the spurious bulk
contribution. The main reason claimed for the uninten-
tional intrinsic n-type doping of TIs, and in particular,
of Bi2Se3, are intrinsic defects, such as vacancies and
anti-sites37–39. Hence, a qualitative and quantitative in-
vestigation of the native defects in TIs is crucial in order
to be able to tune the electronic structure towards an
intrinsic TI. As a result, several investigations have been
carried out focused on uncovering the most favorable na-
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tive defects in Bi2Se3.

Most studies related with intrinsic defects in Bi2Se3,
have been conducted in the frame of theoretical studies
(e.g., Ref. [39–42]) and unfortunately only a few exper-
imental reports can be found38,43–46. Theoretical inves-
tigations present non-consensus results because different
types of the most favorable defects are predicted. More-
over, experimentally observed defects are not the same in
all cases and most of the theoretical calculations predict
a single type of defect to be the most favorable. Further-
more, both the calculated and experimentally obtained
charge state of defects are also different40,42–44.

In some of the previous works the defect formation
energies are also calculated39–42,45. All the same, the in-
terpretation varies significantly depending on the work
and on the employed theoretical method. Thus, an ex-
perimental tool capable to measure directly the native
defects seems to be of interest in order to determine
which of the theoretical predictions are the most ade-
quate. The shortage of experimental studies on the direct
detection of native defects is partly due to the existence
of few experimental tools capable to detect defects at
atomic scale, (e.g., nuclear magnetic resonance46, resis-
tive methods43,45 and microscopy methods38,44).

An additional technique capable to detect directly the
structural defects is positron annihilation lifetime spec-
troscopy (PALS). This technique has been widely used
over decades and it is a powerful tool for defect charac-
terization in semiconductors47. The positron lifetime is
directly related with the electronic density of the mate-
rial. Crystal imperfections such as vacancy defects alter
significantly the surrounding electronic density and the
positron lifetime varies when trapped in such defects. In
semiconductors, PALS also provides information about
the charge state of defects47.

Very little work has been carried out by using PALS
as defect detection technique for TIs. Devidas et al.
Ref. [48], presents a comparative study between PALS
and magnetotransport, where PALS measurements were
carried out at room temperature, suggesting the presence
of selenium vacancy defects. However, a temperature de-
pendent PALS study and the determination of the most
probable charge state of defects remains unperformed.
The temperature evolution of the average positron life-
time might determine the native defects of Bi2Se3, asserts
their charge state and also indicate the possible coexis-
tence of more than one type of defect. Investigating the
variation of the charge state of defects is crucial for a
better understanding of the origin of bulk conductance
and also for tuning the electronic properties in order to
be useful for applications.

In the present work we have investigated the native de-
fects in Bi2Se3 topological insulator by means of PALS,
on as-grown samples as well as, in order to modify the
defect concentration, on heat-treated samples. The ob-
tained results have been analyzed in the frame of theo-
retical trapping models. Additionally, we have calculated
the expected positron lifetime for a defect-free structure

and for a structure containing different type of vacancy
defects by using the Atomic Superposition Approxima-
tion method (ATSUP).

Our theoretical study shows that non-equivalent se-
lenium vacancies in Bi2Se3 are clearly differentiated by
positron annihilation lifetime, allowing the determina-
tion of the most favorable type of selenium vacancies.
These findings are supported by our experimental results
obtained on heat-treated samples. Additionally, we ob-
serve that the charge state of VSe1 varies as temperature
increases and we will show that neutral and positively
charged states coexist in Bi2Se3. The observed charge
delocalization quantifies the contribution of VSe1 to the
n-type conductivity of Bi2Se3 as neutrally charged va-
cancies ionize towards positively charged ones with in-
creasing temperature. Moreover, in coexistence with se-
lenium vacancies, defects that acts as shallow traps (ST)
are also present in Bi2Se3. Our experimental results are
compatible with the assumption that the source of ST
are dislocations. As the dislocations are associated with
one-dimensional fermionic excitations in a TI49 and the
fact that their strain can be used to enhance or destroy
the Dirac states50,51, the determination of the dislocation
density in the as-grown samples could be fundamental to
develop high quality TI compounds.

II. EXPERIMENTAL METHODS

FIG. 1. (Color Online). Crystal structure of Bi2Se3. The
quintuple layer (QL) is formed by two equivalent bismuth
atoms in a equivalent position and three selenium atoms
which are in two non-equivalent selenium positions denoted
as Se1 and Se2. Se1 atoms are located into atomic layers that
are bound by van der Waals forces. Se2 atoms are arranged
within the QL in which atoms are coupled by covalent forces.
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Single crystals of Bi2Se3 were grown by using the
Bridgman method. Stoichiometric quantities of 5N Bis-
muth and Selenium were melted together in a vacuum
sealed quartz ampoule, in order to synthesize a polycrys-
talline ingot. This polycrystalline ingot was the source
material for the growth by the Brigdman method in
which the melted material was subjected to a cooling
process under well-defined conditions regarding temper-
ature gradient and growth rate.

Fig. 1 shows the crystal structure of Bi2Se3. This com-
pound has a tetradymite crystal structure and the rhom-
bohedral layered structure is formed by quintuple layers
(QL)52. Each QL consist of five hexagonal closed-packed
atomic layers (Se1-Bi-Se2-Bi-Se1), with non-equivalent
Se1 and Se2 selenium atoms and two electronically equiv-
alent positions for the Bi atoms. The coupling between
atomic layers within a QL is strong, while each QL is
bound by van der Waals (VDW) forces.

PALS experiments have been performed using a fast-
fast timing coincidence spectrometer with a full width
at half maximum resolution of 250 ps. The detec-
tors are equipped with plastic scintillators from Saint-
Gobain (BC-422) and Hamamatsu photomultiplier tubes
(H1949-50) suited in a horizontal position (collinear ge-
ometry). Measurements have been taken in the 15 K -
315 K temperature range. The used positron source was
a 15 µCi 22NaCl encapsulated between 7.5 µm Kapton
foils and sandwiched by a pair of identical samples. In
order to ensure the same structural and compositional
properties, the measured samples were selected from the
same location of the Bi2Se3 single crystal. Additionally,
several pieces along the sample were measured, resulting
on identical PALS spectra. Positron data have been col-
lected with more than 3×106 counts and analyzed with
the POSITRONFIT code53.

All spectra have been analyzed after subtracting the
source contribution, which consists of two different com-
ponents. The lifetime related with the first one is typi-
cally around of 1500 ps54,55 and its intensity in all spectra
has been about 2.5 %. Although the origin of this com-
ponent is not entirely clear, it is supposed to be related
with the positronium formation on the surface. Indeed,
recent works demonstrate the existence of positron sur-
face states on topological insulators56 The second lifetime
component is related with the positron annihilation in
Kapton, which is 382 ps57,58. The calculated intensity59

for the positrons annihilating in Kapton has been 25 %,
whereas the experimentally obtained value of the inten-
sity that minimizes the chi-square (χ2) in the spectra has
been 24.5 %.

In order to avoid selenium evaporation, the heat treat-
ments of the Bi2Se3 samples have been performed at
9 × 102 mbar pressure and under high purity argon at-
mosphere. The samples have been kept at 423 K and
473 K during 30 minutes to ensure thermal equilibrium
and afterwards they have been quenched into ice water
at the triple point. Scanning electron microscope micro-
graphs have revealed that no oxidation process has hap-

pened. Additionally, the composition have been checked
by means of SEM after heat treatments and no composi-
tional change has been observed. Throughout this work
we have labeled the three states of samples: as-grown,
Q423 and Q473 respectively.

III. COMPUTATIONAL METHOD

For a better interpretation of lifetimes extracted from
PALS measurements, we have carried out calculations of
the positron lifetime in Bi2Se3 using a two-component
density functional theory60,61. The positron annihilation
rate λ, i.e. the inverse of the positron lifetime, is given by
the overlap of the positron density n+(r) and the electron
density of the crystal n−(r) as

λ =
1

τ
= πcr20

∫
n+(r)n−(r)γ(r)dr, (1)

where c is the speed of light in vacuum, r0 the classi-
cal electron radius and γ(r) the so-called enhancement
factor that comprises the enhanced electron density due
to the positron Coulombic attraction. The positron life-
times for perfect and defected lattices have been calcu-
lated by using the ATSUP method62. This approxima-
tion is widely used and the calculated lifetimes are in a
quite good agreement with measured positron lifetimes
in metals and semiconductors63–66. The electron density
n−(r), is constructed by adding individual atomic ni−
charge densities around Ri atomic positions, over all the
occupied atomic states:

n−(r) =
∑
i

ni−(|r−Ri|). (2)

The felt potential by the positron, V+(r), is constructed
as

V+(r) = Vc(r) + Vcorr[n−(r)], (3)

where Vc(r) is the Coulomb potential of the entire crys-
tal and Vcorr[n−(r)] the positron-electron correlation po-
tential, which depends on the electron density. The
Schrödinger equation is solved iteratively using a numeri-
cal relaxation method67 to obtain the positron wave func-
tion and its energy eigenvalue.

The local density approximation (LDA) has been used
to calculate both the correlation potential and enhance-
ment factor, which depends only on the local elec-
tron density on the positron site. We have used the
parametrization of γ(r) introduced by Boronski and
Nieminen (BN)61. Recently, Barbiellini et al68 have
shown that calculations performed using the parameter-
free generalized gradient approximation (PF) GGA, pro-
vides more accurate values comparing with LDA. How-
ever, in our case LDA itself seems enough to give account
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of the experimentally measured lifetimes.The simulation
has been carried out using a supercell method in which
periodic boundary conditions are considered. We have
checked that the difference in the size of the supercell
does not affect to the calculated lifetimes. The supercell
considered for vacancy calculations was a 4 × 4 × 4 ex-
pansion of the primitive cell, containing 320 atoms. The
orthorhombic unit cell has been constructed by using the
lattice parameters from Ref. [52]: a = b = 4.143 Å and
c = 28.636 Å.

IV. POSITRON TRAPPING AT DEFECTS

When a positron enters in a solid, it loses energy until
reaches the thermal equilibrium. Thermalization is fol-
lowed by diffusion through the solid, until the positron
annihilates with a surrounding electron. In a defect-free
lattice, the positron annihilates from the delocalized state
(i.e. Bloch state) at an average rate λb or with a char-
acteristic lifetime τb. However, solids have imperfections
in their lattice, such as vacancies, dislocations or anti-
site defects that may act as positron traps. The trapping
occurs when a positron turns from the Bloch state into
a localized state within a defect (i.e. the positron wave
function is localized at the defect). The κd trapping rate
of a defect is proportional to the defect concentration Cd
as κd = µdCd

69. The µd parameter is the specific trap-
ping coefficient of the defect and it depends on the type
of defect and on the surrounding lattice70,71.

When a sample contains different positron states (bulk
and defect states) where positrons may annihilate, the
statistically strongest parameter obtained from the PALS
spectrum is the average positron lifetime τ̄ , which is com-
posed by the different positron annihilation contributions
coming from the different positron states in the material.
The contributions are weighted with individual Ii inten-
sities, so that

τ̄ =
∑
i

Iiτi, (4)

where τi is the lifetime related with i-th defect. Vacan-
cies are the most important traps for positrons in semi-
conductors. Due to the lack of the positive ion, vacancies
act as deep traps for positrons. Vacancies are character-
ized by an open volume with an electron density lower
than the one corresponding to the perfect lattice and,
as a consequence, they exhibit longer positron lifetimes.
Additionally, depending on the charge state of defects,
the annihilation parameters change.

Positron trapping at positively charged vacancies is
practically forbidden because the Coulomb repulsion72.
However, neutral and negatively charged vacancies are
efficient positron traps. Although the trapping rate for
neutral vacancies is temperature independent, for nega-
tively charged vacancies, the long range potential induces
a series of precursor Rydberg states where positrons can

be trapped before getting trapped into the negative va-
cancy (direct transition from bulk into the deep state of
vacancy is considered as negligible72). Besides, the κR
trapping rate of the Rydberg states depends on temper-
ature,

κR = κR0T
−1/2 (5)

where κR0 is the trapping rate at a certain low temper-
ature. This means that in negatively charged vacancies,
the trapping rate of positrons also depends on tempera-
ture. Positrons trapped at precursor Rydberg states can
either be trapped into the deep state of the vacancy, or
be detrapped into bulk states by thermal stimulation. As
a result of the previous two channels for positrons, the
amount of positrons annihilating at vacancy states de-
creases as temperature increases. The detrapping-rate
δR from the Rydberg states is given by

δR =
κR

C−v

(
m∗kBT

2π~2

)3/2

exp

(
− ER
kBT

)
(6)

where C−v is the concentration of negatively charged va-
cancies, m∗ is the effective mass of the positron, kB the
Boltzmann constant, ~ the reduced Planck constant and
ER the positron binding energy at the Rydberg state73.
Summarizing, the positron trapping process at negatively
charged vacancy defects works as follows: positrons are
first trapped at Rydberg states at a κR rate. Once they
are trapped, positrons can be detrapped to a Bloch state
at a δR rate or they can suffer a transition into a deep
state of the vacancy at η rate. It is worth noting that
positrons cannot escape from the deep state, but they
will be annihilated at the vacancy with a well-defined
rate λv = τ−1v . Thus, combining trapping and the de-
trapping phenomena (Eq. (5) and Eq. (6)), the effective

κeffv− trapping rate of positrons at negatively charged va-

cancies can be written as72

κeffv− =
κR η

η + δR
(7)

=
κR0T

−1/2ηC−v

C−v η + κR0

(
m∗kB

2π~2

)3/2

T exp

( − ER
kBT

) (8)

In the case of neutral vacancies, the trapping rate does
not depend on temperature and by comparing with neg-
atively charged vacancies, the trapping coefficient µ0

v is
expected to be about one order of magnitude smaller72,74.
Due to the absence of long-range Coulomb tail, Rydberg
states are not induced in neutral vacancies and the trap-
ping at shallow Rydberg states is not possible. Thus, the
κ0v trapping rate for neutral vacancies is proportional to
the µ0

v specific trapping-coefficient, κ0v = µ0
vC

0
v . Often,

a temperature independent trapping rate at high tem-
peratures is a clear evidence for the presence of neutral
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vacancy defects. In fact, the different temperature depen-
dence that exhibit negative and neutral vacancies, allows
a selective detection between them.

Nevertheless, the charge state of a defect in a semicon-
ductor can vary with temperature and the defect may be
ionized. The defect ionization can be taken into account
by using the Fermi statistics75:

f(ε) =
1

1 +
1

g
exp

(
εd − εf
kBT

) (9)

where g is the degeneracy factor, εd the energy of the de-
fect level and εf the energy of the Fermi level. A change
in the charge state of a vacancy modifies the specific trap-
ping coefficient µv and therefore, the κv positron trap-
ping becomes a combination of the trapping characteris-
tic of each defect76,

κv = [f(ε)µ+ (1− f(ε))µ∗]Cv. (10)

Here, µ indicates the specific trapping rate related to
the more negatively charged vacancy and µ∗ the trap-
ping coefficient of the more positively charged defect. If
a transition occurs from negatively charged vacancies to
neutral vacancies, then µ > µ∗. However, considering a
charge state transition from neutral to positively charged,
µ� µ∗ and Eq. (10) can be simplified as κ ≈ f(ε)µ0

vC
0
v .

As positively charged vacancies are no longer attractive
for positrons, this fact can be also interpreted as a reduc-
tion in the concentration of the vacancies that are “seen”
by positrons. Indeed, this reduction is weighted with the
factor of Eq. (9).

Beyond open-volume defects, negatively charged de-
fects without open-volume (e.g., acceptor-type impurities
or anti-site defects), can also act as positron trapping
centers (also called ionic traps). The trapping occurs
when a positron in a delocalized state gets trapped in
the Rydberg states caused by the long-range Coulomb
of the defect potential77,78. In this case, due to the
lack of open volume, the position probability density of
positrons trapped at ST is extended into the bulk sur-
rounding the ST. Thus, the expected lifetime of positrons
trapped in ST is similar to that of the positrons in a
Block state or in a delocalized state. Due to the small
binding energy of positrons trapped at Rydberg states,
the trapping only occurs below room temperature79.

The physics governing the detrapping in non-open-
volume defects is almost identical to that previously de-
scribed. The activation energy of the detrapping process
is equal to the binding energy ER of positrons to Rydberg
states, and the detrapping rate has the same expression
as described in Eq. (6)? . In the case of ST, κR and
Cv must be substituted by κion and Cion because open-
volume defects and defects that act as ST have different
annihilation characteristics. Overall, the effective trap-

ping rate κeffion of non-open volume defects can be defined
as80

κeffion =
κion

1 + δionτion
, (11)

where δion is the detrapping rate of positrons from ST
and τion the lifetime related with ST. Since ST have sim-
ilar annihilation parameters than the bulk, τion = τb can
be considered. Thus, the direct detection of ST is of-
ten not possible. However, the pronounced temperature
dependence of the average positron lifetime, as a result
of competition between trapping at vacancies and at ST
proves their presence47.

Additionally, shallow positron trapping may also oc-
cur at defects that are characterized by a tiny open-
volume, related to a small binding energy, e.g., dislo-
cations. Although the exact mechanism of the positron
trapping at dislocations is not entirely clear, several mod-
els as, viz. transition-limited trapping in dislocations81,
the diffusion-limited trapping69, and the shallow-trap
model82 have been proposed so far. For most disloca-
tion types in semiconductors the open volume is expected
to be rather small and therefore, it is assumed that the
positron lifetime trapped at dislocation lines should be
almost the same as the bulk value47,83. Considering the
shallow-trap model, positrons are collected in the shallow
states created by the dilatational strain field84. These
shallow states act in the same way as the Rydberg states
mentioned in the case of negatively charged vacancies.
Due to that, positrons can also get detrapped from these
shallow states. The relation between κdis trapping and
the δdis detrapping rate for dislocations is given by73

δdis
κdis

=
m∗kBT

2Cdis~2
Erf

√Edis

kBT

 exp

(
−
Edis

kBT

)
(12)

where Cdis is the dislocation density and Edis is the
positron-dislocation binding energy.

In general, at low temperatures (< 100 K), ST con-
tribute more to the average lifetime as they are more
effective trapping centers than open-volume defects. As
said before, in ST, positrons are also extended into the
surrounding bulk and the annihilation parameters are al-
most equal to that of the perfect lattice (bulk). How-
ever, due to the weak binding energy, positrons can be
easily detrapped as the temperature increases. Thereby,
the detrapped positrons turn into the delocalized state
and the fraction of positrons annihilated in ST decreases.
Thus, in the case where ST and vacancy defects coexist,
the detrapping process results into an increasing average
lifetime with temperature. The lifetime related to open-
volume defects is always larger than that of the bulk and
in consequence, a strong variation in τ̄ is observed. At
high enough temperatures, positrons are efficiently de-
trapped from ST and at that point, they are only an-
nihilated from vacancy states and from the delocalized
state. In the case where there is only one vacancy state
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for positron annihilation, Eq. (4) adopts the well-known
one-trap model form,

τ̄ = τb
1 + κvτv
1 + κvτb

(13)

It is worth noting that this model can only be used at
high enough temperatures where the contribution of ST
can be neglected.

At low temperatures, the contributions from bulk, va-
cancies and ST must be taken into account, as positrons
can be annihilated in any of the aforementioned three
types of states. In the case where only one type of va-
cancy and ST are present, τ̄ comprises the contribution
of the annihilation in the three different states:

τ̄ = τb +
κv(τv − τb)
1
τb

+ κst + κv
. (14)

The last expression is the most general one for the
case where ST and one type of vacancy are present in
the material, where proper annihilation parameters must
be chosen for each defect.

V. RESULTS

A. Theoretical calculations

Table I. Calculated positron lifetimes and positron binding
energies for the perfect lattice (bulk) and for VSe1, VSe2, VBi

vacancy-type defects in Bi2Se3.

Positron Lifetime (ps) Binding Energy (eV)

Bulk 225 0.0

VSe2 226 0.013

VSe1 269 0.323

VBi 251 0.215

Calculations have been performed within ATSUP
method for a perfect lattice and for three possible types
of vacancy defects in Bi2Se3, using a grid of 803 points.
For the defected lattices, a big enough (4 × 4 × 4) su-
percell has been used to ensure that the density drops
to zero at the boundaries. Table I shows the compari-
son of positron lifetimes for the perfect lattice and for
the three types of vacancies: bismuth vacancy (VBi), the
vacancy of selenium located at layers that are bound by
VDW forces (VSe1) and the vacancy of selenium located
within the QL (VSe2). Only neutral vacancies have been
considered.

As shown in Table I, the calculated positron lifetime for
defect-free Bi2Se3 is 225 ps. In the case of a Bi vacancy
its value increases up to 251 ps. Regarding Se vacan-
cies, the obtained lifetime of 226 ps for VSe2 is close to

the bulk lifetime, while VSe1 has a much larger value of
269 ps. This means that non-equivalent Se vacancies are
distinguishable by PALS. The lifetime difference can be
explained considering two non-equivalent positions of Se
atoms.

As shown in Fig. 1, Se1 atoms are located within
the layers that are bound by VDW forces. However,
Se2 atoms are located within the QL which are strongly
bound by covalent forces. The distance between the lay-
ers bound by VDW forces is larger comparing to those
within the QL. Because of that, the open-volume created
for a Se1 vacancy (and in consequence also the related
positron lifetime) is much larger than the one of the Se2
and positrons are more localized in Se1 vacancies than in
Se2 vacancies.

Regarding the binding energy of positrons (see Ta-
ble I), the results indicate that VSe1 and VBi act as
deep positron traps, with a binding energy of 0.323 eV
and 0.215 eV respectively. However, theoretical calcu-
lations suggest that positron are weakly bound to VSe2

defects, with a binding energy of 13 meV. Due to the
low value of the binding energy, VSe2 might act as ST.
Eventhough proper binding energies must be calculated
self-consistently, the comparative results shown in Table I
are a guide of the relative trapping depth of positrons in
defects.

The obtained positron densities for both perfect and
defected Bi2Se3 are shown in Fig. 2. In the perfect lat-
tice, the maximum of the positron density is located in
the VDW gaps, but when vacancies are present, the
positron density is well localized within these defects.
The fact that in a perfect lattice, positrons are more con-
fined between the gap of QL demonstrates that positrons
are more sensitive to Se1 positions than to the selenium
atoms located within the QL. Even considering the pres-
ence of Se2 vacancies, the localization of the positrons
at VSe2 is comparable to the localization of positrons at
VDW gap in the perfect lattice.

B. Experimental results

As commented in section Sec. II, three samples of the
same composition, Bi2Se3, have been used in PALS ex-
periments; as-grown, Q423 and Q473. Q423 and Q473
samples correspond to a Bi2Se3 samples that have been
annealed to 423 K and 473 K respectively, and after-
wards, they have been quenched into ice water.

Fig. 3 shows the temperature evolution of the average
positron lifetime in the studied samples. In the as-grown
sample, the behavior of the average positron lifetime can
be divided in three well-differentiated regions. In the
low temperature region, from 15 K to 100 K, τ̄ increases
from 251 ps up to 266 ps. In the second region, up to
200 K, the average positron lifetime decreases by about
≈ 6 ps. Finally, up to room temperature, τ̄ remains
fairly constant at 260 ps. The pronounced temperature
dependence indicates the presence of a competition be-
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VBiVSe1VSe2

5 15 25 35 10 30 50 70

FIG. 2. (Color online). From left to the right, the calculated positron density for Bi2Se3 for a perfect lattice (bulk), and a
lattice with VSe2, VSe1 and VBi respectively, plane (110). Positions of Se1, Se2 and Bi atoms marked with dots and colored in
accordance with Fig 1.

tween open-volume trapping centers (e.g., vacancies) and
shallow positron traps47.

In the temperature range between 100 K and 200 K,
the average positron lifetime for the as-grown sample de-
creases about 6 ps, from 266 ps to 260 ps. At these tem-
peratures, positrons are effectively detrapped from ST
and vacancies become the most efficient trapping centers
for positrons. So, the decrease in τ̄ has to be attributed
to the change in the annihilation parameters of vacancies.
However, there are several processes that could explain
the observed behavior, for instance: positron detrapping
from extended Rydberg states of negatively charged va-
cancies and the consequent temperature-dependent trap-
ping coefficient (κv ∝ T−1/2), and also a change in the
charge state of vacancies. Since the fitting provides the
most reliable explanation, these hypothesis are discussed
further below, in the following section Sec. VI, specifi-
cally in VI B.

From 200 K up to room temperature, the average
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FIG. 3. (Color online). Temperature evolution of the aver-
age positron lifetime for the as-grown (orange), and quenched
from 423 K (Q423, red) and 473 K (Q473, blue) Bi2Se3 sam-
ple.

positron lifetime in the as-grown sample remains almost
constant. The temperature independent behavior of the
average positron lifetime above 200 K, indicates the pres-
ence of neutral vacancies.

Besides the as-grown sample, the evolution of the τ̄ in
Q473 sample shows different features, see Fig. 3. At low
temperatures the average lifetime of Q473 sample has a
value close to 269 ps, that is significantly longer than
the lifetime of 251 ps observed in the as-grown sample.
Additionally, as temperature increases, τ̄ decreases. At
125 K, it matches the value of 266 ps measured at the
same temperature in the as-grown sample. Afterwards,
up to room temperature, τ̄ remains almost constant but
fluctuating around 266 ps. Despite of the difference at
low temperatures, the average lifetime trend after 125 K
is similar to the as-grown sample. However, the τ̄ value
differs in about 6 ps. The observed difference between
the as-grown and Q473 sample at low temperatures can
be easily explained assuming the presence of additional
open-volume defects, such as vacancies, that have been
retained during the quenching from 473 K. The higher
the vacancy concentration, the closer will be τ̄ to the
vacancy-related positron lifetime.

Fig. 3 also shows the temperature evolution of τ̄ in
sample Q423. The thermal treatment applied to this
sample is similar to the one applied to the Q473. How-
ever, in the case of Q473 sample, the annealing tempera-
ture before quenching has been 423 K, 50 K smaller than
the one applied to the other quenched sample. Therefore,
one should expect in this case a smaller amount of re-
tained vacancy content than in Q473 sample, but higher
than in the as-grown one. At very low temperature, the
value of τ̄ in Q423 sample (see Fig. 3) is 260 ps and in-
creases up to 267 ps at around 100 K. In this temperature
range, τ̄ shows an intermediate behavior between those
of the as-grown and Q473 sample. For higher tempera-
tures, the trend of τ̄ in Q423 sample is very similar to
that followed by the Q473.

The temperature dependence of τ̄ in both, as-grown
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and Q423 samples, indicates the presence of ST, that
act as competing trapping centers to vacancy defects77.
However, in Q473 sample there is no evidence of the pres-
ence of ST. In the quenching process from 473 K, the
equilibrium vacancy concentration of that temperature
is mostly retained and the concentration is high enough
to overtake the ST contribution. Thus, no feature of ST
is shown in the PALS spectrum of Q473 sample. How-
ever, in the case of Q423 sample, the equilibrium vacancy
concentration at 423 K is lower than the one correspond-
ing at 473 K and, as a consequence, the behavior of τ̄
shows again the contribution of ST.

VI. DISCUSSION

A. Identification of defects in Bi2Se3

In the as-grown sample, the average positron lifetime
shows a strong temperature dependence suggesting the
presence of both open-volume defects and defects that
act as ST. Decomposition of the average positron life-
time provides detailed information of defects with longer
lifetime. However, this decomposition was not feasi-
ble. As our theoretical results suggest, the ratio between
the shortest and the largest lifetime values, τb/τSe1 is
1.19 < (1.3 − 1.5) and consequently, it is not enough to
perform a reliable lifetime spectrum decomposition. Nev-
ertheless, the temperature evolution of τ̄ gives plenty of
information. Although the fitting is more difficult than if
τ̄ could be decomposed, it is still possible to fit the data
using the general model described in Sec. IV.

In the as-grown sample, at 125 K, τ̄ shows a maximum
value of 266 ps, quite close to the 269 ps calculated for
the Se1 vacancy. The calculated characteristic lifetimes
of VBi and VSe2 are significantly shorter, 251 ps and 226
ps respectively (see Table I). Thereby, the open-volume
defects involved at 125 K must be VSe1.

This hypothesis is reinforced by the behavior of τ̄ in
Q473 sample. As shown in Fig. 3, at 15 K, the value of
the average lifetime of 268 ps is almost exactly the same
as the predicted by theoretical calculations for VSe1, 269
ps. Although at low temperatures, ST are much more ef-
ficient trapping centers than open-volume defects, a large
vacancy concentration could, in principle, overcome the
ST component. In this specific case, the influence of the
vacancies created by quenching is superimposed and τ̄
rises up to 268 ps. Thus, we can conclude that measured
vacancies in the three studied samples are VSe1.

The fact that during quenching VSe1 are created can
be understood by considering the different binding ener-
gies of Se1, Se2 and Bi atoms. Se1 atoms are located in
the layers that are bound by VDW forces and this cou-
pling is weaker than the covalent forces which bind the
Se2 and Bi atoms. Therefore, the energy needed to cre-
ate a VSe1 has to be lower than for VSe2 and VBi. In a
nutshell, the difference in the coupling explains why dur-
ing quenching VSe1 are created instead of VSe2 and VBi.

Calculations of defect formation energies performed by
other authors33,41,42 also supports this interpretation.
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FIG. 4. (Color Online). Fitted τ̄ in high temperature region
for the as-grown sample, assuming that VSe1 are negatively
charged. The red dashed line shows the predicted behavior
of the τ̄ considering thermal detrapping from Rydberg states.
Green dash-dotted curve shows the evolution of the average
positron lifetime in the limit η →∞.

For the as-grown sample, the decrease that τ̄ exhibits
in the temperature range from 125 K up to room tem-
perature cannot be explained considering that VSe1 are
negatively charged. Neither the temperature dependence
of negatively charged vacancies nor the detrapping from
their Rydberg states can explain the observed behavior
of τ̄ .

Fig. 4 shows the predicted evolution in the high tem-
perature region of τ̄ considering the presence of nega-
tively charged V−Se1 defects. In this region, the con-
tribution of ST is negligible so Eq. (13) can be used.
Eq. (8) describes the effective trapping rate for negatively
charged vacancies where positron detrapping from Ryd-
berg states is also taken into account.

On the one hand, positrons trapped at Rydberd states
of the vacancy can get detrapped as soon as temperature
increases. Although the model that takes into account
the detrapping fits quite well in the region 100 K - 200
K (see Fig. 4, red dashed-line), the behavior of the pre-
dicted average positron lifetime differs significantly from
the experimental results at higher temperatures (200 K -
315 K). As the number of positrons detrapped from Ryd-
berg states increases exponentially, the contribution from
V−Se1 decreases in the same amount, resulting in a mono-
tonically decreasing behavior of the calculated τ̄ (Fig. 4,
red dashed-line).

On the other hand, as some authors point out80, if
the transition from the Rydberg states to the ground
state in the vacancy is fast enough (η →∞), the detrap-
ping effect can be neglected and the effective trapping
rate of Eq. (8) turns into Eq. (5) (Fig. 4 green dash-
dotted). In this latter case, the trapping rate of nega-
tively charged vacancies depends on temperature and is
proportional to T−1/2. Thus, as temperature increases,
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the effective trapping rate at V−Se1 should decrease and,
in consequence, the average lifetime also should decrease.
However, the slope of T−1/2 is quite far from the experi-
mental one in the temperature region from 125 K to 200
K.

Thus, the presence of negatively charged VSe1 cannot
explain the behavior of τ̄ in the as-grown Bi2Se3 sample,
and we can conclude that at low temperatures, the charge
of the Se1 vacancy has to be neutral.

Nevertheless, the indication of the presence of the neu-
trally charged vacancies is often the lack of temperature
dependence in τ̄ . Then, the sudden decrease of τ̄ between
100 K and 200 K can only be explained assuming that Se1
vacancies suffer a charge-state transition from neutral to
positively charged, V0

Se1 → V+
Se1. In order to analyze

the data in which the variation on the charge state of
VSe1 is taking place, the trapping rate must be modified
and Eq. (10) turns into κ0v = f(ε)µ0

vC
0
v . As the charge

state is related to the Fermi distribution from Eq. (9), the
higher the temperature, the larger the amount of defects
that will ionize to the positive charge state.

The temperature behavior of τ̄ in the as-grown and
Q423 sample below 100 K is a telltale sign of the pres-
ence of ST. It indicates that, in addition of VSe1 defects,
additional native defects also coexist in as-grown Bi2Se3.
The increase of τ̄ from 15 K to 125 K is due to the com-
petition between the VSe1 defects and defects that act
as ST. Thus, in order to fit the data, the most general
expression, that is Eq. (14), has to be employed. In this
equation, theoretically calculated values for τb = 225 ps
and τv = 269 ps have been used. The expression for κ0v
trapping-rate used for neutral vacancies at low temper-
atures is the same as the one used for high temperature
regime, κ0v = f(ε)µ0

vC
0
v .

Related to ST, in the case of non-open volume defects,
the effective trapping rate is given by Eq. (11). However,
in the as-grown and Q423 sample, it was not possible
to fit the low-temperature region using the latter expres-
sion which takes into account the detrapping phenomena
for ST without open volume defects. As anti-site do not
possess any open volume, it is reasonable to think that
negatively charged BiSe and SeBi anti-site defects can-
not be the source of the ST contribution. On the other
hand, theoretical calculations suggest that VSe2 vacan-
cies might act also as ST due to low binding energy of
positrons, and also because the related positron lifetime
is very close to the one of the perfect lattice. As shown
in Table I, the calculated lifetime difference between the
bulk and VSe2 is 1 ps.

However, the vacancy concentration ratio between
VSe1 and VSe2 would not be consistent with the calcu-
lated defect formation energies if the source of ST would
be VSe2 defect. The concentration of vacancies (Cv)
can be estimated according to Boltzmann distribution by
means of Cv = N exp(−Ef/kBT ), where N is the con-
centration of atomic site where the defect can be incorpo-
rated and Ef the formation energy of the defect42. Using
the formation energies of VSe1 and VSe2 from Ref. [42],
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FIG. 5. (Color Online). Fitted data for as-grown, Q423 and
Q473 samples.

the ratio of CSe1/CSe2 at room temperature is ≈ 105.
This means that the concentration of VSe2 would be of
the order of magnitude ≈ 1012cm−3 that is out of the sen-
sitivity range of positron techniques. Thus, VSe2 cannot
be the source of ST.

In fact, the low temperature region for the as-grown

and Q423 samples can only be fitted assuming one κeffst

analogous to Eq. (7). This means that ST might be char-
acterized with a very small open volume that is related
to a small binding energy of the positron to the defect.
The strong temperature dependence of τ̄ indicates that
positrons are thermally detrapped from ST. After at-
tempting several models, the best fit has been obtained
considering a trapping-detrapping ratio for ST described
by Eq. (12).

B. Fitting Process

Fitted results for as-grown, Q423 and Q473 samples
are shown in Fig. 5 and parameters obtained by the fit-
ting process are listed in Table II. The best fit of τ̄ for
the three samples has been obtained considering on the
one hand, the presence of ST, and on the other hand,
considering open-volume defects (VSe1) that suffer V0

Se1
→ V+

Se1 charge state transition.
In the fitting process the specific trapping coefficient
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Table II. Results obtained from the fitting process in the as-grown, Q423 and Q473 samples.

VSe1 Vacancy Defect Dislocations

Cv(125 K) (cm−3) Cv(315 K) (cm−3) Est (meV) Cdis (cm−2) µst(20K)(s−1)

As-grown 5.3× 1017 3.1× 1016 22 3.5× 1010 1.3× 1016

Quenched 423 K (Q423) 1.0× 1018 9.0× 1016 20 2.1× 1010 1.3× 1016

Quenched 473 K (Q473) 2.0× 1019 1.1× 1017 23 2.5× 1010 1.0× 1016

used for neutral vacancies has been 5×1015 s−1, consis-
tent with the values in the literature72,74. The decrease
that τ̄ exhibits in the temperature range from 125 K up
to 200 K for the as-grown sample can only be explained
under the assumption that the concentration of neutr-
lly charged VSe1 vacancies varies as the temperature in-
creases (see Fig. 3). The neutral vacancy concentration
in the as-grown Bi2Se3 at low temperatures is 5.3× 1017

cm−3 and due to a charge delocalization, the concen-
tration of neutrally charged vacancies decreases down to
3.1× 1016 cm−3 at room temperature.

The model used for ST in order to fit the low temper-
ature regime, is compatible with the shallow-trap model
considered for dislocations. Indeed, an effective trapping
rate analogous to the one provided by Eq. (7) for ST, has
been applied in the case of dislocations82,85. This model
predicts values of positron lifetime between the one of the
bulk and the one related to typical monovacancies47,86.
This fact would explain the intermediate measured value
of 251 ps at 15 K (between bulk lifetime, 225 ps and
VSe1, 269 ps) that τ̄ shows in the as-grown Bi2Se3 sample.
Moreover, the best fit has been obtained assuming that
ST are negatively charged that is in a good agreement
with the fact that in most of n-type or undoped semi-
conductors, dislocations are usually negatively charged85.
The fitting and the obtained results suggest that the
source of ST might be negatively charged dislocations al-
though more studies should be performed to further con-
firmation. The presence of dislocations in Bi2Se3 have
been reported in previous works and they can be used
to enhance or destroy the Dirac states by their induced
strain50,51. Moreover, dislocation lines are associated
with one-dimensional fermionic excitations in a TI49.

Under the assumption that the source of ST might be
negatively charged dislocations, and considering that dis-
locations are a chain of spherical scattering centers50,87,
the performed fit leads to a Cdis dislocation density rang-
ing between 3.5− 2.1× 1010 cm−2 for the as-grown and
quenched samples, see Table II. These values are consis-
tent with the dislocation density (≈ 109 cm−2) reported
in Bi2Se3 by previous works88.

The µst specific trapping rate for ST obtained from the
fit is µst ∝ 1016 s−1 in the three samples, which is the
typical value for negatively charged defects47. Addition-
ally, the value of the positron binding energy of the ST
for the three samples is around 20 meV, very close for
the expected ST in general (< 0.1 eV), and in particular,
for dislocations, because the related open volume is sup-

posed to be rather small. In summary, if the source of
ST are dislocations, the obtained results indicate that the
annihilation parameters related with dislocations as well
as their concentration do not change significantly among
the three studied samples.

However, the obtained V0
Se1 neutral vacancy concen-

tration at 125 K in the as-grown, Q423 and Q473 sam-
ples are 5.3× 1017 cm−3, 1.0× 1018 cm−3 and 2.0× 1019

cm−3 respectively, and they change to 3.1 × 1016 cm−3,
9.0×1016 cm−3 and 1.1×1017 cm−3 at room temperature.
Thus, only by considering a change in the V0

Se1 concentra-
tion, it is possible to model the temperature evolution of
τ̄ for these three samples. This indicates that the change
in all three spectra comes from the vacancy-related an-
nihilation parameters.
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FIG. 6. (Color Online). Evolution of neutrally charged va-
cancy concentration for as-grown (dashed line), Q423 (solid
line) and Q473 (dash-dotted) samples. The decrease of the
V0
Se1 concentration indicates that some of neutrally charged

vacancies have become positively charged due to the charge
delocalization.

The observed charge delocalization could also explain
the reported concentration of free carriers in Bi2Se3.
Each ionized selenium vacancy can contribute with one
or two electrons to the bulk conductivity. Even though,
by PALS it is not possible to know if one or two electrons
are ionized from VSe1, we can estimate the lower and the
upper bound of VSe1 contribution to the bulk conduc-
tivity. In the case where vacancies are doubly ionized,
the resulting contribution of ne carrier concentration is
proportional to the ionized vacancy concentration C∗v as
ne = 2 × C∗v , where the factor two accounts for the two



11

ionized electrons from each vacancy. On the other hand,
when vacancies are single ionized, their contribution to
the n-type conductivity has the same value as the ionized
vacancy concentration.

Considering the vacancy concentration measured by
PALS from which the charge has been delocalized, it
leads to a contribution to the carrier concentration rang-
ing between 5 × 1017 cm−3 and 3.9 × 1019 cm−3. These
values are in good agreement with the reported carrier
concentrations obtained by transport measurements and
by Hall effect19,89–91, which range between 2×1017 cm−3

and 3× 1019 cm−3.
The variation of V0

Se1 neutral vacancies resulted from
the fitting process for the three samples are shown in
Fig. 6. These values are in a good agreement with pre-
vious reports19,92, although here there is a change in the
V0

Se1 concentration as the temperature increases. This
does not mean that the vacancies are annealing or disap-
pearing. With increasing temperature, vacancies which
suffer the transition to the positively charged state, are
no longer detectable for positrons as they do not act as
positron trapping centers. This reduction of V0

Se1 vacan-
cies is related with the factor f(ε) of Eq. (9).

In order to fit the observed ionization process, a tem-
perature dependent εf (T ) fermi level must be considered
in which the energy difference between the defect energy
level εd and the Fermi level εf varies about ≈ 300 meV
from 15 K up to 315 K. As temperature increases, the
contribution of native defects affects the pinning of εf .
For the εd energy of VSe1 level the value of 0.079 eV below
the conduction band minimum reported in Ref. [42] has
been used. The degeneracy factor g of Eq. (9) has been
set as g = 1, because neutral vacancy defects have no
spin degeneracy as they have no bound carriers75. Such a
change in εf (T ) has been observed in a previous report45.

Although it is clear that neutrally charged VSe1 vacan-
cies suffer a charge state change, the value of 260 ps in the
as-grown sample at room temperature suggests a charge
state coexistence of neutrally and positively charged VSe1

defects. The charge delocalization process takes place, at
least, between 100 K - 200 K. From this temperature, τ̄
remains constant around 260 ps up to room temperature.
This average lifetime value is quite far from the one ex-
pected for the bulk lifetime of 225 ps. Due to the fact
that τ̄ does not depend on temperature in that range,
it indicates that neutrally charged vacancies have to be
present in Bi2Se3 at room temperature. On the whole,
the results indicate a coexistence of both V0

Se1 and V+
Se1

defects in the temperature range of 125 K - 315 K and
confirms the role that VSe1 have in the origin of n-type

doping in Bi2Se3 because the observed charge delocaliza-
tion process.

VII. SUMMARY AND CONCLUSION

By means of positron annihilation lifetime spec-
troscopy we have characterized the native defects in
Bi2Se3 from a combined theoretical and experimental
study. Our results confirm that more than one type of
defects are present. A temperature study of the positron
annihilation lifetime for the as-grown sample clearly indi-
cates the presence of both ST and open-volume defects.
Although the source of the defects that act as ST has
not been conclusively determined, a shallow-trap model
for dislocations fits quite well the experimental data, sug-
gesting that dislocations would be the source of these ST.
Besides, no direct detection of negatively charged anti-
sites defects acting as ST has been observed in PALS
experiments suggesting that anti-site defects might not
be negatively charged or in a not enough concentration
to overcome their contribution at low temperatures.

Moreover, theoretical calculations point out that the
two non-equivalent selenium vacancies in Bi2Se3 are
clearly differentiated by their related positron annihila-
tion lifetime and consequently identification of the proper
selenium vacancies present has been possible.

Finally, we have demonstrated that, due to the charge
delocalization, at least in the temperature range from 125
K up to 315 K two charge states of selenium vacancies
(V0

Se1 and V+
Se1) coexist. This result confirms the role of

VSe1 defects in the n-type nature of Bi2Se3 and quan-
tize how the charge is delocalized from these vacancies
as temperature increases.

ACKNOWLEDGEMENTS

This work is supported for the Basque Government
Grant IT-443-10 and partially supported by the Spanish
Ministry of Economy and Competitiveness (MINECO)
under the project TEC2014-60173 and by the Generalitat
Valenciana under the projects Prometeo II 2015/004 and
ISIC/2012/008. I. Unzueta also wants to acknowledge
financial support from the Basque Government Grant
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61 E. Boroński and R. M. Nieminen, Phys. Rev. B 34, 3820
(1986).

62 M. J. Puska and R. M. Nieminen, J. Phys. F: Met. 13, 333
(1983).

63 J. M. C. Robles, E. Ogando, and F. Plazaola, J. Phys.
Condens. Matter 19, 176222 (2007).

64 K. O. Jensen, J. Phys. Condens. Matter 1, 10595 (1989).
65 B. Barbiellini, M. J. Puska, T. Korhonen, A. Harju,

T. Torsti, and R. M. Nieminen, Phys. Rev. B 53, 16201
(1996).

66 T. Korhonen, M. J. Puska, and R. M. Nieminen, Phys.
Rev. B 54, 15016 (1996).

67 G. Kimball and G. Shortley, Phys. Rev. 45, 815 (1934).
68 B. Barbiellini and J. Kuriplach, Phys. Rev. Lett. 114,

147401 (2015).
69 W. Brandt and R. Paulin, Phys. Rev. B 5, 2430 (1972).
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