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 Portable Document Format (PDF) files as well as files in several other formats 

such as (.docx, .hwp and .jpg) are often used to conduct cyber attacks. 

According to VirusTotal, PDF ranks fourth among document files that are 

frequently used to spread malware in 2020. Malware detection is challenging 

partly because of its ability to stay hidden and adapt its own code and thus 

requiring new smarter methods to detect. Therefore, outdated detection and 

classification methods become less effective. Nowadays, one of such methods 

that can be used to detect PDF files infected with malware is a machine 

learning approach. In this research, the Support Vector Machine (SVM) 

algorithm was used to detect PDF malware because of its ability to process 

non-linear data, and in some studies, SVM produces the best accuracy. In the 

process, the file was converted into byte format and then presented in Byte 

Frequency Distribution (BFD). To reduce the dimensions of the features, the 

Sequential Forward Selection (SFS) method was used. After the features are 

selected, the next stage is SVM to train the model. The performance obtained 

using the proposed method was quite good, as evidenced by the accuracy 

obtained in this study, which was 99.11% with an F1 score of 99.65%. The 

contributions of this research are new approaches to detect PDF malware 

which is using BFD and SVM algorithm, and using SFS to perform feature 

selection with the purpose of improving model performance. To this end, this 

proposed system can be an alternative to detect PDF malware. 
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1. INTRODUCTION  

In the era of the Industrial Revolution 4.0, the use of digital documents has been considered a common 

thing to do. This is because many benefits are felt, both in terms of time and cost. The use of digital documents 

has been widely used in organizations and institutions. One of the digital documents that is often used is 

Portable Document Format (PDF). PDF contains a combination of text, vector graphics, and raster graphics. It 

can also contain an audio or video content. Because of its increasingly widespread use among the public. This 

makes PDF files more often targeted by attackers [1], [2]. 

Over the years, malware attacks have been increasing rapidly, according to [3], there were billions of files 

infected with malware in 2021. This makes malware attacks a very serious threat to computer users [4], [5]. 

According to the 2021 Annual Report on Cyber Security Monitoring issued by BSSN,   PDFs as well as several 

other files such as (.docx, .hwp and .jpg) are very often used to carry out cyber attacks [6], [7]. Furthermore, 

VirusTotal reported that PDF ranks fourth in document files that are often used to spread malware, an increase 

of 97% compared to the previous year [8].  

Malware in PDF files can be embedded in many ways, including using javascript, encoded streams, and 

embedding an object (image, action code, etc.), which is used to exploit the vulnerability of the PDF reader 
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and then allow the malicious code to run [9], [10], [11]. Some PDF readers and applications are constantly 

impacted, including CVE-2018-8350 in Microsoft Windows PDF Library and CVE-2017-10994, CVE-2018-

14442 in Foxit Reader [12]. 

PDF Malware detection remains a challenge in cybersecurity. This is because advanced malware is more 

sophisticated and has the ability to stay hidden or change its code to act smarter [13], [14], [15], [16]. Therefore, 

outdated detection and classification methods become less effective. As a result, new methods for malware 

detection are needed, one of which is machine learning [17], [18], [19]. The use of machine learning offers a 

great deal of simplicity, making it an active domain in the area of cybersecurity [20]. 

On the other hand, in cyber attacks, one of the methods used to detect infected PDF files is a machine 

learning approach [21], [22]. Some studies use the Support Vector Machine (SVM) algorithm to detect malware 

in PDFs [23]. In this research, PDF files will be extracted using PDFiD, a tool that uses the python 

programming language. However, the sensitivity and precision values are unknown. 

Other supported  techniques were also used, namely visualization techniques and image processing 

techniques, to detect malware on PDFs [24]. PDF files are converted into grayscale images for further 

extraction. Some of the methods used are Random Forest, Decision Tree and K-Nearest Neighbor. The method 

used is quite complex because PDF files need to be converted first into greyscale images, but the accuracy, 

sensitivity, and precision values are unknown. 

Several studies of PDF malware detection had been done before. Some similar studies used features 

obtained from the extraction process using the PDFiD tool [23], [25], [26], other tools used by researchers to 

extract features is PeePDF [27], [28]. Other researchers used visualization techniques and image processing 

techniques to perform feature extraction [24], [29]. In addition, there were also some researchers who use the 

byte frequency distribution method to perform feature extraction [30], [31]. Another method used by 

researchers is using byte streams [32], [33]. 

The features obtained were then used to train the classification model. This model is formed using several 

algorithms, some researchers use the SVM algorithm [25], [34], [23]. In addition to using the SVM algorithm, 

there are also researchers who use machine learning and deep learning methods [35], [32], [36]. Some 

researchers even combine several methods in their research, such as researchers [37], [38], [39] who combined 

SVM and CNN methods in their research. 

According to [31] regarding file type recognition based on file fragments using statistical methods, 

researchers compare the accuracy obtained from several algorithms, such as Multilayer perceptron, Support 

vector machines, and K-Nearest neighbor with the conclusion that the accuracy results obtained from each 

algorithm were as follows: 95%, 97%, and 98%. 

Other research on malware detection in pdf files using the byte stream method was conducted by [32]. In 

this study, several algorithms were compared, including Decision Tree, Naïve Bayes, Support Vector Machines 

and Random Forest. The results obtained in this study for the F1 score are as follows: 93.20%, 92.90%, 96.60%, 

and 96.10%. 

In this research, the main objectives are to identify malware detection and determine whether a file is 

malicious or not. Malware detection is carried out on PDF files, where the data used are private datasets (.pdf, 

.jpeg and .png) and public datasets (.pdf malware and .pdf benign). The proposed system will use BFD to 

perform feature extraction, while the SFS method is used for feature selection to reduce the dimensions of the 

dataset and improve model performance. Researchers will use the SVM algorithm to train the model because 

of its ability to process non-linear data, and in some studies, SVM produces the best accuracy. The contributions 

of this research are new approaches to detect PDF malware which is using BFD and SVM algorithm, and the 

other is using SFS to perform feature selection with the purpose of improving model performance. To this end, 

this proposed system can be an alternative to detect PDF malware. 

The rest of the article is organized as follows: Section 2 presents the methods for the PDF malware 

detection system. Section 3 presents the performance and experimental evaluation results. Finally, Section 4 

provides the conclusion. 

 

2. METHODS  

The model developed is able to detect whether the file is: (i) malware PDF files, (ii) non-PDF files, or 

(iii) benign PDF files. As an overview, the methods used in this research are shown in Fig. 1. 

Based on Fig. 1, the PDF malware detection flow began with the dataset preprocessing stage. The next 

stage is the implementation of SVM for the malware detection process, where the model was created based on 

the features that had been previously selected. After that, a validation stage is carried out to ensure the accuracy 

and reliability of the model created. At this stage, an analysis of the validation results is carried out to find out 
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the extent of the model's performance and conclude the research results. In model validation, the author will 

use the confusion matrix. 

 

 
Fig. 1. Overview of PDF Malware detection research 

 

2.1. Dataset and Preprocessing 

In this study, datasets were obtained from several sources, namely: private datasets containing pdf files 

and jpg files, and Contagio datasets containing benign pdf files and pdf malware files. Furthermore, 

preprocessing was carried out on the data that had been collected using the BFD and SFS methods. The 

preprocessing flow are described in Fig. 2. 

 

 
Fig. 2. Dataset preprocessing flow 

 

This preprocessing stage was divided into two, namely the feature extraction process and the feature 

selection process. The feature extraction process is performed using the Byte Frequency Distribution (BFD) 

method [40]. In this process, the features were changed to be simpler and easier to interpret by the model. The 

process carried out was: the file was converted into byte format, and then the frequency of each byte in the file 

was calculated. As an illustration, the following conversion process was carried out in the Linux operating 

system using the following command `od -vtu1 -An -w1 filename.pdf | sort -n | uniq -c`. ‘od’ is a command to 

dump files in octal or another format. It is often used for examining binary files, including executables and 

documents, while ‘-vtu1 -An -w1’ is the option used to set the output to decimal value. ‘filename.pdf’ is the 

pdf file name, and ‘sort -n | uniq -c’ used to sort the output numerically and only show unique lines. An example 

of this command shown in Fig. 3. 

 

 
Fig. 3. The result of converting a .pdf file to byte format (left number of bytes, right byte number) 

 

After obtaining the BFD of a file, feature selection was then carried out using the Sequential Forward 

Selection (SFS) method with the aim of reducing the dimensions of the dataset and improving model 

performance [41]. In the process, features were selected and considered iteratively. In each iteration, features 

continued to be added until the accuracy performance did not increase in the next iteration [42], [43]. This step 

can be described as follows: 

a. The most important features 𝑆1 = 𝑓𝑖 are selected first based on several criteria. 

b. Then features are formed with 𝑓𝑖 and the best feature pair is selected as 𝑆2 = 
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{𝑓𝑖, 𝑓𝑖} 

c. The third feature set is formed using 𝑆2, after which the third feature is selected as 𝑆3 = {𝑓𝑖, 𝑓𝑖, 𝑓𝑘 } 

d. This process continues to be repeated until the specified number of features 

are selected. 

Fig. 4 shows examples of byte frequency distribution on a .pdf file, the byte value is 0 to 255. While the 

frequency value has a varying value, up to around 90,000 for the highest score, and around 2,000 for the lowest 

score. Lastly, the processed data was saved in csv format. The Fig. 5 was an example of a dataset that had been 

saved in csv format. 

Fig. 5 shows examples of first 15 row of dataset, the data contains 24 features and has been labeled, the 

dataset will be used to train the SVM model. 

 

 
Fig. 4. Example of Byte Frequency Distribution on a .pdf file 

 

 
Fig. 5. Research Dataset in csv format 

 

2.2. Malware detection process using SVM 

SVM is a supervised learning method used for classification, regression, and pattern recognition [44], 

[45]. SVM is based on the concept of breaking data into two classes by determining a hyperplane that separates 

the two classes by maximizing the distance between the closest data points from the hyperplane, called a vector 

[46], [47]. SVM has the ability to tackle non-linear problems by projecting the data into a high-dimensional 

space through kernel tricks. This allows SVMs to solve non-linear problems that cannot be solved by other 

classification and regression methods. Hyperplane that divides two-dimensional data, as shown in Fig. 6. 

 

 
Fig. 6. Hyperplane that divides the data [48] 
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After the dataset was processed by extracting and selecting features, the next step was to build a model. 

The model was built using the SVM algorithm. The data were divided into two sets, namely training data (the 

training set) and test data (the testing set). Training data made up as much as 80% of the total data, while test 

data made up as much as 20% of the total data. Training data were used to train the SVM model, and test data 

were used to test the performance of the model. 

 

2.3. Model performance measurement 

At this stage, the SVM model that has been built will be measured for performance [49]. The values that 

will be calculated are: accuracy, sensitivity, precision, and F1 score. To calculate these values, the confusion 

matrix will be used. The confusion matrix is a table used to describe the performance of the model by 

comparing the prediction results with the actual value [50]. The confusion matrix has four values, namely True 

Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). 

Accuracy shows how many predictions are correct compared to the total number of predictions. Accuracy 

can be calculated by dividing the number of correct predictions by the total number of predictions made. The 

accuracy calculation equation is as follows: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (1) 

Sensitivity measures how well the model can detect positive classes. Sensitivity can be calculated by 

dividing the number of predicted correct positive results by the total number of actual positive cases. The 

formula for calculating sensitivity is as follows: 
 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

Precision shows how well the model can correctly predict the positive class. Precision can be calculated 

by dividing the number of correct positive predictions by the total number of positive predictions made. The 

precision calculation formula is as follows: 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

The F1 Score is a weighted average comparison of precision and recall. The F1 score provides a balanced 

average value between sensitivity and precision. F1 score equation to calculate F1 score as follows: 
 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 (4) 

 

3. RESULTS AND DISCUSSION  

At this stage, the results of this research were obtained, and the results were tested by measuring the 

performance of the model. Implementation was carried out using the Python programming language and using 

Scikit-Learn library. 

 

3.1. Testing Parameters 

In this research, the SVM parameters used were C = 10, gamma = auto, and kernel function rbf. The use 

of parameters and rbf kernel suggests a moderately flexible decision boundary with an emphasis on the correct 

detection of training examples. The automatic determination of gamma is chosen to adapt to the characteristics 

of the input data. By setting these parameters, it was expected that the resulting SVM model could provide 

accurate and optimal results in accordance with the research objectives. 

 

3.2. Model Testing Results 

In testing the model using 4,500 data points consisting of 1,500 PDF files, 1,500 non-PDF files, and 1,500 

PDF malware files, the data used was 80% for training and 20% for testing data. The following was a 

comparison of the testing and training data for each class, as shown in Fig. 7 and Fig. 8. 

Fig. 7 shows the percentage of the amount of testing data used, namely 31.67% PDF Malware, 33.34% 

Non-PDF, and 35% PDF Benign. The total testing data used is 900 data. 

Fig. 8 shows the percentage of the amount of testing data used, namely 34% PDF Malware, 33% Non-

PDF, and 33% PDF Benign. The total testing data used is 3,600 data. 

After several tests, the best results were obtained. The features used for training data are 24, 38, and 43 

features. Model testing results are shown in Table 1, Table 2, and Table 3. 
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Fig. 7. Comparison of Data Testing 

 

 
Fig. 8. Comparison of Data Training 

 

3.2.1. First model results 

In the first test, the features used to train a total of 24. The results of testing the first model shown in 

Table 1. 

 

Table 1. First model results 
 Precision Recall F1 score Support 

PDF Malware 1.0000 0.9930 0.9965 285 

Non-PDF 0.9801 0.9867 0.9834 300 

PDF Benign 0.9873 0.9873 0.9873 315 

     

accuracy   0.9889 900 

macro avg 0.9891 0.9890 0.9891 900 

wighted avg 0.9889 0.9889 0.9889 900 

 

The test results of the First Model show that the accuracy of the PDF Malware class scored 98.89%, 

which means that there are still other classes that are mis-predicted as PDF Malware. The precision score is 

100%, the recall score is 99.30%, and the F1 score is 99.65%. 

 

3.2.2. Second model results 

In the next test, the features used to train a total of 38 used the same training data samples and test data. 

The results of testing the first model shown in Table 2. 

 

PDF 
Malware
31.67%

Non-PDF
33.34%

PDF Benign
35%

Data Testing

PDF Malware Non-PDF PDF Benign

PDF 
Malware

34%

Non-PDF
33%

PDF Benign
33%

Data Training

PDF Malware Non-PDF PDF Benign
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Table 2. Second model results 
 Precision Recall F1 score Support 

PDF Malware 1.0000 0.9895 0.9947 285 

Non-PDF 0.9736 0.9833 0.9784 300 

PDF Benign 0.9841 0.9841 0.9841 315 

     

accuracy   0.9856 900 

macro avg 0.9859 0.9856 0.9858 900 

wighted avg 0.9856 0.9856 0.9856 900 

 

The test results of the Second Model show that the accuracy of the PDF Malware class scored 98.56%, 

which means that there are still other classes that are mis-predicted as PDF Malware. The precision score is 

100%, the recall score is 98.95%, and the F1 score is 99.47%. 

 

3.2.3. Third model results 

In the last test, the features used to train a total of 43 still used the same training data samples and test 

data. The results of testing the first model shown in Table 3. 

 

Table 3. Third model results 
 Precision Recall F1 score Support 

PDF Malware 1.0000 0.9930 0.9965 285 

Non-PDF 0.9834 0.9900 0.9867 300 

PDF Benign 0.9905 0.9905 0.9905 315 

     

accuracy   0.9911 900 

macro avg 0.9913 0.9912 0.9912 900 

wighted avg 0.9911 0.9911 0.9911 900 

 

The test results of the Third Model show that the accuracy of the PDF Malware class scored 99.11%, 

which means that there are still other classes that are mis-predicted as PDF Malware. The precision score is 

100%, the recall score is 99.30%, and the F1 score is 99.65%. 

Three tests were conducted, each using the same training data and test data and using several different 

features. The following comparison data from the test results is presented in Table 4. 

 

Table 4. Comparison of testing results 
Model Accuracy Precision Recall F1 score 

First Model 0.9889 1.0000 0.9930 0.9965 

Second Model 0.9856 1.0000 0.9895 0.9947 

Third Model 0.9911 1.0000 0.9930 0.9965 

[29] 0.973   0.975 

[34] 0.9884 0.9880 0.9890  

[19] 0.9965 0.997 0.997 0.997 

[26] 0.9989 0.9984 0.9989 0.9986 

 

Table 4 shows that all three models get a score above 80%, both in accuracy and F1 score. The 

comparison shows that the three models produced are able to detect PDF Malware very well. Table 4 also 

shows the highest accuracy and F1 score obtained by the third model, this model uses 43 features and the rbf 

kernel. In the same study comparison, our proposed model get a fairly high score compared to other approaches, 

although some approaches get a higher score, this is a challenge for the future in order to improve the 

performance of the model we built. 

 

4. CONCLUSION 

In this research, we introduced a new approach to detecting PDF malware. The PDF file was converted 

into byte format and then presented in BFD. To reduce the dimensions of the features and improve the model 

performance, the SFS method is used. After the features are selected, the next stage is SVM to train the model. 

The proposed method achieves good performance, with 99.11% accuracy and 99.65% F1 score. This result is 

comparable to other approaches in the previous studies. Although the limitation of this research is that this 

proposed method has not been proven yet to handle evasion attacks. In the future work, we aim to improve 

model performance by optimizing SVM parameters (the C and gamma parameter) and using different kernels. 
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