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 The prevalence of breast cancer is relatively high among adults worldwide. 

Particularly in Indonesia, according to the latest data from the World Health 

Organization (WHO), breast cancer accounts for 1.41% of all deaths and 

continues to increase. In order to address this growing issue, a proactive 

approach becomes essential. Therefore, the objective of this study is to 

classify the diagnosis of breast cancer into two categories: Benign and 

Malignant. Moreover, this classification pattern can serve as a benchmark for 

early detection and is expected to reduce mortality and cancer rates in breast 

cancer cases. The dataset used in this study is obtained from Kaggle and 

consists of 569 rows with 32 attributes. Various machine learning algorithms, 

such as Artificial Neural Network (ANN), Support Vector Machine (SVM), 

Decision Tree (DT), Random Forest (RF), Logistic Regression (LR), K-

Nearest Neighbors (KNN), and Naïve Bayes (NB), are employed for the 

classification analysis in this disease. . This study uses Principal Component 

Analysis (PCA) for optimized feature selection techniques with dimension 

reduction are employed on the dataset prior to modeling the data. Our highest 

accuracy model is the Support Vector Machine (SVM) with an RBF kernel, 

utilizing c-value selection. Additionally, the Logistic Regression (LR) model 

achieves an accuracy of 97.3%. However, it is worth noting that the precision 

and recall of the SVM model are both 100%. Moreover, the Receiver 

Operating Characteristic (ROC) curve indicates that the SVM graph surpasses 

the LR graph, which can be attributed to the results obtained from the 

confusion matrix calculation, where the False Positive Rate is found to be 0. 

Consequently, the overall performance evaluation of the SVM model with an 

RBF kernel, along with the utilization of the c-value selection approach, is 

significantly superior. This is primarily due to the fact that the SVM model 

does not make any incorrect predictions by classifying something as positive 

when it is actually negative. 
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1. INTRODUCTION  

According to data on cancer provided by the World Health Organization (WHO), breast cancer ranks 

second in terms of the leading causes of mortality among women, affecting approximately 95% of countries 

globally. The annual incidence of breast cancer exceeds 2.3 million cases, rendering it the most prevalent form 

of cancer among adults  [1], [2], In Indonesia, breast cancer accounts for 1.41% of all deaths. Until the present 

time, surgical intervention has been a prevalent approach to address breast cancer, with subsequent 

administration of chemotherapy or radiation as deemed necessary. Consequently, in the event that this ailment 

is identified at an early stage, the potential detrimental consequences can be promptly averted. The utilization 
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of machine learning algorithms for classification holds immense potential in facilitating the medical 

practitioners' endeavors in this realm [3], [4]. 

 Our methodology for addressing this particular classification problem entails the utilization of a 

supervised learning classifier. Specifically, we employ five renowned classifiers, namely the Neural Network 

(NN) with ReLU (Rectified Linear Unit) and Sigmoid layer, Support Vector Machine (SVM) utilizing both the 

Linear kernel and the RBF (Radial Basis Function) kernel with c-value selection, Decision Tree (DT) 

employing the default Gini index, Random Forest (RF) with the default n-estimator, Logistic Regression (LR), 

K-Nearest Neighbor (KNN), and Naïve Bayes (NB). The evaluation of their performance is conducted through 

the application of Principal Component Analysis (PCA). PCA is a technique utilized for feature selection, 

which entails dimension reduction by converting a large number of features in a dataset into a smaller number 

[5], the kernel calculation utilizing Eigenvalue was conducted, and the results were visualized using a Pareto 

plot for the purpose of facilitating the identification of an optimal PCA value. In this study, various machine 

learning algorithms commonly employed include the Artificial Neural Network (ANN), which is inspired by 

the human brain and has the capability to capture intricate relationships among the features in the breast cancer 

dataset [6]. Another algorithm, Support Vector Machine (SVM), is a robust binary classification method that 

is well-suited for breast cancer classification due to its ability to identify the optimal hyperplane [7] that 

maximally separates the two classes with a margin. Decision Tree (DT) is a classification algorithm that makes 

decisions based on a set of predefined rules in the context of breast cancer classification [8], It maps features 

such as tumor size, shape, and density to make informed decisions. Random Forest (RF) is known to provide 

more stable results and minimize overfitting compared to a single decision tree [9]. Logistic Regression (LR), 

despite its name, is used for classification problems. In the context of breast cancer, it models the probability 

that a tumor is malignant based on specific features [10]. And subsequently, NB employs statistical techniques 

to estimate the probabilities of each class based on the distribution of features, yielding favorable outcomes for 

specific datasets [11]. 

Numerous prior investigations have examined the application of Principal Component Analysis (PCA) in 

various machine learning algorithms, as highlighted [12]. This study employs PCA by dividing the data into a 

ratio of 70:30, and utilizes SVM, LR, KNN, DT, NB, and RF as the proposed models. The highest level of 

accuracy achieved is 96.5% by utilizing SVM with the UCI Wisconsin BC dataset. Another study conducted 

by Verghese et al utilized Principal Component Analysis (PCA) to classify High Dimensional Low Sample 

Size Data (HDLSS) [13]. In this study, the researchers employed the Cor-Ex classifier and compared various 

machine learning algorithms. The results demonstrated that the Support Vector Machine (SVM) with the Radial 

Basis Function (RBF) kernel achieved the highest accuracy of 94.56%. The UCI Wisconsin BC dataset was 

utilized for this analysis.  

In a separate investigation by H. Chiu et al., PCA was employed for breast cancer detection. The 

researchers utilized the UCI Wisconsin BC dataset and found that the data processed solely using the PCA 

technique yielded results comparable to those obtained by extracting characteristics using the same technique 

and subsequently combining them with the Multilayer Perceptron (MLP). After analyzing the learning process 

and combining it with SVM, the accuracy reached 86.97% [14]. Another research from Assegie, et al, 

developed a model to diagnose breast cancer with Adaptive Boosting. The researcher using Kaggle dataset by 

using Pearson correlation for feature selection and reach the accuracy is 92.5% [15].  

Based on the problems previously describe and with the support of the result of research that has been 

done previously related to the implementation on feature selection for optimizing machine learning algorithms 

in breast cancer classification we made improve on this research using seven different famous supervised 

learning classifiers. Our contribution is PCA technique is applied with different techniques to each classifier. 

Each classifier is compared against each various based on performance metrics, especially with ROC (Receiver 

Operating Characteristic), and Confusion matrix. with the result of the classification by supervised algorithm, 

patients with existing parameters can be classified between Benign and Malignant cancer. So that, this pattern 

can be used for benchmark diagnosis so that can be detected early and is expected to be able to reduce mortality 

and cancer rates in breast cancer, and this is our main contribution for research. This model is anticipated to 

aid pathologists in conducting examinations with greater consistency and efficiency in order to detect breast 

cancer diagnoses. 

 

2. METHODS  

The proceedings conducted in this investigation commence with a scholarly examination. Scholarly 

examinations are conducted with the objective of discovering the theoretical underpinnings employed, as well 

as seeking relevant scientific literature to bolster the investigation. In the entirety of this investigation, the 

subsequent procedures or stages of research will be executed Fig. 1. 
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Fig. 1. Flowchart of research stage 

2.1. Dataset and Attribute Description 

The dataset on breast cancer was obtained from the Kaggle website by M Yasser H, an AI & ML Engineer 

at Media Agility Bengaluru, Karnataka, India. The dataset is accessible at the following URL: 

https://www.kaggle.com/datasets/yasserh/breast-cancer-dataset. The decision to use this dataset was 

influenced by its inclusion in the UCI Winsconsin Dataset, which is presented in a binary diagnostic format 

and consists of a total of 569 samples. This selection represents a unique approach to research, as most 

commonly employed datasets are derived from the UCI Winsconsin Breast Cancer Dataset. The description of 

the BC Kaggle dataset is depicted in the following section Table 1. 
 

Table 1. Kaggle BC Dataset Description 

No 
Features of BC 

Kaggle 
Description 

1 ID Unique ID 

2 Diagnosis 
Target: M-Malignant is cancerous 

B- Benign is non-cancerous 

3 Radius Average of distances from center to circumference points. 
4 Texture Standard deviation (SD) of gray-scale value. 

5 Perimeter Gross distance between the snake points 

6 Area Total number of pixels on the inside of the snake along with one half of the pixels in circumference. 

7 Smoothness Local variance in length difference. 

8 Compactness Perimeter2/Area. 

9 Concavity Intensity of the contours concave parts. 
10 Concave Points The number of contour concavities. 

11 Symmetry 
The difference in length between lines perpendicular to the major axis in both directions to the cell 

boundary. 

12 Fractal Dimension 
Coastline estimation. A higher value leads to a less normal contour representing a higher risk of 

malignancy. 

 

Next, we do an EDA (Exploratory Data Analysis). We can see there are two final classes in dataset which 

is diagnosis attribute. The class is Malignant and Benign, and this class will be the target of the classification 

as shown in Fig. 2. 

 

 
Fig. 2. EDA distribution class in dataset 

 

2.2. Preprocessing 

In the process of generating high-quality data, a number of techniques were employed: 

1) The initial step involves Data Cleaning, whereby the dataset undergoes a thorough cleansing 

process to ensure optimal quality. In this process, the observation values are meticulously 

presented by avoiding the repetition of prefixes for each feature [16]. This technique aims to 

identify and eliminate any id columns, incomplete data (i.e., missing values), and duplicate data 

while preserving the essence and substance of the dataset. It is worth noting that the dataset under 
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consideration contains no missing values or duplicate entries, as depicted in the provided 

information Fig. 3. 

 

                    
 Fig. 3. General look for missing values and duplicate data 

 

2) In this study, a process of data transformation is conducted in order to enhance the accuracy and 

efficiency of the algorithm. This process involves encoding the categories into numeric values 

and subsequently segregating them [17]. For instance, we assign the value of 1 to the diagnosis 

label "Benign" and the value of 0 to the diagnosis label "Malignant". It is important to note that 

the other feature, apart from the diagnosis, consists of numerical data. 

3) Furthermore, data scaling and normalization are also carried out with the objective of normalizing 

the data by utilizing Z-Score scaling to achieve standardization. The formula employed in this 

normalization process is as follow (1). 

 Z =
𝑋 − μ

σ
 (1) 

𝑋 is The standardization of a feature is a crucial aspect to consider in data analysis. The symbol, 

μ is represents the mean value of the entire dataset, while σ symbolizes the standard deviation 

value. In order to provide a clear visual representation. The Fig. 4 presents a distribution 

histogram showcasing the numerical data both before and after the normalization process. 

 

The histogram demonstrates that the distribution of numerical data prior to normalization on the left side 

is indicative of a normal and satisfactory distribution. The selection of the Z-score is justified due to its 

effectiveness in scaling data with a normal distribution and its insensitivity to outliers [18]. Upon 

standardization on the right side, the Z-score effectively preserves the shape of the distribution [19], as 

illustrated in Fig. 4. 

 
  

Fig. 4. Histogram of numerical data before and after normalization 

 

The dataset consisting of 569 data points is divided into training and test data. The ratio of the two datasets 

is set at 80:20, meaning that the training data accounts for 80% while the test data comprises 20%. Given the 

limited presence of outliers in the dataset, the 20% set aside for testing is deemed sufficient for the objective 

evaluation of the final models. Consequently, the training data consists of 455 points, whereas the testing data 

consists of 114 points. After the data has been partitioned, it undergoes Principal Component Analysis (PCA) 

as a preliminary step. Subsequently, the data is fed into the model and subjected to testing procedures. 
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2.3. Feature Selection Using PCA 

Principal Component Analysis (PCA) aims to project the component vectors onto a lower dimension in 

order to maximize the variances of the displayed data [20]. If the number of features expands for a given 

constant sample size, and the out-of-bounds eigen values of the population covariance matrix are sufficiently 

large compared to the main components, they will merge with the population covariance matrix [21]. The 

dataset used in this study has a high dimensionality, with 32 features. This large number of features impedes 

the achievement of the best result and leads to overfitting. Consequently, PCA is employed on this dataset to 

transform the 32 features into 4 features, thereby enhancing the performance of the result. PCA is utilized to 

reduce the dimensionality by converting a large number of features in a dataset into a small number of features 

known as the principal component [22]. The primary advantages of PCA include reducing overfitting, 

removing correlated features, and improving the performance of machine learning algorithms [23].  

In this study, we employed a pareto plot, as shown in Fig. 5, to examine the Eigenvalue and determine 

the optimal number of principal components (PCs) for the subsequent modeling process. In a pareto chart of 

PCA Pareto curve, the x-axis typically represents the component numbers, while the y-axis represents the 

singular values or variance explained by each component. This curve provides a visual representation of the 

contribution of each component to the total variance in the dataset [24]. The pareto plot indicates that the 

optimal number of PCs is 4, with a cumulative explained variance of 0.79. The concept of cumulative explained 

variance is a fundamental aspect of PCA, which is a dimension reduction technique employed in multivariate 

data analysis. Subsequently, we utilized the dimension of the training and testing data for further use in 

modeling. 

 

 
Fig. 5. Pareto plot of eigenvalue in PCA  

 

2.4. Models Overview 

1) Artificial Neural Network (ANN) 

Over the past few decades, ANN has been widely utilized in various studies, establishing it as a related 

research field. Notably, these networks have achieved tremendous success, particularly in breast cancer 

classification and early-stage prognosis. ANN models typically consist of three layers: Input, Hidden, and 

Output [25], [26]. The layers are comprised of interconnected neurons with non-linear activation functions to 

enhance the network's nonlinear capacity. Firstly, the Input layer receives the data, which is then transmitted 

to the Hidden layer for analysis. The result is then sent back to the Output layer, where the displayed result is 

shown However, training an ANN is likely to involve a lengthy series of computational processes due to these 

limitations. The activation process of Hidden nodes in an ANN is explained in (2) 

 

𝐽1 = ∑ 𝑉𝑙𝑘𝑋𝑘 + 𝑏1

𝑘

 

𝐾1 = 𝑔1(𝐽1) 

(2) 

The activation function specified in (2) is represented by 𝑔1, while 𝑉𝑙𝑘 is defined as the weight linked to 

both the input layer and the hidden layer. The term 𝑏1 denotes the bias between the input and hidden layers at 

each connection. Additionally, 𝑋𝑘 signifies the input at the input layer, 𝐽1 is the summation of the weighted 

input with bias, and 𝐾1 represents the output at the hidden layer of the activation function. 

 

𝐽𝑚 = ∑ 𝑉𝑚𝑙𝑋𝑙 + 𝑏𝑚

𝑙

 

𝐾𝑚 = 𝑔𝑚(𝐽𝑚) 

(3) 
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In the provided (3), 𝑔𝑚 represents the activation function, 𝑉𝑚𝑙  denotes the weights associated between 

the output layer 𝑚 and hidden layer 𝑙, and 𝑏𝑚 is the bias between the hidden and output layers at each 

connection. The term 𝑋𝑙 signifies the output of the hidden layer at each node, 𝐽𝑚 is the summation of weights 

at the output layer, and 𝐾𝑚 represents the final output of the output layer. Referring to (2) and (3), 𝑚 signifies 

the output layer, 𝑙 is the hidden layer, and 𝑘 represents the input layer.  

In this study, we employ three dense hidden layers in a ReLU and Sigmoid activation, as illustrated in 

Fig. 6. ReLU is utilized to replace negative values with zero and leave positive values unchanged. 

Subsequently, two dropout levels are introduced, along with Sigmoid activation with batch size=32 and 

epoch=200. The implementation of a dropout layer is considered to address the issue of overfitting, where the 

validation loss is high while the training loss is low. Therefore, to overcome this problem, we employ Early 

Stopping with verbose=2 and patience=40, as depicted in Fig. 7. 

 

Processed
Data

Input 
Layer

Dense 
Layer

2

15
ReLU

Dense 
Layer

1

30
ReLu

Output 
Layer

Sigmoid

 
      Fig. 6. Proposed ANN flowchart method 

 
  

Fig. 7. ANNs visualization before and after using Early Stopping 

 

Early Stopping is a technique employed in model training that terminates the training process prematurely 

if indications of overfitting are detected, measured through a metric on the validation dataset. This technique 

helps prevent the model from excessively memorizing the training data and enhances its ability to generalize 

[17]. 

 

2) Support Vector Machine (SVM) 

This method is a supervised machine learning approach used in pattern classification to enhance security 

and service quality. SVM proves to be effective in many classification cases by constructing an optimal 

hyperplane with maximum geometric margins [28]. The SVM formula is: 

 𝑓(𝑥) = ∑ 𝑎𝑖𝑦𝑖𝐾(𝑥𝑖 , 𝑥𝑗) + 𝑏
𝑁

𝑖=1
 (4) 

In the context of (4) is 𝑁 is represent the number of training samples, 𝑎𝑖 denotes the weights calculated 

during the training process, 𝑦𝑖  corresponds to the class label of the 𝑖 training sample, 𝐾(𝑥𝑖 , 𝑥𝑗) is stands for 

kernel, and 𝑏 is represent the bias in term. In this study, we compare the linear and RBF kernel to see which 

kernel has the best C value. The formula of Linear and RBF kernel is: 

 𝐾(𝑥𝑖 , 𝑥𝑗) =  𝑥𝑖 . 𝑥𝑗  (5) 

 𝐾(𝑥𝑖 , 𝑥𝑗) =  𝑒𝑥𝑝 (−
||𝑥𝑖 , 𝑥𝑗||2

2𝜎2
) (6) 
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In the context of (5) that 𝑥𝑖 is the feature vector of a sample and 𝑥𝑗 is the feature vector of the training 

sample. Then, in (6) ||𝑥𝑖 , 𝑥𝑗||2 is the square of the Euclidean distance between 𝑥𝑖 and 𝑥𝑗, 𝑒𝑥𝑝 is the exponential 

value of the number 𝑥 that is an Euler’s number (approximately 2.71828), and 𝜎 is the parameter for the width 

of the RBF kernel. The Linear and RBF kernel functions are widely used, as they are derived directly from the 

inner product of the original features. They are particularly beneficial in scenarios where they offer advantages 

such as fewer parameters and fast processing [28]. In such cases, opting for alternative parameter functions 

becomes essential for better suitability, so we choose the C parameters. 

The RBF kernel with a value of c=2 showcases the most optimal performance in terms of training and 

test accuracy, as indicated in Fig. 8. 

Fig. 8The parameter C in SVM functions as a penalty parameter for classification errors present in the 

training data. It regulates the extent of penalty assigned to data points that fall on the incorrect side of the 

separating hyperplane. A higher value of C results in a greater penalty, thereby making the model more rigorous 

in addressing classification errors during training. By appropriately selecting the value of C, we can strike an 

optimal balance between fitting the model to the training data and preventing overfitting. 

 

 
Fig. 8. SVM linear and RBF kernel for best c value  

 

3) Random Forest (RF)  

This approach involves the creation of a decision tree based on a random subset of designated data. 

Subsequently, it leverages each tree's forecast to determine the most favorable solution through voting [29]. 

This process entails constructing a decision tree for each subset and deriving a forecast output from each tree, 

followed by voting for each prediction outcome. The final prediction is determined based on the outcome with 

the highest number of votes. Random forest utilizes the Gini coefficient to construct decision trees [30]. 

Assuming the training set encompasses n features, the Gini index coefficient, derived from the CART learning 

system, is employed for constructing decision trees. The Gini coefficient quantifies the dissimilarity between 

values within a frequency distribution. It can be defined as follows: 

 𝐺𝑖𝑛𝑖(𝑇) = 1 − ∑(𝑃𝑗)2

𝑛

𝑗=1

 (7) 

In the context of (7) , a Gini coefficient of zero states perfect likeness and a coefficient value of 1 expresses 

maximal inequality between values. If a dataset T contains examples from n classes and Pj is the relative 

frequency. 

 

4) Decision Tree (DT) 

This technique comprises nodes and branches that resemble a hierarchical tree structure. Each node 

corresponds to a specific feature, while each leaf provides information about the outcome, which can be either 

discrete or continuous. The branches convey the rules, and the distinct parameters are established [31], [32]. 

Our decision tree (DT) utilizes 'entropy' as the criterion, with a maximum depth of ten and a random state 

number of 100. The uncertainty within the dataset is measured using entropy as a metric. The entropy function, 

which characterizes the degree of uncertainty, is defined as: 

 𝐻(𝐾) = ∑ −𝑝(𝑐)𝑙𝑜𝑔2𝑝(𝑐)

𝑐∊𝐶

 (8) 

In the context of (8), 𝐶 belongs to the class of dataset either it is benign or malignant. 𝐾 is dataset and 

𝑝(𝑐) belongs to proportion of number of elements related to dataset 𝐾 and class 𝑐. The visualization shown in 

the Fig. 9. 
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Fig. 9. Decision tree visualization 

 

5) K-Nearest Neighbor (KNN) 

This method is a supervised algorithm that relies on the majority vote of its k value. It is considered a 

non-parametric algorithm, as the classification of the test data points is based on the nearest training data points, 

without making any assumptions about their underlying distribution. The accuracy of this model can be 

enhanced as the number of nearest neighbors, determined by the value of k, increases [33]. The k nearest 

neighbors collectively contribute their votes in support of a new instance that is in close proximity to them. 

Various methods can be employed to measure distances in this algorithm, with the 'Euclidean' distance being 

a popular choice. The formula for calculating the Euclidean distance is : 

 𝑑(𝑥, 𝑦) = √(𝑥 − 𝑦)2 (9) 

In this study we use for k value is 5 which in the context of (9) is the Euclidean distance (𝑑) between two 

points of 𝑥 and 𝑦, the distances are calculated using the above formula for each neighbor, and the majority class 

among these neighbors determines the classification of the new instance.  

 

6) Logistic Regression (LR) 

This approach is a supervised algorithm utilized for predicting probabilities associated with a target 

variable [34]. The target variable is built upon linear regression, which evaluates the output and minimizes the 

error. It employs a complex approximation function, such as the sigmoid or logistic function, to generate 

predictions. The logistic regression formula is employed to model the probability of a binary outcome (0 or 1) 

[35] based on the dataset., models predict the probability using the logistic function. The logistic function is 

defined as: 

 𝑃(𝑌 = 1) =
1

1 + 𝑒 − (𝑏0 − 𝑏1𝑥1 + 𝑏2𝑥2 + ⋯ + 𝑏𝑘𝑥𝑘)
 (10) 

where in (10), 𝑃(𝑌 = 1) is the probability of the positive class (1), 𝑒 is the base of the natural logarithm, 𝑏0 is 

a intercept term, and 𝑏1, 𝑏2, … , 𝑏𝑘 is the coefficients of the predictor variables 𝑥1, 𝑥2, … , 𝑥𝑘. The parameter C 

in logistic regression represents the inverse of the regularization strength. 

  

7) Naïve Bayes (Gaussian NB) 

The algorithm discussed in this study is a fundamental outcome in the fields of probability and statistics. 

It can be defined as a conceptual framework used for decision-making. In the context of Naive Bayes (NB), 

the variables are conditionally independent [36]. NB can be employed to analyze data that have direct influence 

on each other, in order to establish a model. Moreover, NB is also well-suited for ranking multiple databases 

[37], [38]. In this particular research, the default formulation of the NB equation is presented as follows: 

 𝑃(𝑦 | 𝑥1, 𝑥2, … , 𝑥𝑛) =
𝑃(𝑦)𝑃(𝑥1|𝑦)𝑃(𝑥2|𝑦) … 𝑃(𝑥𝑛|𝑦)

𝑃( 𝑥1), 𝑃(𝑥2), … , 𝑃(𝑥𝑛)
 (11) 

where in (11), 𝑃(𝑦 | 𝑥1, 𝑥2, … , 𝑥𝑛) is the posterior probability of class 𝑦 given features of 𝑥, 𝑃(𝑦) is the prior 

probability of class 𝑦,𝑃(𝑥𝑖|𝑦) is the likelihood of feature 𝑥𝑖 given class 𝑦, and  𝑥1, 𝑥2, … , 𝑥𝑛 are the features. 

The Naïve bayes classifier then predict the class with the highest posterior probability. 
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3. RESULTS AND DISCUSSION  

After preprocessing the data, the performance of the classifier is visually represented using various 

performance metrics. The preprocessing of the dataset involves replacing missing values and extracting the 

minimum and maximum values. Additionally, data scaling and dimensional reduction using Principal 

Component Analysis (PCA) are applied to all machine learning algorithms utilized in this study. Confusion 

matrix and Receiver Operating Characteristic (ROC) curve are also employed for evaluating the performance 

 

3.1. Performance Measurement with confussion matrix and ROC curve 

We applied seven different methods to the dataset and measured the performance of each model using 

metrics such as Accuracy, Precision, and Recall. The formulation of these performance metrics is as follows: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + FP + FN + TN
 (12) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP + FP
 (13) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP + FN
 (14) 

The meanings of the terms (12), (13), (14) are provided: 

TP = True Positive (Correctly classified as having breast cancer) - TN = True Negative (Correctly classified as 

not having breast cancer) - FP = False Positive (Classified as having breast cancer, but actually they do not 

have it: Error of type I) - FN = False Negative (Classified as not having breast cancer, but actually they have 

it: Error of type II) [39], [40]: 

Accuracy refers to the number of data points that the machine learning model accurately predicts out of 

the total data points, and it can be calculated using (12). Precision is the percentage of relevant elements that 

the model correctly predicts and can be calculated using (13). Meanwhile, Recall is the percentage of relevant 

elements that are correctly classified by the model out of all relevant elements, and it can be calculated using 

(14). The results of the performance of each algorithm are shown in Table 2, and the confusion matrix with the 

x-label representing the test data and the y-label representing the model's predictions is shown in Fig. 10.  

 

Table 2. Performance each algorithm based on confussion matrix  
Model and  

Accuracy Score 

Benign (0) Malignant (1) 

Accuracy Precision Recall Accuracy Precision Recall 

ANN (96.49%) 96% 96% 99% 96% 98% 93% 
SVM:RBF (97.3%) 97% 96% 100% 97% 100% 93% 

DT (91.8%) 91% 94% 94% 91% 94% 94% 

RF (95.6%) 95% 97% 96% 95% 93% 95% 
KNN (93.8) 93% 94% 96% 93% 93% 91% 

LR (97.3%) 97% 97% 99% 97% 98% 95% 

NB (94.7%) 94% 93% 99% 94% 97% 88% 

 

 

 
Fig. 10. Confussion matrix of all models 
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3.2. Performance Proposed Method Comparison with ROC Curve 

We have implemented a Receiver Operating Characteristic (ROC), which serves as the conventional tool 

for model selection and assessment in problems involving the classification of two classes [41]. The ROC curve 

can be calculated by utilizing the True Positive Rate (TPR) and False Positive Rate (FPR) results obtained from 

the calculation of the confusion matrix shown in (15) and (16). The TPR and FPR values for each model are 

presented in Table 3, and the visualization is depicted in Fig. 11, with the x-axis representing the TPR (True 

Positive Rate) and the y-axis representing the FPR (False Positive Rate) measurement for each algorithm. The 

formula used is as follows: 

 𝑇𝑃𝑅 =
𝑇𝑃

Actual Positive
=

𝑇𝑃

TP + FN
 (15) 

 𝐹𝑃𝑅 =
𝐹𝑃

Actual Negative
=

𝐹𝑃

TN + FP
 (16) 

It is evident that there is convergence among all the machine learning classifier models. The highest 

accuracy is achieved by the Support Vector Machine (SVM) and Logistic Regression (LR), both with an 

accuracy of 97.3%, while the lowest accuracy is observed in the Decision Tree model, which achieves an 

accuracy of 91.8%. The SVM model exhibits a higher ROC curve and a better FPR value compared to Logistic 

Regression, despite both models having the same accuracy. This indicates that SVM outperforms Logistic 

Regression in terms of classification performance. The results of the FPR and TPR for all the methods used 

are presented. 

 

Table 3. Result of FPR and TPR each algorithm 
Method FPR TPR 

ANN 0.0,0.01408541,1.0 0.0,0.93023256,1.0 

SVM RBF 0.0,0.0,1.0 0.0,0.94023256,1.0 
DT 0.0,0.05633803,1.0 0.0,0.88697674,1.0 

RF 0.0,0.04225352,1.0 0.0,0.94348837,1.0 

KNN 0.0,0.04225352,1.0 0.0,0.90697674,1.0 

LR 0.0,0.01408451,1.0 0.0,0.95348837,1.0 

NB 0.0,0.01419451,1.0 0.0,0.89372093,1.0 

 

 
Fig. 11. ROC of all models 

 

3.3. Performance Comparison Previous Study 

Comparison of our work with the most related works show in Table 4. 

 

Table 4. Performance comparison with previous study 
Author Dataset Method Accuracy 

S. Ara et al., 2021 [12] UCI WBCD, 569 instances, 32 features SVM 96.5% 

Verghese et al., 2021 [13] UCI WBCD, 569 instances, 32 features SVM:RBF 94.5% 
H. Chiu et al., 2020 [14] UCI WBCD, 569 instances, 32 features MLP + SVM 86.9% 

Assegie et al., 2020 [15] Kaggle, 569 instances, 32 features DT 92.5% 

Proposed Kaggle, 569 instances, 32 features SVM:RBF & LR 97.3% 

 

4. CONCLUSION 

Based on research conducted using datasets obtained from the Kaggle site, we have explored breast cancer 

classification using feature selection with Principal Component Analysis (PCA) implemented into several 
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supervised machine learning algorithms. The results obtained indicate that SVM and LR achieve the highest 

accuracy, reaching 97.3%. However, the ROC curve shows that the SVM graph is higher than the LR graph, 

which can be attributed to the results of the confusion matrix calculation, where the False Positive (FP) value 

is 0 and the False Positive Rate (FPR) is also 0. A FP and FPR value of 0 is considered favorable, as it signifies 

that the classification model accurately predicts instances as negative when they do not belong to the class in 

question. In cases such as breast cancer disease, minimizing FP is crucial. When the FP value is 0, it indicates 

that the model does not mistakenly classify something as positive when it is actually negative. Consequently, 

this is considered a positive outcome. Thus, the overall performance of SVM with RBF (Radial Basis Function) 

kernel and utilizing the c-value selection approach surpasses that of all the machine learning algorithms tested 

in this study. For future research, several avenues can be explored to further improve accuracy and enhance 

the classification diagnosis for breast cancer patients. These include applying alternative feature selection 

methods and optimizers, such as forward selection, to obtain the optimal set of attributes and selecting different 

features to increase the accuracy value. 
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