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Abstract. In the last decades, emerging data mining technology has been introduced to assist humankind in generating relevant decisions. Data 
mining is a concept established by computer scientists to lead a secure and reliable classification and deduction of data. In the medical field, data 
mining methods can assist in performing various medical diagnoses, including breast cancer. As evolution happens, ensemble methods are being 
proposed to achieve better performance in classification. This technique reinforced the use of multiple classifiers in the model. The review of the 
homogenous ensemble method on breast cancer classification is being carried out to identify the overall performance. The results of the reviewed 
ensemble techniques, such as Random Forest and XGBoost, show that ensemble methods can outperform the performance of the single classifier 
method. The reviewed ensemble methods have pros and cons and are useful for solving breast cancer classification problems. The methods are 
being discussed thoroughly to examine the overall performance in the classification. 
 
Streszczenie. W ostatnich dziesięcioleciach wprowadzono nową technologię eksploracji danych, która ma pomóc ludzkości w podejmowaniu 
odpowiednich decyzji. Eksploracja danych to koncepcja opracowana przez informatyków w celu zapewnienia bezpiecznej i niezawodnej klasyfikacji i 
dedukcji danych. W medycynie metody eksploracji danych mogą pomóc w przeprowadzaniu różnych diagnoz medycznych, w tym raka piersi. W 
miarę ewolucji proponuje się metody zespołowe, aby uzyskać lepszą skuteczność klasyfikacji. Technika ta wzmocniła zastosowanie w modelu wielu 
klasyfikatorów. Przeprowadzany jest przegląd jednorodnej metody zespołowej klasyfikacji raka piersi w celu określenia ogólnej skuteczności. Wyniki 
recenzowanych technik zespołowych, takich jak Random Forest i XGBoost, pokazują, że metody zespołowe mogą przewyższać skuteczność 
metody pojedynczego klasyfikatora. Omówione metody zespołowe mają zalety i wady i są przydatne w rozwiązywaniu problemów związanych z 
klasyfikacją raka piersi. Metody są szczegółowo omawiane w celu sprawdzenia ogólnej wydajności w klasyfikacji. (Przegląd jednorodnych metod 
zespołowych dotyczących klasyfikacji danych dotyczących raka piersi) 
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Introduction 
 Breast cancer is the most common disease women 
suffer worldwide and the second largest cause of death 
among women from cancer [1]. Thus, advanced technology 
is being applied to improve the speed of breast cancer 
diagnosis. One of the advanced technologies being utilised 
in the medical field is data mining. Data mining can be 
known as acquiring information from data to generate 
decisions in the subsequent processes using algorithms, 
database technologies and artificial intelligence [2]. Many 
notable classification methods, such as decision trees, 
support vector machines, logistic regression, Naïve Bayes 
and k-Nearest neighbours, can assist in real-world breast 
cancer diagnosis [3]. For example, Naïve Bayes acquired 
91.18% accuracy in the classification of the 
WDBC(Diagnostic) data [4]. The existing study shows that 
data mining methods have high capability and efficiency in 
diagnosis. Nevertheless, a fully optimised method is needed 
to acquire the most accurate diagnosis of breast cancer 
disease. Reliable data mining methods with higher error and 
outlier tolerance, better generalisation ability, stability and 
precision are essential to generate optimal classification 
results that can assist physicians or medical staff in 
diagnosing breast cancer. Hence, over the years, computer 
scientists developed many advanced intelligence techniques 
to acquire the most optimal results in classification. The 
ensemble method is one of the most common techniques 
implemented in the breast cancer domain to increase the 
performance in terms of classification accuracy, stability and 
fault tolerance of the methods [5], [6].  

 
Classification 

Classification is the data mining process involving 
performing knowledge extraction tasks [7]. It is defined as 
categorising undetermined data into specific classes based 
on attributes [8]. However, the incapability to produce 
accurate outcomes due to high volumes of data and 
disparity features becomes a limitation in the classification 

[9]. Other issues that can arise during classification include 
feature selection, memory consumption, training time and 
low test accuracy [10]. Therefore, prominent data mining 
techniques are being hybridised with the ensemble 
technique to improve the classification. The data mining 
techniques would be known as the base classifiers in the 
ensemble method term. Classification is widely used in the 
breast cancer domain for diagnosing purposes [11]–[13]. For 
example, the study by [14] utilised AdaBoost and ANN to 
detect microcalcifications in breast cancer. 

Research Method: Ensemble Method 

Ensemble methods are computational learning similar to 
human behaviour of seeking various opinions before 
producing crucial decisions [15]. Generally, the ensemble 
technique applies the multiple classifiers system in which 
the outcomes of the base classifiers are combined [16]. The 
previous experimental studies show that the ensemble 
technique improved the classifier performance as the 
classifiers’ errors are negatively correlated. Furthermore, 
several other theories explain the successful application of 
ensemble methods in different domains. For example, 
Allwein, Schapire and Singer explicated the enhancement 
in the generalisation ability of ensembles in the framework 
of large margin classifiers [17], [18] while Breiman 
explained the improvement due to bias and variance 
analysis [19]. 

Ensemble methods can be divided into two, which are 
homogenous and heterogeneous [20]. Homogenous 
ensemble methods consist of methods such as Random 
Forest [21], Bagging [22] and Boosting [23]. The 
homogenous ensemble methods only consist of a single 
type of base classifier, as the model would generate the 
same specific type of base classifiers iteratively. Meanwhile, 
the heterogenous ensemble, like stacking, can combine 
different types of base classifiers with different natures (i.e. 
Combination of the decision tree and KNN) [20], [24]. This 



102                                                                             PRZEGLĄD ELEKTROTECHNICZNY, ISSN 0033-2097, R. 100 NR 1/2024 

study reviewed homogenous ensembles like Random 
Forest, Bagging, XGBoost, and AdaBoost, which are 
notable in the breast cancer domain [16], [25]. 

 
BAGGING 

Bagging, also known as bootstrap aggregation, was first 
proposed by Leo Breiman in 1994 [22]. This method aims to 
reduce the prediction error in the data mining algorithm [26]. 
Conceptually, bagging implements bootstrapping of 
samples from the training data, and each base classifier 
would utilise the bootstrap sample. In bagging, there are 
two ways two determine the prediction for test data: majority 
voting of the base classifiers, which class label with the 
most votes are selected for the test pattern  (classification) 
and averaging all the predictions from the base classifiers 
(regression) [27]. The resample data k may differ from the 
original sample size n, and the resampling process can be 
done either with replacement or without replacement. [26]. 
Among the advantages of bagging is reducing the variance 
of the model without affecting much of the bias [28]. Figure 
1 expresses the schematic diagram of the bagging process 
using the cross-validation technique. According to [29], 
bagging acquired 94.5169% accuracy when classifying with 
Wisconsin Diagnostic Breast Cancer (WDBC) data. Then, 
an existing study by [11] conveys that bagging got 71.5517 
% accuracy with Breast Cancer Coimbra data. 
 

 
Fig. 1: The schematic diagram of bagging using the cross-
validation technique. 

RANDOM FOREST 
Random forest is an ensemble technique that was also 

introduced by Leo Breiman with the application of the CART 
decision tree learning [21]. Random Forest applied the 
bagging technique that includes both bootstrap and 
aggregation [30]. It was built using two primary concepts: a 
subset of samples that undergo bootstrapping and a 
random subset of features. The random forest consists of 
the generation of multiple decision trees, implemented 
using a subset of bootstrapped training samples. The 
difference between random forest and bagging is that only 
the best feature (not all features used) was selected among 
the random subset of features at each split node.  

The bootstrapped sample data is divided into m feature 
samples to train a single decision tree. Normally, in the 
random forest, to acquire the m value of the feature, the 
best-split point is computed from randomly selected√ m 
features at each split node of the tree. The randomness in 
the technique produces better performance as it reduces 
the correlation of the tree [31]. Like bagging, after d trees 
are computed, the test data class would be determined via 
majority voting (classification). A previous study by [29] 
identified that Random Forest obtained a classification 
accuracy of 94.7295% with WDBC data; meanwhile, the 
study by Khuriwal and Mishra determined that Random 
Forest acquired the accuracy, precision and recall of 
97.01% with the same WDBC data [32]. The study by [11] 
shows that random forest got 79.3103% accuracy with 
Breast Cancer Coimbra data. 

ADABOOST 
AdaBoost, the short term for Adaptive Boosting, is a 

supervised learning introduced by Freund and Schapire in 
1995 [23]. In AdaBoost, the set of training data would be 
independently sampled from some unspecified distribution, 
and each distribution would be equally distributed with 1/m 
initially [25]. The model would implement t iterations of 
weak classifiers, and weak learners would be trained using 
distribution Dt. The distribution weights also are preserved 
after every iteration [33]. The weight of each observation 
would increase in every iteration to enable the weak 
learners to focus on the observations that cannot classify 
correctly. The weak learner would identify an appropriate 
weak hypothesis that affects the classification and be able 
to acquire predicting function sequences. Each predicting 
function provides weight, and the weight of a learner with a 
better predicating effect would be greater [33]. Hence, 
minimise the errors in every iteration. According to [14], 
AdaBoost acquired the classification accuracy and 
sensitivity of 82% and 98%, respectively, outperforming 
single classifier ANN, which only got 64% of sensitivity and 
97% accuracy with MIAS Breast Cancer Mammogram data. 
Based on the study by [7], AdaBoost M1 obtained the 
precision and recall of 75% with breast cancer data 
outperformed other ensemble methods, Random Forest. 

XGBOOST 
XGBoost, or can be known as Extreme Gradient 

Boosting, is the ensemble learning for decision tree 
boosting that can be applied to both classification and 
regression problems [34]. One of the advantages of 
applying XGBoost is the scalability because of the 
algorithmic optimisations. For example, the model runs 
approximately ten times faster than other well-known 
techniques on a single machine [35]. Based on [35],  
XGBoost’s other advantage is its ability to handle sparse 
data. It uses advanced regularisation compared to Gradient 
Boosting. The value k that represents the number of trees in 
the XGBoost model needs to be used to find the best set of 
functions by reducing the loss and regularisation objective. 
Then, l, which represents the loss function that holds the 
difference value between the predicted output yˆi and the 
actual output yi and l, is also used to measure the prediction 
ability [36]. Next, the measurement of the regularisation 
term to find the model’s complexity is computed, which is 
used to prevent overfitting and simultaneously control the 
complexity in the generated model [37]. In the generated 
decision trees, to reduce the objective function boosting, 
adding a new function, f needed as the model keeps 
training. Hence, in the t-th iteration, a new function (tree) 
would be added. The study by [29] also identified that the 
XGBoost ensemble achieved an accuracy of 95.1691% with 
Wisconsin Diagnostic Breast Cancer data. The study by 
[38] identified that XGBoost outperformed other methods, 
such as Random Forest, KNN and SVM, by achieving a 
mean AUC of 0.82 for the prediction of metastatic status in 
breast cancer. 

Comparative analysis of the homogenous ensemble  
This study implements the comparative analysis to 

identify the most suitable ensemble method for breast 
cancer data. Many factors must be considered to identify 
the most reliable methods, including processing speed, 
classification accuracy (existing breast cancer study), 
generalisation ability, and training time. Table 1 presents a 
thorough comparison between the ensemble methods. 
 
 
 
 



PRZEGLĄD ELEKTROTECHNICZNY, ISSN 0033-2097, R. 100 NR 1/2024                                                                             103 

Table 1. Comparison between the ensemble method. 
Method Advantage Disadvantage 
 -Can be applied to any 

classifier [39] 
-Lower performance 
than Random Forest 
[11]. 

   
Bagging -Acquired better accuracy 

than AdaBoost [40]. 
-Perform better than 
Random Forest and 
AdaBoost when there are 
extreme outliers and 
imbalanced classes [40]. 
-Minimise variance of the 
classifiers [22], [41]. 

-Longer training time 
[42]. 

 
Random 
Forest 

-Classification 
performance is better than 
XGBoost [43]. 

-Classifiers can be 
used only limited to 
decision trees [44]. 

 -Minimise variance of 
classifiers [21]. 

-Longer training time 
[42]. 

AdaBoost -Works well with large 
datasets [5]. 

-It takes longer to 
build compared to 
Bagging [45]. 

   
 -Can be applied to any 

classifiers [5], [25], [46] 
-It has a higher 
tendency to overfit 
[47]. 

XGBoost -Do regularisation that 
avoids overfitting; better 
generalisation [34] 

-Sensitive to outliers 
[48]. 
 

 -Fast training time [35], 
[49]. 

-Classifiers can be 
used only limited to 
decision trees [50] 

   
 
Conclusion 

This study presents an overview of breast cancer 
classification using the well-known homogenous ensemble 
technique. The reviewed methods include Random Forest, 
Bagging, AdaBoost and XGBoost. The methods’ precision, 
accuracy, stability and sensitivity with outliers are among 
the supreme components when choosing the best method 
that can be used in the breast cancer domain. In this 
presented paper,  the ensemble methods are deeply 
discussed. The discussion covers the methods’ advantages 
and disadvantages, which revolves around the mechanism, 
time taken, ability to handle large data, outliers sensitivity, 
accuracy, and overfitting issue. Based on the analysis, it is 
inscrutable to acknowledge which ensemble method is the 
best in this particular domain because each discussed 
method has advantages and disadvantages. The best 
method would depend on the problem, situation, data and 
features, as no method can work best and perform 
excellently in every problem. 
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