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ABSTRAK 

“Personal Protective Equipment” (PPE) dalam bahasa inggerisnya adalah peralatan yang 
dipakai di tempat kerja untuk mengurangkan pendedahan kepada bahaya yang 
menyebabkan kecederaan serius dan penyakit terhadap pekerja. Dalam projek ini, 
terdapat lima jenis PPE yang diambil kira, yang mana juga turut diiktiraf oleh 
“Occupational Safety and Health Administration“ (OSHA) yang mana merupakan satu 
badan persatuan keselamatan diiktiraf untuk memastikan PPE seperti topeng muka, 
pelindung muka, goggle keselamatan, topi keledar keselamatan dan jaket keselamatan. 
Untuk mengelakkan kerja yang memenatkan dalam menyemak secara manual sama ada 
pekerja memakai PPE atau tidak, pengelas PPE automatik dibina dengan menggunakan 
algoritma pembelajaran mendalam yang dipanggil “Convolutional Neural Network”, 
(CNN). Pengelasan ini dilakukan menggunakan Perisian Anaconda dan Jupyter Notebok 
yang menggunakan Python sebagai bahasa pengaturcaraan. Terdapat sejumlah 7500 imej 
dalam set data PPE, 6000 imej untuk latihan dengan dan 1500 imej lagi untuk ujian. 
Pengelasan dilakukan dalam dua cara, satu adalah dengan mengklasifikasikan PPE 
kepada 5 kelas dan satu lagi adalah dengan mengklasifikasikan ke dalam 2 kelas selepas 
beberapa parameter terbaik digabungkan dengan melalui pelbagai latihan dan ujian 
dengan menukar setiap parameter seperti nilai iterasi, fungsi pengaktifan, pengoptimum 
dan bilangan lapisan pada algoritma CNN. Dengan menggunakan pengelasan kepada 5 
kelas, ketepatan latihan akhir ialah 89.39% dan ketepatan ujian 62.23%. Sebaliknya, 
dengan mengklasifikasikan PPE ke dalam kelas binari, PPE mempunyai ketepatan ujian 
akhir sehingga 88% untuk semua jenis PPE. Pelitup separuh muka mempunyai ketepatan 
akhir 95.60%, pelindung muka 94.32%, pelindung mata keselamatan 89.79%, topi 
keledar keselamatan 98.90% dan yang terakhir jaket keselamatan mempunyai ketepatan 
ujian 88.45%. Berdasarkan keputusan tersebut, algoritma CNN adalah algoritma yang 
baik kerana klasifikasi binari PPE mencapai hasil ketepatan yang tinggi. 
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ABSTRACT 

Personal Protective Equipment (PPE) is equipment worn in the workplace in order to 
reduce the exposure to hazards that causing serious injuries and illness to people. In this 
project, there are five types of PPE to be considered which is also recognized by 
Occupational Safety and Health Administration (OSHA) such as face mask, face shield, 
safety goggle, safety helmet and safety jacket. To avoid a tedious work in manually 
checking whether workers wear PPE or not, an automatic PPE classifier is constructed 
by utilizing a deep learning algorithm called Convolutional Neural Network (CNN). This 
classification is performed using Anaconda and Jupyter Notebok Software that use 
Python as the programming language. There are total of 7500 images in the PPE dataset, 
6000 images for training with and another 1500 images for testing. The classification is 
done in two ways, one is by classifying the PPE into 5 classes and another one is by 
classifying into binary class after the best combined parameters are obtained using 
multiple training and testing by changing the parameters such as epoch, activation 
function, optimizer and filter layer. By using classifying into 5 classes, the final training 
accuracy is 89.39% and testing accuracy of 62.23%. On the other hand, by classifying 
the PPE into binary class, the PPE has final testing accuracy up 88% for all PPE. Face 
mask has final accuracy of 95.60%, face shield 94.32%, safety goggle 89.79%, safety 
helmet 98.90% and lastly safety jacket has 88.45% testing accuracy. Based on the result, 
CNN algorithm is a good algorithm as the binary classification of PPE achieved high 
accuracy result.  
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CHAPTER 1 

 

 

INTRODUCTION 

1.1 Introduction 

Since the last December 2019, a novel coronavirus forced global citizens to a new 

norm where various regulations have been mandating a national lockdown, closure of 

many sectors, social distancing and including wearing face mask for air filtration (World 

Health Organization, 2020). In Malaysia, the most significant impact of COVID-19 

outbreak that can be observed is the usage of face mask for every individual has been set 

to be a mandatory action when going to the public and open places. This is one of the 

prevention steps to avoid being infected by the coronavirus. The face mask has been 

indirectly can be categorized as a personal protective equipment for every person 

nowadays.  

According to the Occupational Safety and Health, (OSH, 2022), personal 

protective equipment, generally referred as PPE, is equipment worn to minimize the 

exposure to hazards that affect in a serious injuries and illness in workplace. Simply 

saying, PPE is item that has the ability to shield and protect the user against safety and 

health risks at workplace. There are many types of PPE recognized by OSH which are 

hard hat or safety helmet for head protection, safety goggles for eye protection, face mask 

for breathing protection, face shield for face protection, safety jackets for body protection 

and many more (Occupational Safety and Health Administration, 2004).   
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The utilization of PPE for this study can be considered in two situations which 

are firstly in the industrial workplace such as construction site where PPE such as safety 

helmet, safety goggles, safety jackets as well as face mask due to the recent pandemic. 

Secondly, in a workplace which involves the health frontliners such as hospital where 

face mask and face shield PPE are being used. Hence, this application is capable of 

detecting PPE used by person in these two working spaces or conditions.  

In this study, an application to classify the presence and absence PPE using deep 

learning method is developed. It is done by setting dataset that consists of a set of PPE 

images in suitable directory and implementing significant algorithm. The deep learning 

algorithm that has the ability to extract features from the images then further classify the 

images according to the similar feature characteristics it learns from the feature extraction 

process. There are few training parameters that plays important role in extracting features 

of the PPE images. Generally, these parameters are utilized almost in every deep learning 

algorithm especially neural networks such as dropout, batch normalization, optimizer and 

activation function including learning rate and momentum, (Varma & Das, 2018). The 

parameters contribute the most in helping the classification algorithm to understand about 

the PPE characteristics and information to produce desired output of the classification.   

The method of deriving useful information from images can be considered as a 

part of Artificial Intelligence (AI). AI is a term used to describe a software or machines 

that capable to mimic human’s functions such as performing task, learning and problem 

solving. Deep learning algorithm is type of machine learning and a part of AI. 

Computations will be performed on large amount of data using artificial neural networks 

and training the software or machine to learn from examples. There will be sets of data 

and deep learning algorithm will train and test the data such as images or videos to derive 

the desired output images. In this application, the output should be the classification 

images of the PPE.  

 

1.2 Problem Statement  

The usage of PPE has been long implemented in the workspace and currently the 

usage of face mask and face shield are very significant due to the coronavirus outbreak. 

The absence of PPE in the workplace can cause a serious injury to the employee for 
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example not wearing helmet will cause a serious head injury. Besides, starting 1 April 

2022, Malaysia has begun the “Transition to Endemic” phase and even so the new 

Standard Operating Procedure (SOP) is still implemented mandatory to wear face mask 

in public places and encourage workers to wear face mask in workplace, including 

wearing appropriate PPE, (Geyzel, 2022). That is because person without face mask 

would lead to infection and quick spread of the virus among the workers. This shows how 

important the presence of PPE to be utilized accordingly weather in industrial site as well 

as in the clinical workspace. Unfortunately, not all personnel will be abiding the rule to 

use PPE in which there will always few persons who will not cope. These may be because 

the worker sometimes forgets to bring along their PPE when coming to work especially 

when they are in rush. The problem in this scenario is faced by the person in charge to 

check whether workers are wearing PPE or not as the manually checking process is 

tedious. Secondly, the person in charge also will take more time since the manually 

checking process is time consuming and inconvenience especially in the morning time 

where a lot of workers will come at workplace almost at the same time.  

1.3 Objectives  

i. To utilize deep learning method which is Convolutional Neural Network 

(CNN) in classification of Personal Protective Equipment (PPE).  

ii. To analyse the performance of Convolutional Neural Network (CNN) 

algorithm in term of classification accuracy. 

1.4 Project Scope 

The PPE classifier application has few scopes and limitations such as only five 

types of PPE are being considered in this project. The PPE are yellow safety helmet, 

safety goggle, face mask, face shield with blue band and yellow safety jacket. This project 

is a fully simulation project in which no hardware arrangement is needed. Next, the 

dataset used is a combination between online images from sources like Kaggle, 123RF 

and iStock and own images that have been captured using smartphone’s camera of 64 

megapixels. The example of dataset is shown in Table 1.1.  
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Table 1.1 : Example of Dataset Images 
  

Type of PPE Example images in PPE dataset 

 
 
 
 

Safety Helmet 

 

 
 
 
 

Safety Goggle 

 

 
 
 
 

Face Mask 

 

 
 
 

Face Shield 

 

 
     
 
 

Safety Jacket 
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The own images are captured at Universiti Malaysia Pahang (UMP) dormitory 

and the datasets are all in .jpg format. The size of images are between 100x100 pixels to 

480x480 pixels. Other than that, there are in total of 7500 images which divided into 6000 

images for training while another 1500 images for testing. The ratio of training to testing 

is 80% to 20% respectively. This ratio is chosen because the 80% training set of the total 

images will provide sufficient and more data to be learn by the classifier, (Gholamy, 

Vladik Kreinovich, & Olga Kosheleva, 2018). Next, phyton is used as the programming 

language and software like Anaconda and JupyterLab are used as platform to execute the 

coding in this project. There are also few libraries that have been utilized such as NumPy, 

Keras, TensorFlow and OpenCV. Last but not least, the laptop specifications include Intel 

Core i5 processor, 8GB RAM and 475GB SSD storage.  
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CHAPTER 2 

 

 

LITERATURE REVIEW 

2.1 Introduction 

Personal Protective Equipment (PPE) that protects workers from workplace 

injuries and other hazards is addressed in specific standards by OSHA. It generally 

divided according to the expertise such as general industry, maritime and construction. 

The standards have been originated by the American National Standards Institute (ANSI) 

for the equivalent categories of the PPE (United States Department of Labor, 2022). 

According to United States Department of Labor, eye and face protection lies under 1910 

Subpart I, standard number 1910.133 and section (a)(1) stated that the employer should 

make sure that employee utilize appropriate eye or face protection when being exposed 

to eye and face hazards such as flying particles, liquid, gases or vapours chemical, molten 

metal or potentially light radiation (United States Department of Labor, n.d.).  

Other than that, head protection lies under standard number 1910.135 section 

(a)(1) which requires employer to endure that employee uses a protective helmet when 

working in workplace that can cause injury to the head due to falling objects (United 

States Department of Labor, n.d.). Besides, as for respiratory protection at standard 

number 1910.134 section (a)(1) states that to prevent of those occupational diseases due 

to the respiring of the polluted or contaminated air with harmful dusts, fumes, fogs, gases, 

mists, smokes, or vapours (United States Department of Labor, n.d.). The main objective 

is to halt atmospheric contamination and the same concept applied for nowadays 

pandemic as the contaminated air also means the existence of Covid-19 viruses in the air.  

In conjunction to this matter, OSHA has worked together with the Centres for 

Disease Control and Prevention (CDC) to propose a guidance preventing the spread of 
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Covid-19 in the workplace on January 29,2021 which includes the obligation to wear face 

mask in the workplace for both vaccinated and unvaccinated people (United States 

Department of Labor, 2021). Furthermore, the utilization of face mask has long being 

implemented by the clinical practitioners in the clinical workplace such as hospital and 

clinics. Similarly with the face shield which often use by the frontliners as one of the 

protective equipment for Covid-19 primarily. Due to the strict regulation to wear PPE in 

the workplace, it would be very convenience to have an automatic PPE classification 

system instead of just manually checking the PPE compliance by the person in charge. 

Therefore, reviews from articles and journals are important in order to get the main idea 

of how to conduct the classification or figuring out the best method to do the PPE 

classifier.   

2.2 Object Detection Using Machine Learning  

Generally, machine learning is a term to refer when computers learn from data. 

According to (Wolfewicz, 2022), machine learning describes the intersect of computer 

science and statistics where algorithms are used to perform specific task without being 

explicitly programmed. Machine learning recognizes patterns in the data and able to make 

predictions when a new data comes. The examples of commonly used machine learning 

algorithms are linear regression, Support Vector Machine (SVM) and K-Nearest 

Neighbours. Machine learning is also used to perform operation like object classification, 

recognition and detection. 

2.2.1 Object Detection Using Linear Regression Algorithm 

Linear regression algorithm is a supervised machine learning model in which the 

model discovers the best fit linear between the independent and dependent variable. There 

are two types of linear regression which are simple linear regression where only a single 

independent variable is present and multiple linear regression that has more than one 

independent variables for the model to find the relationship (Deepanshi, 2021). In a paper 

by (Zhang, Wang, Davoine, & Pan, 2012), the linear regression algorithm was 

implemented to detect the skin colour in a multi-classification approach and the result 

had showed a good generalization ability compared to other two approach called 

Gaussian Mixture Model (GMM) and Bayesian classifier. Linear regression had better 

performance in discriminating skin colours even from the similar skin tone. 
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Other than that, the linear regression algorithm also had been implemented in 

analysis of the head pose without the need for facial feature detection in a research by 

(Yu & Liu, 2014). The experiment was conducted on multiple databases consists of 337 

subjects. In each subject, there were 13 different views where the face’s images were 

taken and also various number of images for each pose. At the end of the research, result 

showed that linear regression was a good method to estimate the head pose and it had the 

ability to avoid exactly extracting the face features in which useful for estimation under 

uncontrolled conditions. Thus, linear regression is a good machine learning algorithm to 

perform object detection.  

2.2.2 Object Detection Using Support Vector Machine (SVM). 

Similar like linear regression, SVM is also categorized under supervised machine 

learning algorithm that mostly can be used for classification method. In SVM, the 

classification is performed by finding the hyper-plane that differentiates between two 

different classes where initially the value of each feature being the value of a particular 

coordinate in the x-y plane of the SVM algorithm (Ray, 2017). SVM works by selecting 

the hyper-plane which classifies the classes correctly according to maximizing margin 

and has a feature to ignore outliers. In a paper wrote by (Yang, Wang, & Yang, 2012), 

the SVM classifier for microcalcification had achieved quite a high sensitivity which was 

up to 94% while a small false positive rate at 0.5%. The overall classification performance 

by SVM was a notably higher in true detection rate and SVM was effective to achieved 

a high detection accuracy.  

Another research conducted by (Selamat & Rais, 2015) showed that SVM had 

achieved a consistent and high accuracy rather than classic strategies approximately 

ranging from 4.5% to 18.1%. The SVM was implemented to recognize face and also 

using polynomial kernel to assists with the Hybrid Multiclass SVM (HM-SVM). Other 

than that, (Liu, Dai, & He, 2011) had achieved an accurate and efficient performance of 

up to 91% hit rate accuracy in real-time on-road vehicle detection by applying SVM 

approach with a less computation cost. The test datasets consist of five scenes with more 

than 13000 monochromatic images at 1024 x 384 pixels resolution. This had showed that 

SVM classifier is a good algorithm to perform the detection as well as had a low cost in 

computation.  
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2.2.3 Object Detection Using K-Nearest Neighbour (KNN). 

KNN is a machine learning classification technique but it can be used in both 

classification and regression application. According to (Srivastava, 2018), KNN is widely 

used because it is easy to interpret output, low calculation time and good in prediction. 

Besides, the “K” in KNN refers to the nearest neighbour and “K” is determined by 

considering the training error rate and validation error. As for instance, the value of “K” 

is always accurate when it is the closest to any point itself. A research conducted by 

(George, Potty, & Jose, 2014) showed that KNN achieved accuracy of 66.6% when it 

was implemented in the smile detection application. The classification was done by 

extracting mouth and eye pair from the images and setting the value of “K” to 1.  

Besides, a study by (Bouaich & Tairi, 2019) that implement KNN in vehicle 

detection gave a satisfactory result and able to identify region of interest when tested on 

three videos of different weather condition which were windy, raining and sunny. In the 

vehicle detection application, KNN was used to subtract the background based on 

adaptive and non-adaptive probability density as well as threshold to identify shadow. 

So, the application able to detect pixels that belong to the foreground which was the 

vehicle as well as differentiate between vehicle and shadow.  

2.3 PPE Detection Using Deep Learning Algorithm 

The object detection using deep learning has been long implemented by the 

previous researchers. Unlike machine learning, in this section, the deep learning 

algorithm will directly further discuss on PPE as the object for classification and 

detection. Specifically, the detection of the PPE was mostly on detecting the face mask 

by using various methods under deep learning. The methods are Convolutional Neural 

Networks (CNN), Single Shot Detector (SSD) and You Only Look Once (YOLO). 

2.3.1 Detection of PPE Using Convolutional Neural Network (CNN)  

CNN is widely known a type of supervised Artificial Neural Network (ANN) that 

usually used for object classification or recognition. It takes images or videos as its input 

and has a known target output so that the machine will learn to recognize those 

classifications through training process that passing through a set of parameters such as 

layers, filter, activation function, and layers.  
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According to an article that utilized CNN to detects and tracking moving objects 

using TensorFlow object detection Application Programming Interface (API), it had 

achieved specificity of 91.24% and good accuracy of 90.88%, (Mane & Prof.Supriya 

Mangale, 2018). The detection able to detect the object’s location by 150 frames per 

second throughout obstacles like illumination and occlusion. Other than that, another 

research that used Region Based Convolutional Neural Network (R-CNN) to detect high 

resolution masked and non-masked faces, (Gathani & Shah, 2020). R-CNN is an 

extension of CNN that mainly focuses on extracting region proposals from the input 

image and will be computed by a convolutional neural network. As a result, the non-

masked accuracy was 98.61% which was quite high and a little lower accuracy in 

detecting masked face, 68.72%. The detection was successful since this method was using 

R-CNN which exists the localization process where the exact location of the object in 

that particular image can be extracted so that bounding box can be drawn for detection 

purpose. In addition, another research was using CNN model and applying to a base 

version of an algorithm for detection had results in obtaining high performance result 

accuracy, precision, recall rate and F1-score up to 96%, (Gathani & Shah, 2020). In 

another paper, an accuracy of 79.14% with precision of 80% were achieved when training 

13000 images using dataset of Residual Network (ResNet), (Delhi & Thomas, 2020). It 

has utilized CNN for classifying the object then had a Region Proposal Network (RPN) 

that generates region proposal that helps in detecting the particular object.  

Processing time of CNN may be slower compared to any other advance deep 

learning algorithm since CNN is the basic of deep learning algorithm. However, 

observing from the results of the papers, CNN method is also good in term of accuracy 

especially when performing the object classification. In June 2017, research shown that 

CNN was capable of achieving record-breaking results which was to obtain a lesser error 

rate than the previous research when classifying a large amount of dataset using purely 

supervised learning CNN, (Krizhevsky, Sutskever, & Hinton, 2017) . This shows that in 

term of object classification, CNN is definitely one of the effective options to perform 

any image classification.  

2.3.2 Detection of PPE Using Single Shot Detector (SSD)  

SSD is one of the well-known algorithms in deep learning where it utilizes the 

transfer learning to produce a great result. SSD has a high-performance quality and that 
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is why it usually used for object detection in real-time. According to an article that had 

used SSD for detection and monitoring system, (Mingyuan Xu, Wang, & Li, 2020). SSD 

had fast detection speed and good performance because it had bigger layer so the larger 

the target will be. Nevertheless, although the performance was good but SSD also unable 

to meet requirement for detections when directly applied to certain object due to various 

kind of features and scene complexity.  

In addition, SSD network also able to generate good scores for the detection of 

presence object because it had combined predictions from a few feature maps with 

different resolution. This is a good step to handle the various sizes of images in the 

dataset. SSD is straightforward and easy to train because SSD requires object proposals 

that crucial in a detection component, (Liu, et al., 2016). Overall, SSD is able to achieve 

a competitive accuracy method and it is quite unsuitable to be used for detecting because 

there are still detection requirements that left unsatisfied. Moreover, SSD algorithm also 

using VGG-16 network, under CNN architecture that crucial in extracting features and 

improving results.  

2.3.3 Detection of PPE Using You Only Look Once (YOLO)  

YOLO is one of a famous deep learning algorithm and has well performing 

architectures especially for real time object detection. YOLO is based on regression that 

predicts classes and bounds boxes for the entire picture and run only once instead of just 

selecting a certain part from the image. This benefits YOLO in term of faster detection 

time.  

According to (Jian & Lang, 2021) that compares the accuracy and detection speed 

between YOLO and Faster R-CNN, result had shown that YOLO was an efficient and 

faster detection speed than the CNN model and had up to 86% mean average precision 

(mAP) for mask detection in real time. In other articles that evaluate performance of 

YOLO versus other method, it used Haar Cascade method as classifier before processed 

by YOLO to do object detection and resulting in achieving the highest accuracy compared 

to the other method for the detection, (Vinh & Anh, 2020). Next, YOLO had a higher 

accuracy because it only needs a single forward propagation pass that able to detect object 

on one input image. Besides, in detecting face with mask, YOLO had results in up to 90% 

precision, 70% F1-score, and a faster execution time, (Liu & Ren, 2021). It had used quite 
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a large size of datasets which have 3145 images for training and 853 images for testing 

that being classified into three different classes, “With mask”, “Without mask” and 

“Mask worn incorrectly”. In term of its overall validation set performance, YOLO also 

had shown a higher percentage performance in extracting feature when being trained 

using the traditional classification network Few-Shot Classification (FC) layer predictor. 

However, when comparing the performances of YOLO to a different model, Faster R-

CNN, this extension of CNN tends to perform up to 3% better than YOLO in term of 

their precision and F1-Score.  

Other than that, (Protik, Rafi, & Siddique, 2021) had developed an automated 

system for PPE detection such as face mask, face shield and hand gloves using YOLO 

with Roboflow computer vision developer framework for image augmentation in training 

set with 8000 iterations and Tensorflow weight format to check performance of real time 

detection. The result shows that the average precision of individual classes was between 

70% to 87% which indicate that the detector had a good performance. Besides, the 

precision, recall rate, and F1-Score metrics scores 78%, 80% and 79% respectively.  

Based on the articles and research, YOLO definitely had a promising good 

performance for PPE detection especially for the real time application. YOLO gave a 

faster execution time and quicker processing time for object detection but in term of its 

overall performance, CNN algorithm had higher precision and F1-Score than YOLO 

does. It can be concluded that YOLO sacrifices accuracy in order to achieve a higher 

speed detection time.  

Furthermore, there are also situation where YOLO only perform detection process 

after being passed from the classifier which was done by the other algorithm such as Haar 

Cascade (Vinh & Anh, 2020) . Moreover, in most of the references that implement YOLO 

algorithm to detect object has utilized a pre-trained model from various open-sources 

platform such as Common Objects In Context (COCO) datasets (COCO, n.d.), Canadian 

Institute for Advance Research (CIFAR) and many more (Papers With Code, n.d.). Thus, 

the pre-trained datasets are not really practical this project since it provides less 

opportunity to learn how to train the datasets manually and improves knowledge in 

utilizing deep learning for PPE detection.  
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2.4 Summary 

In summary, both machine learning and deep learning approach have the ability 

to perform object classification or detection. However, by comparing both approach, deep 

learning provides a good result especially in term of accuracy. In a paper by (George, 

Mary, & K S , 2013) that comparing the accuracy between ANN and KNN in vehicle 

detection and classification from acoustic signal application using 160 vehicles in 

different categories. Result had showed that KNN achieved average accuracy which was 

50.62% while the ANN achieved higher accuracy which was 73.42%. As had been 

discussed in previous explanation, KNN which is one of machine learning algorithm 

recorded a low performance compared to ANN, which is categorized under deep learning. 

Therefore, it is proved that deep learning algorithm is a good choice to be utilized in the 

PPE classification application in this project. 
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CHAPTER 3 

 

 

METHODOLOGY 

3.1 Introduction 

This chapter explains in detail about the chosen method that being used to perform 

the classification of the five types of PPE which are face mask, face shield, safety goggle, 

safety helmet and safety jacket. The method majorly is inspired by the philosophical 

research conducted in the literature reviews mainly to obtain the fundamental 

understanding about various methods and choosing the appropriate one to be 

implemented in this project. Besides reviewing articles and journals, researching from 

online platforms such as websites related to object detection or classification also has 

influenced in the methodological choice. Those websites basically utilize python as it is 

one of a commonly used programming language worldwide. In this chapter also includes 

specific explanation of the step-by-step project flow from start to finish.   

3.2 Overview of Overall Project Flow  

Figure 3.1 illustrates the overall flowchart of this project. It starts with visualising 

the dataset that contains pictures of the PPE which are face mask, face shield, safety 

goggle, safety helmet and safety jacket. Then follows by the image augmentation and 

pre-processing where the images are being rotated, shifted, normalized, sheared, zoomed, 

and flipped. Next, the model is built in which appropriate layers, activation function, and 

optimizer are applied. After that, model training process is then completed. The model is 

trained using two ways which are firstly training for multiple classes and secondly binary 
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class. In multiple classes, there are 5 classes that classify each type of PPE into different 

class for example class 0 belong to face mask, class 1 belong to face shield, class 2 is for 

safety goggle, class 3 is for safety helmet and lastly class 4 belong to safety jacket. 

Moreover, in binary class, each of the PPE is trained separately and only classify into two 

classes at the end which are ‘with’ or ‘without’ PPE. After training is completed, model 

testing can be done to get the classification probability result in term of percentage.  

 

Figure 3.1: Overall Project Flowchart 

 

3.3 Visualising Data 

Visualising the data is basically how the datasets are being split-up in different 

folders before started to write any coding or programming. The dataset which also means 

the images are sorted according to appropriate folders. This is a crucial first step that 

needs to be completed correctly so that will be easier for the machine to analyse and 

understand the datasets especially when they are being called in the programme.  

Figure 3.2 shows how the data for 5 classes are being sorted and for 5 classes the 

dataset consists of 2500 set of images in total. Next, two different folders for training and 

testing are created in which containing 2000 images and 500 images in the folders 

respectively. The ratio of images between train and test 80% to 20%. The training has a 

larger number of pictures compared to the one in testing folders because naturally 

learning process needs a huge number of inputs it can learn from. In each training and 

testing folders, there are five folders rename as “FACEMASK”, “FACESHIELD”, 
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“GOGGLE”, “HELMET” and “SAFETYJACKET”. In the training folder, each PPE has 

400 images while in the testing folder there are 100 images for each of the PPE.  

 

Figure 3.2 : Visualising Data for 5 Classes 

Next, Figure 3.3 illustrates the visualising data for binary classification. In total 

there are 5000 set of images for binary class and the PPE is sorted by having one folder 

for each of the PPE. Thus, there are five folders which are each one for face mask, face 

shield, safety goggle, safety helmet and safety jacket. In every folder, there are another 

two folders called as train and test folder. Inside the train and test folder there are also 

another two folder that represent ‘with’ and ‘without’ PPE respectively. For example, 

there are ‘with face mask’ and ‘without face mask’ folders in each train and test folders 

of face mask and same condition applied to another four PPE. As for the number of 

images, there are 400 images in each ‘with and without’ PPE in train folder and 100 

images in each ‘with and without’ PPE in test folder.  

 

Figure 3.3 : Visualising Data for Binary Class 

 

3.4 Image Augmentation and Pre-Processing 

Image augmentation is a familiar technique used in deep learning network 

especially when a large amount of data is existed. Image augmentation can be defined as 

a technique of modifying the existing original data to produce a new data that has been 
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enhanced for the model training process. The modification is generated from input data 

itself therefore it benefits in saving time instead of collecting the data manually. In 

addition, the deep learning model might encounter difficulties in learning the patterns or 

desired object from the images due to disturbance such as input image is massive in size, 

or the machine might not be able to differentiate between foreground and background 

from the picture. This significantly will impact the performance of the model. Thus, 

augmentation approach such as appropriate shifting, rotating, zooming, and flipping can 

be carried out to create variations in the dataset which allows to generalize model and 

will performed better when dataset is rich and sufficient.  

Figure 3.4 shows the block diagram of image augmentation specify with their 

parameters. Firstly, ImageDataGenerator of Keras library is included in Jupyter 

Notebook because it provides an easy and fast procedure to augment the input pictures. 

Keras also provides the access to various augmentation techniques such as the 

normalization, rotation and many more. Besides it also ensures that the new variations of 

images are received by the model at each iteration or epoch.  

 

Figure 3.4 : Image Augmentation and Pre-Processing Block Diagram 
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Next, ImageDataGenerator library also allows to perform random rotation that 

generally ranging from 0 until 360 degrees by using rotation_range function. Here all the 

PPE images are being rotated randomly between 0 and 30 degrees. Maximum 30 degree 

is sufficient to rotate the image as a high degree of rotation will cause even more pixels 

to be rotated out and some part of the object which is PPE may have been moved outside 

of the images.  

After that, the images are being shifted in two different directions which are 

horizontally and vertically. Horizontal shifting is when the image’s width is shifted, and 

vertical shifting is when the image’s height is shifted. Using width_shift_range and 

height_shifted_range function for width shift and height shift respectively, PPE dataset 

is shifted randomly by 10%. Float number of 0.1 is used to represents that the entire image 

is being shifted in width along x-axis and height along y-axis by 10% instead of just 

simply shifting by pixel values.  

Other than that, the dataset is rescaled by normalizing it using rescale command. 

Since the PPE images are coloured images in (Red, Green and Blue) RGB coefficients 

ranging from 0 to 255 which are quite high to be feed into the model to be processed. 

Therefore, changing into values between 0 to 1 by scaling with a 1/255 factor. The 

normalization process helps to change the pixels intensity values so that it becomes 

smaller and the computation becomes faster and easier (Ponraj, 2021).  

Then, shear image using shear_range function also by 20%. Shear means cutting 

away part of the image and slants the shape of the image. In shear transformation, the 

image is sort of being stretch in certain shear angle while one axis is fixed. Shear is an 

important step in image augmentation as it gives idea to the computers to see object from 

different angles like human do (Shankar, 2021).  

After shearing, the image is then be zoomed randomly by zoom_range function. 

Here the whole image in PPE dataset is zoomed in by maximum of 20%. This processed 

is called zooming in or also adding some pixels around that image in order to enlarge it. 

Simply explaining, it magnifies the picture and zooming inside the image randomnly 

(Random Zoom Image Augmentation - Keras ImageDataGenerator, 2021).  



30 

Next ImageDataGenerator from Keras also provides the options for flipping 

images horizontally and vertically. Here only horizontal flipping is used where the image 

is allowed to be flipped along x-axis by setting the horizontal_flip function to true. 

Vertical flipping is not used since it can cause the image to be upside down and adding 

load to the model to learn.  

Last but not least, the most important function in image augmentation from 

ImageDataGenerator is fill_mode. When previously the input image is being rotated and 

shifted, it effects in empty area or left-over space that needs to be filled. Therefore, 

“nearest” is used which means that the area will be filled with the nearest pixels and 

stretching it.  

Table 3.1 illustrates the results after image augmentation has been done to the 

PPE dataset. From the example images, it can be seen that each of the images are already 

went through augmentation process and different comparing to the original images.  

Table 3.1: Image Augmentation Result 

 

 Face Mask Face Shield Safety Goggle Safety Helmet Safety Jacket 

Original 
Images 

  

 
  

Augmented 
Images 

  

 
 

 

 

3.5 Proposed Method for PPE Classification 

The proposed solution to perform the classification of PPE is by using a deep 

learning algorithm namely Convolutional Neural Network (CNN). CNN is an adequate 

commonly used algorithm for object classification as it able to gives a good performance 
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in term of accuracy with acceptable execution time speed. CNN algorithm is good enough 

to perform classification of the PPE since the typical CNN algorithm is known as 

classifier in which process like detection that involves localization does not need to be 

executed in this project and can be focused more in classifying the PPE correctly.  

Figure 3.5 illustrates how the PPE images are being feed as input to the 

Convolutional Neural Network model where it learns features from the images and 

classifies them into classes which is firstly 5 classes, consists of class Face Mask, class 

Face Shield, class Safety Goggle, class Safety Helmet and lastly class Safety Jacket. 

Secondly is the binary classes where the five PPE is being classified into two classes of 

“with” or “without” PPE. The classification is considered successful if the image is 

classified into the correct class for example an image with face mask classifies into Face 

Mask class.  

Convolutional Neural Network or CNN learns features of the images based on the 

existence of various layers and filters in its model architecture. Unlike human, computers 

see images in term of numbers in which pictures usually represented in 2-dimensional, 

2D array of numbers, called as pixels. Thus, in order for the machine to recognise objects, 

CNN algorithm is used. The layers in CNN are structured in 3-dimensions, 3D which are 

width, height and depth.  

 

Figure 3.5 : Convolutional Neural Network (CNN) Architecture 

There are two crucial components in CNN, firstly is the feature extraction part 

where all the hidden layers are located. Operations such as convolution is executed such 

that the features will be detected. Convolution generally can be defined as mathematical 
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operations where two functions are combined to produce an output function. In PPE 

classification, convolutional layers are according to the number of filter layers in each 

classification of PPE. Convolution assists by the existence of the filter or kernel and 

producing a map called feature map. Convolution is performed by sliding the filter over 

the input image and multiplication of matrix as well as summing the results is performed 

then updated into the feature map. Figure 3.6 shows how the convolution is performed 

on an image. The size of the filter used (green square) is a 3 x 3 filter, sliding over the 

input image (blue square) and mapping the sum of the convolution into the feature map 

(red square).  

 

Figure 3.6 : Convolution Operation on an image 

After convolutional layer, pooling layer is added to reduce the dimension 

continuously on the number of parameters as well as computation in the neural network. 

Pooling layer helps a lot in controlling overfitting where usually overfitting is 

unavoidable when it comes to data training. The type of pooling layer that commonly 

used is max pooling layer that considers maximum value in each window. In PPE 

classification, the number of 2x2 pooling layers are the same of convolutional layers 

which are depending on the number of layers in each of the PPE. For instance, the 

multiple classes have 5 layers and for binary classification, face shield, safety goggle, 

safety helmet and safety jacket have 5 layers while face mask has 4 layers.  

The second important component in CNN is the classification where exist layers 

that are fully connected to each other. This fully connected layer only allows a 1-

dimensional, 1D data to pass through. Therefore, flatten layer is used to convert the 

previous 3-dimensional data into 1-dimensional. Flatten layer is commonly used in the 
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transition from the convolutional layer to the fully connected layer, which is also known 

as the output layer.  

Next, in the classification part from the Figure 3.5Figure 3.5, dense layer is 

important in order to classify the object based on the output from the previous 

convolutional layers in hidden layers. Dense layer has neurons that receives information 

or input from all neurons of the previous layers, (Dumane, 2020). Thus in this PPE 

classifier, the dense layer depends on whether the classification is binary or multiple 

classes classification. As for binary class, the dense is set to be 1 while for multiple classes 

that consists of 5 class of PPE will have the dense layer set to be 5.  

Last but not least, activation function in the output layer is also one of the 

important parameters to complete the classification. In the fully connected layer, the 

dense layer is matched with suitable activation functions because it is also depending on 

the type of class. For binary classification with dense layer of 1, sigmoid activation 

function is used. This is because the characteristics of sigmoid functions that has values 

ranging only from 0 to 1, (seb, 2021). Therefore, it is very suitable for classification into 

two classes with values from 0 to 1 as the only potential output values. On the other hand, 

for multiple classes softmax activation function is used. Softmax function is almost 

similar to sigmoid function but the difference is that softmax produces output that 

interrelated to each class in which the probability sum will always equal to 1. Thus, there 

will be only one class that has higher probability compared to the other classes which 

means the object is potentially classified into that particular class, (Basta, 2020).   

3.6 Building the Model 

In deep learning, model building is where the neural network considers inputs and 

parameters that being processed through hidden layers basically for training purpose. In 

this project, firstly related libraries such as models Sequential and layers Activation, 

Dropout, Flatten, Dense, Conv2D and MaxPooling2D. Besides image augmentation, 

ImageDataGenerator class also provides method flow () such as flow_from_directory() 

and flow_from_dataframe() that functions to read the pictures from folders containing 

those images. Here, flow_from_directory function is used to called out images from the 

training and testing folders. As a result, it will find the images that belong to training and 

images that belong to testing.  
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Figure 3.7 illustrates building the model block diagram. Sequential model is used 

because it is suitable for a stack of layers. Sequential model is built by passing several 

layers with their respective size. The first layer is Conv2D layer where it has filters of 3 

x 3 kernel size and rescaling the input shape by 150 x 150 by 3 channels. Activation 

function in this block diagram is the activation function in the hidden layer, Rectified 

Linear Unit (ReLU), tangent hyperbolic (tanh) or sigmoid which depends on the PPE. 

The non-linear activation function helps the network to learn complex pattern. It is also 

will assists in the convergence process where the learning rate will be decreased when 

the error has reached its minimum value.  

 

Figure 3.7 : Building the model block diagram 

Next, a MaxPooling2D layer is added with its pool size 2 x 2 to reduce the spatial 

dimensions of the output volume since the total of 288 filters for learning. Flatten layer 

is also added to create a single 1D array to input into the next layer. A single long feature 

vector will be produced which means the pixel data will be structured in one line and 

connected with the final layer. Then dropout layer is added by 50%. Dropout helps to 

reduce overfitting of the model by randomly turning neurons off during training process. 

So here it will randomly be turning off 50% of the neurons. The last layer is the dense 
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layer with activation function from the output or fully connected layer, that also set 

according to the type of classification as mentioned previously.  

After adding all the necessary layers, the model is then compiled with the suitable 

sparse cross-entropy loss function for the PPE. For binary class, binary_crossentropy is 

utilized while for the multiple classes sparse_categorical_crossentropy is set as the loss 

function. Sparse categorical cross-entropy is used because the classes are mutually 

exclusive in which in the multiple classes single image only belong to a single class.  

Other than that, another parameter called as optimizer that leads the network to 

converge faster. In this PPE classifier, there are few optimizers that are being considered 

such as Adaptive Moment Estimation (Adam), Root Mean Square Propagation 

(RMSprop), Stochastic Gradient Descent (SGD), and another of two variants from Adam 

which are Adamax and Nesterov-accelerated Adaptive Moment Estimation (Nadam). 

These optimizers are adaptive type optimizer in which it does not require to tune the 

learning rate because they have their default learning rate. For example, Adam has 0.001 

learning rate which is very fast, therefore the network will learn features in less time. As 

for the other optimizer, RMSprop, Adamax and Nadam have the same learning rate as 

Adam which is 0.001 while SGD has a slightly slower learning rate which is 0.01, (Keras 

Documentation, n.d.). 

3.7 Training the Model 

Block diagram of training the model is as shown in Figure 3.8. As for training the 

model, library fit_generator is used meaning that Keras is calling the function of 

generator that previously used in image augmentation. The fit_generator function will 

perform backpropagation on a batch of dataset that it receives and followed by updating 

the weights in the model. Next, the class_mode argument where ‘binary’ class mode is 

used for binary classification and ‘sparse’ class mode is used for the multiple class 

classification. As for mutually exclusive dataset and needs to be matched with what has 

been used previously in with sparse_categorical_crossentropy so that the coding is free 

from error. Then, the PPE dataset is trained with suitable epochs meaning that the 

algorithm will perform the training according to the set epochs for each PPE. Overall, 

after completing until the end of the epochs, the trained model is saved in H5 format. It 
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saves data in Hierarchical Data Format (HDF) and it is a lightweight way to save model 

that has been trained.  

 

Figure 3.8 : Training The Model Block Diagram  

As mentioned in the overall project’s flowchart, the training process will be 

divided into two parts. The first one is training the model with 5 classes. The parameters 

involved in training these 5 classes are using 100 epochs, ReLU activation function in the 

hidden layer, Adam optimizer, 5 filter layers that corresponds to the number of 

convolutional and pooling layer and lastly 20% width and height shift. ReLU activation 

function is used because it is a well-known non-linear activation function in the deep 

learning domain due to computationally efficient because it only activates certain neurons 

at a time. For instance, it activates neurons only if the output of linear transformation is 

more than 0, (Gupta, 2020). Adam optimizer is used because Adam generally 

recommended as default optimization algorithm since it has faster running time, requires 

less tuning and needs only low memory. In term of filter layers, 5 filter layers are added 

in the training and it is considered as sufficient amounts of layers for the CNN learn the 

complexity of the PPE features. Table 3.2 shows the parameters involve in training the 

PPE with 5 classes.  
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Table 3.2 : Training with 5 classes parameters 

 
Epoch Activation 

Function 
Optimizer Filter 

Layers 
Width Shift Height Shift 

       100 ReLU Adam 5 Layers 20% 20% 

 

The second part of the training process is by training the PPE in binary 

classification. This is done by firstly changing one parameter each time while the other 

parameters are maintained. Table 3.3 shows the parameters involves in training the PPE 

with binary class.  

Table 3.3 : Training with binary class parameters 

 
Epoch Activation Function Optimizer Filter Layers 

100,150,200,250,300 ReLU Adam 3 layers 
100 ReLU,tanh,sigmoid Adam 3 layers 
100 ReLU Adam,rmsprop, 

SGD,Adamax, 
Nadam 

3 layers 

100 ReLU Adam 3,4,5 layers 

Based on the table, each parameter is changed for each training until the best 

accuracy is obtained. The training in binary class is done by changing epochs starting 

from 100 until training is completed. Then, training the second time by changing epoch 

to 150 while maintaining activation function, optimizer and filter layers as ReLU, Adam 

and 3 layers respectively. Execute the third, fourth and fifth training using 200, 250, and 

300 epochs. Next continue the training by changing activation function while epoch, 

optimizer and filter layers are maintained at 100, Adam and 3 layers respectively. This 

training process is done until all the parameter changes have been trained and their 

weights in format of H5 files are saved.  

After completing the training by changing parameters, the highest and second 

highest training and testing accuracy of activation function and optimizer are combined 

to be trained once again.  
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3.8 Testing the Model 

Figure 3.9 shows the block diagram for testing the model using dataset from the 

testing folder in both 5 classes and binary class PPE. There are in total 500 testing images 

from 5 classes PPE and 1000 testing images from binary class PPE. Similar like the other 

process, the first step of including the library is a must to execute the model testing. Here, 

NumPy library, keras models and pre-processing module from keras are included. 

NumPy stands for Numerical Python and it is important in order to perform logical and 

mathematical operations on arrays. In short, here it is used to quickly create and analyse 

the data. Keras model library if for loading the trained model which is saved in H5 format 

before and pre-processing module is for importing the wanted image from testing 

directory.  

 

 

Figure 3.9 : Testing the model block diagram using dataset from each testing folder  

Next, the loaded testing image of PPE is resized into 150 x 150 then converting it 

into an array. Then, NumPy library is used to expand the dimension of the image and 

significantly changes its shape so that the network learns it is a batch of one image. The 

command should be only run once because it has the possibility of being wrong and object 

not detected if the image keep expanding.  

Other than that, the testing image also needs to be normalized so that it only falls 

between 0 and 1 value same as the training dataset. Last but not least the loaded PPE 

images then predicted using model.predict function and result will be shown in term of 

array that indicates the probability of the image belong to which class. This step is 

repeated every time predictions is being done to any of the PPE images such as calling 
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out either face mask, face shield, safety goggle, safety helmet or safety jacket from the 

test directory for 5 classes and for binary classes it results in term of whether the images 

is with or without PPE with its probability.  

The second part of the testing is after combining for the best result using new 

dataset and the block diagram is shown in Figure 3.10Figure 3.10 . The new dataset 

consists of only 12 images that are mixed between own captured images and online 

images. Almost all steps are similar to the previous testing process where it starts with 

importing the Tenserflow and NumPy library and load_model module from Keras. Then, 

it loads the weight of H5 model of the combination for best result of each five PPE. The 

12 new testing images is imported into the testing network by inserting the correct 

directory. After that, same as previous testing where the images need to be resized, 

expanded and normalized. The output images will pop-up along with what type of PPE 

it classifies as present or not present with their respective probability scores.   

 

Figure 3.10 : Testing the model block diagram using the new dataset  
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CHAPTER 4 

 

RESULTS AND DISCUSSION 

4.1 Introduction 

In this project, the final result is in percentage format that indicates probability of 

the PPE image belongs to which class between the five classes and between the combined 

binary class. For 5 classes, the classes have been set into image class indices such that 

class 0 is Face Mask, class 1 is Face Shield, class 2 is Safety Goggle, class 3 is Safety 

Helmet and lastly class 4 is Safety Jacket. On the other hand, for binary class it gives in 

term of two classes which are whether the PPE is classified or not classified in that image.  

4.2 Training and Testing Accuracy of 5 Classes PPE 

As for the 5 classes of PPE, the model is trained firstly using 2000 set of images 

and testing using 500 set of images of each PPE. Figure 4.1 and Figure 4.2 show the 

training and testing model accuracy and loss for the 5 classes of PPE. According to the 

pattern of the graph, training losses decreasing as accuracy increasing while for the 

testing, it has increasing losses then decreasing at the end of the epoch. Generally, both 

graphs of accuracy and testing have fluctuating pattern along the 0 to 100 epochs. This 

condition may be caused by there are some portions of the images are classified 

randomly, thus it produces random result between the correct and wrong classification. 

Besides, it also may be due to the overfitting of the network where the CNN unable to 

generalize well because model ends up fitting the noise that present along side of the data, 

(Koehrsen, 2018). 
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Figure 4.1 : Training and testing model accuracy graph for 5 classes of PPE. 

 

 

Figure 4.2 : Training and testing model loss graph for 5 classes of PPE. 

Table 4.1 shows the summary of testing accuracy of the 5 classes PPE and Figure 

4.3 shows confusion matrix of 5 classes PPE. Safety jacket has the highest testing 

accuracy which is 98.94%, followed by safety helmet 90.46% and safety goggle 83.35%. 

As for face mask and safety goggle, both recorded low testing accuracy which is 43.66% 

and 45.91% for each face mask and safety goggle respectively. This condition may be 

affected by the width and height shifting as much as 20% in augmentation before the 

training is conducted. By shifting the width and height maximum of 20% of the original 

images may not a good option and possibly has shifting the PPE in the images that was 

supposed to be classified as object. Thus, when the testing using new images, the network 
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is unabled to recognize as well as classified the PPE absent in the images. The 20% should 

be decreased so that the low accuracy can be increased further.  

Table 4.1 : Testing accuracy of 5 classes PPE 

 
PPE Face Mask Face Shield Safety 

Goggle  
Safety 
Helmet 

Safety 
Jacket 

Total Images 500 500 500 500 500 

Testing 
Accuracy (%) 

43.66 83.35 45.91 90.46 98.94 

 

 

Figure 4.3 : Confusion matrix of 5 classes PPE 

 

4.3 Training and Testing Accuracy of Binary Class PPE 

The model is firstly trained using 4000 images in total and another 1000 images 

are used for testing. In each PPE, there are 200 testing images which divided into 100 

images for ‘with’ and 100 images for ‘without’ PPE. 

4.3.1 Training by Changing the Epochs 

Table 4.2 shows the training and testing accuracy of the binary class PPE when 

the epochs are changing starting from 100 until 300. Face mask and safety helmet have 

reached highest accuracy when the epoch is 200. 98.41% training accuracy and 93.31% 

testing accuracy for face mask while 99.46% training accuracy and 96.97% testing 

accuracy for safety helmet. Face shield’s accuracy is the highest at 250 epochs which is 

98.52% and 89.30% accuracy for training and testing respectively. Both safety goggle 

and safety jacket achieve highest accuracy during 300 epochs. 99.58% training accuracy 
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and 84.35% testing accuracy for safety goggle while 99.67% training accuracy and 

87.34% testing accuracy for safety jacket. All of the highest result in training accuracy 

recorded good performance which is up to 98% accuracy as well as testing accuracy 

which is up to 84% accuracy. 

Table 4.2 : Training and testing accuracy by changing epoch 

 

 
 

Epoch 

Classification Accuracy (%) 
Face Mask Face Shield Safety Goggle Safety Helmet Safety Jacket 

Train Test Train Test Train Test Train Test Train Test 

100 96.99 88.92 97.00 86.86 96.30 73.09 99.20 95.92 99.69 83.91 

150 97.71 90.46 97.69 89.09 97.33 72.04 99.36 96.25 99.47 86.26 

200 98.41 93.31 98.30 88.03 97.82 75.72 99.46 96.97 99.58 84.32 

250 98.45 93.05 98.52 89.30 98.00 79.50 99.42 96.45 99.65 87.18 

300 98.34 91.87 98.58 88.99 99.58 84.35 99.89 96.96 99.67 87.34 

 

4.3.2 Training by Changing the Activation Function 

Table 4.3 shows the training and testing accuracy of the binary class PPE when 

the activation functions are changing from ReLU, tanh and sigmoid. Face mask and safety 

helmet have reached highest accuracy when the activation function is sigmoid. 97.52% 

training accuracy and 97.10% testing accuracy for face mask while 99.31% training 

accuracy and 96.41% testing accuracy for safety helmet. Safety goggle’s accuracy is the 

highest at ReLU activation function which is 96.30% and 73.09% accuracy for training 

and testing respectively. Both face shield and safety jacket achieve highest accuracy when 

the activation function is tanh. 97.27% training accuracy and 87.72% testing accuracy for 

face shield while 99.02% training accuracy and 82.27% testing accuracy for safety jacket. 

All of the highest result in training accuracy recorded good performance which is up to 

96% accuracy as well as testing accuracy which is up to 73% accuracy.  
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Table 4.3 : Training and testing accuracy by changing activation function 

 
 

Activa-
tion 

Functi-
on 

Classification Accuracy (%) 
Face Mask Face Shield Safety Goggle Safety Helmet Safety Jacket 

Train Test Train Test Train Test Train Test Train Test 

ReLU 96.99 88.92 97.00 86.86 96.30 73.09 99.20 95.92 99.69 83.91 

Tanh 97.20 90.47 92.27 87.72 95.83 65.96 99.35 96.15 99.02 82.27 

Sigmoid 97.52 97.10 97.22 87.36 96.31 71.79 99.31 96.41 99.28 84.59 

 

 

4.3.3 Training by Changing the Optimizer 

Table 4.4 shows the training and testing accuracy of the binary class PPE when 

the optimizers are changing starting from Adam, RMSprop, SGD, Adamax and Nadam. 

Face mask’s accuracy is the highest at Adamax optimizer which is 97.69% and 89.22% 

accuracy for training and testing respectively. Three PPE have the highest accuracy by 

using RMSprop as optimizer which are face shield, safety goggle and safety jacket. Face 

shield has 99.66% training accuracy and 87.78% testing accuracy. As for safety goggle, 

it has 93.87% training accuracy and 73.59% testing accuracy. As for safety jacket, it has 

98.88% training accuracy and 84.86% testing accuracy. Safety helmet’s accuracy is the 

highest at Nadam optimizer which is 99.26% and 96.24% accuracy for training and 

testing respectively. All of the highest result in training accuracy recorded good 

performance which is up to 96% accuracy as well as testing accuracy which is up to 73% 

accuracy overall. 
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Table 4.4 : Training and testing accuracy by changing optimizer 
 

 
 

Epoch 

Classification Accuracy (%) 
Face Mask Face Shield Safety Goggle Safety Helmet Safety Jacket 

Train Test Train Test Train Test Train Test Train Test 

ReLU 96.99 88.92 97.00 86.86 96.30 73.09 99.20 95.92 99.69 83.91 

Rmspro-
p 

96.83 88.78 96.66 87.78 93.87 73.59 98.91 85.14 98.88 84.86 

SGD 95.53 87.36 93.46 80.90 88.75 56.00 98.87 95.13 98.24 83.66 

Adamax 97.69 89.22 97.13 85.24 95.65 70.36 99.45 95.57 99.58 80.63 

Nadam 97.60 88.56 97.16 87.17 95.84 66.20 99.26 96.24 99.13 82.87 
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4.3.4 Training by Changing the Filter Layers 

Table 4.5 shows the training and testing accuracy of the binary class PPE when 

different filter layers are used starting from 3 layers, 4 layers and finally 5 layers. All 

PPE, face shield, safety goggle, safety helmet and safety jacket except for face mask 

recorded the highest accuracy when the filter layers at its largest, which is 5 layers. Face 

shield has 99.69% training accuracy and 89.43% testing accuracy. As for safety goggle, 

it has 96.63% training accuracy and 83.21% testing accuracy. For safety helmet, it has 

99.00% training accuracy and 98.63% testing accuracy. As for safety jacket, it has 

99.12% training accuracy and 88.35% testing accuracy. The only PPE that has highest 

accuracy at 4 layers is face mask with 97.52% training accuracy and 92.90% testing 

accuracy. All of the highest result in training accuracy recorded good performance which 

is up to 96% accuracy as well as testing accuracy which is up to 83% accuracy overall. 

Table 4.5 : Training and testing accuracy by changing filter layer 

 

 
Activa-

tion 
Functi-

on 

Classification Accuracy (%) 
Face Mask Face Shield Safety Goggle Safety Helmet Safety Jacket 

Train Test Train Test Train Test Train Test Train Test 

3 96.99 88.92 97.00 86.86 96.30 73.09 99.20 95.92 99.69 83.91 

4 97.52 92.90 97.19 89.22 96.64 79.83 99.26 96.95 99.3 84.25 

5 97.26 92.74 96.69 89.43 96.63 83.21 99.00 98.63 99.12 88.35 

 

4.4 Combining The Parameters That Have High Accuracy  

This step is the process of combining which parameters that have achieved highest 

and second highest accuracy from the previously trained by changing the parameter each 

time. The combination only includes between activation function and optimizer while 

maintaining epoch and filter layer in which have highest trained accuracy from before.   
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4.4.1 Combination 1 

Table 4.6 is final parameters for the activation function and optimizer based on 

highest training and testing accuracy. Using these parameters, the model is trained and 

tested once again to observe in case the accuracy will be further increase or not.  Table 

4.7 shows the result of training and testing accuracy from combination 1. None of these 

results have higher accuracy for training and testing compared to the other next three 

combinations.  

Table 4.6 : Combination 1 of activation function and optimizer based on highest 
training and testing accuracy. 

 

 
PPE 

Parameters 
Epoch Activation function Optimizer Layers 

Face mask 200 Sigmoid Adamax 4 

Face shield 250 Tanh RMSprop 5 

Safety goggle 300 ReLU RMSprop 5 

Safety helmet 200 Sigmoid Nadam 5 

Safety jacket 300 Sigmoid RMSprop 5 

 

Table 4.7 : Result from the combination 1 

 
PPE Face Mask Face Shield Safety 

Goggle  
Safety 
Helmet 

Safety 
Jacket 

Training 
Accuracy (%) 

98.22 98.31 97.94 99.00 99.32 

Testing 
Accuracy (%) 

91.78 88.50 86.38 98.22 85.75 
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4.4.2 Combination 2 

Table 4.8 shows the result of training and testing accuracy from combination 2. It 

can be seen that face mask and safety goggle achieve the highest training and testing 

accuracy when implementing the combination 2. Face mask has 99.4% training accuracy 

and 91.78% testing accuracy. Safety goggle has 99.69% training accuracy and 89.79% 

testing accuracy. Both face mask and safety goggle use Adam as the optimizer. As has 

been discussed previously, Adam is generally known as the best optimizer as it may be 

helped the face mask and safety goggle to converge faster with high-speed learning rate.  

 

Table 4.8 : Result from the combination 2 

 
PPE Face Mask Face Shield Safety 

Goggle  
Safety 
Helmet 

Safety 
Jacket 

Training 
Accuracy (%) 

99.40 99.63 99.69 83.52 86.72 

Testing 
Accuracy (%) 

95.60 90.05 89.79 83.04 79.93 

 

4.4.3 Combination 3  

Table 4.9  is final parameters for the activation function based and optimizer 

based on second highest training and testing accuracy. From Table 4.10 shows the result 

of training and testing accuracy from combination 3, it can be seen that face shield, safety 

helmet and safety jacket achieve the highest training and testing accuracy when 

implementing the combination 3.  Face shield has 99.58% training accuracy and 94.32% 

testing accuracy. Safety helmet has 99.39% training accuracy and 98.90% testing 

accuracy. Safety jacket has 99.53% training accuracy and 88.45% testing accuracy. Same 

as previously, safety helmet and safety jacket have good accuracy when using Adam 

optimizer and Nadam optimizer for face shield. Nadam is a variance of Adam optimizer 

with the same 0.001 learning rate. It applied Nesterov momentum and sometimes is better 

optimizer than Adam itself in term of optimization algorithm, (Brownlee, 2021).  Besides, 

each face shield, safety helmet and safety jacket are using sigmoid, tanh and ReLU 

activation function respectively. In which, may be the best matching combination when 

applying to the Adam and Nadam optimizer.  
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Table 4.9 : Combination 3 of activation function and optimizer based on second highest 
training and testing accuracy.  

 
 

PPE 
Parameters 

Epoch Activation function Optimizer Layers 

Face mask 200 Tanh Adam 4 

Face shield 250 Sigmoid Nadam 5 

Safety goggle 300 Sigmoid Adam 5 

Safety helmet 200 Tanh Adam 5 

Safety jacket 300 ReLu Adam 5 

 

Table 4.10 : Result from the combination 3 

 
PPE Face Mask Face Shield Safety 

Goggle  
Safety 
Helmet 

Safety 
Jacket 

Training 
Accuracy (%) 

99.40 99.58 98.06 99.39 99.53 

Testing 
Accuracy (%) 

95.60 94.32 80.97 98.90 88.45 
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4.4.4 Combination 4 

Table 4.11 is final parameters for the activation function based on second highest 

training and testing accuracy and optimizer based on highest training and testing 

accuracy. Table 4.12 shows the result of training and testing accuracy from combination 

4.  None of these results have higher accuracy compare to the other three combinations.  

Table 4.11: Combination 4 of activation function based on second highest training and 
testing accuracy and optimizer based on highest and highest training and testing 
accuracy. 

 
PPE 

Parameters 
Epoch Activation function Optimizer Layers 

Face mask 200 Tanh Adamax 4 

Face shield 250 Sigmoid RMRprop 5 

Safety goggle 300 Sigmoid RMRprop 5 

Safety helmet 200 Tanh Nadam 5 

Safety jacket 300 ReLu RMRprop 5 

   

Table 4.12 : Result from the combination 4 

 
PPE Face Mask Face Shield Safety 

Goggle  
Safety 
Helmet 

Safety 
Jacket 

Training 
Accuracy (%) 

98.80 98.17 98.28 99.19 99.23 

Testing 
Accuracy (%) 

92.00 88.69 85.61 98.35 86.37 
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4.4.5 Final Parameters Based on The Highest Accuracy from The Combination 2 

and Combination 3.   

Table 4.13 illustrates the final parameters from combination 2 and combination 3 

since the PPE recorded highest training and testing accuracy from the combinations. Face 

mask and safety goggle accuracy are the highest at combination 2 while for face shield, 

safety helmet and safety jacket achieved highest accuracy at combination 3.  

Table 4.13:  Final parameters based on the highest training and testing accuracy from 
combination 2 and combination 3.   

 
 

PPE 
Parameters 

Epoch Activation function Optimizer Layers 

Face mask 200 Sigmoid Adam 4 

Face shield 250 Sigmoid Nadam 5 

Safety goggle 300 ReLU Adam 5 

Safety helmet 200 Tanh Adam 5 

Safety jacket 300 ReLu Adam 5 
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Table 4.14 is the final training and testing accuracy after combining the best 

parameters into combination 2 and combination 3. Face mask records training accuracy 

as high as 99.40% while its testing records 95.60 %. Face shield also has high as 99.58% 

training accuracy while testing 94.32%. Safety goggle achieved a high training accuracy, 

99.69% but dropped to 89.79% in testing accuracy. As for the safety helmet, its training 

accuracy also considers as high which is 99.39% and high testing accuracy which is 

98.90%. A very close difference between the training and testing result which is good. 

Lastly, as for the safety jacket, its training accuracy also one of the highest which is 

99.53% while has 88.45% testing accuracy. Overall, all PPE have high training accuracy 

which is up to 99%. On the other hand, for testing face mask, face shield and safety 

helmet have accuracy up to 94% while for safety goggle and safety jacket have slightly 

low accuracy but still manage to reach up to 88% accuracy which is kind of good result.   
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Table 4.14 : Final training and testing accuracy based on Table 4.13. 

 

 
PPE Face Mask Face Shield Safety 

Goggle  
Safety 
Helmet 

Safety 
Jacket 

Training 
Accuracy (%) 

99.40 99.58 99.69 99.39 99.53 

Testing 
Accuracy (%) 

95.60 94.32 89.79 98.90 88.45 

 

4.5 Testing the Best Combined Parameters Using New Test Dataset.  

By comparing the accuracy between both 5 classes and binary class classification 

result, the binary class obviously scores higher for the other four PPE which are face 

mask, face shield, safety goggle and safety helmet. The 5 classes classification has the 

highest classification accuracy for safety jacket but it is the only one it got high result on. 

Therefore, binary classification’s model is chosen as the final classifier model with their 

best combined parameters to test on new dataset. This dataset only consists of 12 images 

which are the combination of own captured data and images from online platform.  

The first image is Figure 4.4, where is shows a front view of a person is wearing 

face mask and safety goggle. From the output image 1, it is clear that safety goggle and 

face mask are successfully ‘classified’ with both have 0.97 and 0.99 probability scores 

respectively. As for the safety helmet, face shield and safety jacket, they are also 

successfully ‘not classified’ with high scores of 0.99 and 1. The PPE classifier is 

accurately classified present and absent PPE in Image 1.  
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Figure 4.4 : Front view of Image 1 

The second image is Figure 4.5, where is shows a left view version of Image 1. 

From the output image 2, it is clear that safety goggle and face mask are successfully 

‘classified’ with both have 1 and 0.99 probability scores respectively. Same as Image 1, 

the other three PPE, safety helmet, face shield and safety jacket, they are also successfully 

‘not classified’ with high scores of 0.96, 0.74 and 1 respectively. The PPE classifier is 

accurately classified present and absent PPE in Image 2. 
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     Figure 4.5 : Left view of Image 2 

Third, in Figure 4.6 shows a right view version of image 1 and image 2. Similar 

with image2, image 3 also has successfully ‘classified’ safety goggle and face mask with 

scores of 1 and 0.99 respectively. As for the other three PPE, safety helmet, face shield 

and safety jacket, they are also successfully ‘not classified’ with high scores of 0.97, 0.94 

and 1 respectively. The PPE classifier is accurately classified present and absent PPE in 

Image 3. 
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     Figure 4.6 : Right view of Image 3 

Next image is Figure 4.7 shows the front view version of  image 4. From the 

output image 4, safety goggle, face mask and face shield are successfully ‘classified’ with 

having 1, 0.99 and 0.99 probability scores respectively. As for the other two PPE, safety 

helmet and safety jacket, both are also successfully ‘not classified’ with high scores of 

0.96 and 1 respectively. The PPE classifier is accurately classified present and absent 

PPE in Image 4. 
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       Figure 4.7 : Front view of Image 4  

Then, another image is Figure 4.8      Figure 4.8 shows the front view version of  

image 4. From the output image 5, safety goggle, face mask and face shield are 

successfully ‘classified’ with having 1, 0.99 and 0.99 probability scores respectively, 

similar as image 4. As for the other two PPE, safety helmet and safety jacket, both are 

also successfully ‘not classified’ with high scores of 0.98 and 1 respectively. The PPE 

classifier is once again accurately classified present and absent PPE in Image 5. 
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      Figure 4.8 : Left view of Image 5 

Then, another image as shown in Figure 4.9 which is shows the left view version 

of  image 5. From the output image 5, safety goggle, face mask and face shield are 

successfully ‘classified’ with having 1, 0.99 and 0.99 probability scores respectively, 

similar as image 4 and 5. As for the other two PPE, safety helmet and safety jacket, both 

are also successfully ‘not classified’ with high scores of 0.96 and 1 respectively. The PPE 

classifier is once again accurately classified present and absent PPE in Image 6. 
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       Figure 4.9 : Right view of Image 6 

Figure 4.10 shows the multiple persons that wearing a set of PPE including safety 

goggle, face mask and face shield. From the output image 7, safety goggle, face mask 

and face shield are successfully ‘classified’ with having 1, 0.99 and 0.97 probability 

scores respectively.  As for the other two PPE, safety helmet and safety jacket, both are 

also successfully ‘not classified’ with high scores of 0.99 and 1 respectively. The PPE 

classifier manages to achieve good performance result when testing Image 7. 
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Figure 4.10 : Image 7 

After testing the other image of Figure 4.11, it shows a person that wear a set of 

PPE including safety goggle, face mask and face shield. From the output image 8, safety 

goggle, face mask and face shield are successfully ‘classified’ with having 1, 0.99 and 

0.99 probability scores respectively. For safety helmet and safety jacket, both are also 

successfully ‘not classified’ with high scores of 0.99 and 1 respectively. The PPE 

classifier successfully classified correct PPE accurately.  
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Figure 4.11 : Image 8 

Another image of Figure 4.12, it shows a person that wear a set of PPE including 

except for safety goggle and face shield while wearing safety helmet, face mask and 

safety jacket. From the output image 9, safety helmet, face mask and safety jacket 

successfully ‘classified’ with scores of 0.99, 0.99 and 0.65 respectively. It also 

successfully ‘not classified’ the face shied which is really not present in the picture. 

However, this classifier inaccurately classifies the absent of safety goggle as present with 

high scores which is 1. At this time, the classifier is unable to accurately classified a 100% 

good result due to the misclassification of safety goggle.  
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Figure 4.12 : Front view of Image 9 

Next, to test image of Figure 4.13 shows a person that wear a safety helmet, safety 

goggle and safety jacket. From the output image 10, only safety goggle and safety jacket 

are classified as present in the image with scores of 1 for both PPE. However, the present 

safety helmet is unable to be classified and recognized as ‘not classified’ but with only 

low probability of the misclassification which is only 0.57. This may be caused by the 

position of the safety helmet in that image that located at the very end of the picture which 

the network may think it as the background. The other two absent PPE, face mask and 

face shield are successfully ‘not classified’ tich scores of 0.95 and 0.97 respectively. The 

PPE classifier is almost perfect in the classification of the PPE. 
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Figure 4.13 : Front view of Image 10 

Then, moving to testing other image 11 of Figure 4.14 below, it shows a person 

that wear a set of PPE but in different view which is from back-view of the person. Only 

two PPE are visible including safety helmet and safety jacket while others are not. The 

result shows that from the output image 11, safety helmet and safety jacket are classified 

successfully with high scores, 0.93 and 0.99 respectively. However, for safety goggle and 

face mask, both are also classified in the image 11 with high scores 1 and 0.99 

respectively. The misclassification may be due to the network may recognize the person’d 

hair as face mask while inaccurately classify safety goggle. Another PPE which is face 

shield is ‘not classified’ successfully with score of 0.99. Observing from image 11, the 

PPE classifier did not quite successful in classifying the correct present and absent PPE 

in the image.  
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    Figure 4.14 : Front view of Image 11 

Lastly, the test image 12 of Figure 4.15, it shows a person that is not wearing any 

PPE. The result shows good ‘not classified’ result of face mask, face shield and safety 

jacket with probability scores of 0.99, 0.99 and 1 which are good in term of accuracy 

performance. However, even though there is no safety helmet and safety goggle but the 

classifier still classified these two PPE as present, in which occurs misclassification. But 

the score safety helmet classification is relatively low, which is only 0.55. This may be 

due to the shape of the person’s head that is almost similar to the shape of safety helmet. 

As for the safety goggle, the network may sometimes seems to recognize human eyes as 

the object instead of safety goggle, which is may also be caused by the transparent 

characteristic of the safety helmet that leads to failure in classifying safety helmet as 

object.  
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     Figure 4.15 : Front view of Image 12 
 

4.5.1 Confusion Matrix of Binary Class PPE.  

Figure 4.16, Figure 4.17, Figure 4.18, Figure 4.19 and Figure 4.20 show the 

confusion matrix for the 12 test images using the best combined parameters of binary 

class. The confusion matrix for binary class involves true positive (TP), that correctly 

indicates present condition, true negative (TN), that correctly indicates absent condition, 

false positive (FP), that incorrectly indicates present condition and false negative (FN), 

that incorrectly indicates absent condition.  

Figure 4.16 represents the confusion matrix for safety helmet. In actual condition, 

only 3 images have safety helmet out of 12 test images and it correctly classifies 2 while 

the other one it classifies as no safety helmet. The other images with absence of safety 

helmet, it correctly classifies 8 images as without safety helmet while there is one it 

classifies as with safety helmet.  
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Figure 4.16 : Confusion matrix of safety helmet  

Figure 4.17 represents the confusion matrix for safety goggle. In actual condition, 

there are 9 images that have safety goggle and network manages to classify correctly are 

all 9 of them. Unfortunately, the classifier classifies all 12 images have safety goggle that 

leads to a FP value of 3. 

 

Figure 4.17 : Confusion matrix of safety goggle  

Figure 4.18 represents the confusion matrix for face mask. In actual condition, 

there are in total of 9 out of 12 images having face mask as one of its objects. All 9 are 

correctly classified. There are three images are without face mask and two of them 

correctly classified as absent while there is one considered as having face mask.  
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Figure 4.18 : Confusion matrix of face mask 

Figure 4.19 represents the confusion matrix for face shield. All present and absent 

face shield images classified correctly with zero value of FP and FN. 

 

 

Figure 4.19 : Confusion matrix of face shield 

Figure 4.20 represents the confusion matrix for safety jacket. In actual condition, 

there are only 3 images out of 12 total images containing safety jacket and another 9 have 

no safety jacket. All 3 and 9 present and absent safety jacket are classified successfully 

with also no value of FP and FN. 
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Figure 4.20 : Confusion matrix of safety jacket 
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CHAPTER 5 

CONCLUSION 

5.1     Introduction 

In conclusion, PPE classification by using 5 classes has overall accuracy of 

89.39% for training and 62.23% in testing. It experienced 27.16% accuracy decrement 

which is quite a low performance in term of classification accuracy. This decrement may 

be caused by large amounts of images undergo misclassification and resulting in a bad 

classification accuracy.  Besides, it is also may affected by the unnecessary large 

percentage of width and height shifting, 20% in which may possibly cause the object in 

the images have already shifted out of the images. 10% might is already sufficient to shift 

the images.  

As for the PPE classification using the best combined parameters of binary class, 

it manages to achieved training accuracy which is more than 99% for each PPE. The 

accuracy is decreasing in testing but it still recorded a good percentage of accuracy which 

is up to 88% for all type of PPE, face mask, face shield, safety goggle, safety helmet and 

safety jacket. As for the specific accuracy reading of each of the PPE, Table 5.1 has 

summarized their accuracy accordingly.  

Table 5.1 : Final PPE classifier accuracy  

 

PPE Face Mask Face Shield Safety 
Goggle 

Safety 
Helmet 

Safety 
Jacket 

Training 
Accuracy (%) 

99.40 99.58 99.69 99.39 99.53 

Testing 
Accuracy (%) 

95.60 94.32 89.79 98.90 88.45 
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Based on the result, Convolutional Neural Network, CNN as one of the deep 

learning algorithms is almost a good algorithm for the classification of PPE. The previous 

12 testing images also have proven a good classification result with high scores in 

‘classified’ and ‘not classified’ condition. Some incorrect classification also has been 

recorded and they may also have been caused by the classifier mistakenly took another 

object as PPE as it recognizes similar features between the object and PPE. 

As for the misclassification of the safety goggle such that it shows classification 

even when there is no safety goggle present. It may possibly classified human eyes as the 

object instead of the safety goggle since the safety goggle is transparent. The CNN may 

not recognize there is the transparent safety goggle present before human eyes, that is 

supposed to be the object, not human eyes. This problem has been addressed and will be 

improved in future work. Overall, since the result is quite a good result than the method 

of changing parameters and combining good parameters seem to be a good method to 

increase the result of CNN accuracy.  

5.2 Future Work 

As for the future work, a larger dataset can be implemented in the PPE 

classification application where the number of training and testing images are going to 

be increased in order to achieve a higher result accuracy. Besides, type of PPE also can 

be added more which is instead only have five type of PPE, other PPE such as gloves, 

safety shoes or hearing protection can be added to increase the variety of the PPE. Same 

goes to the colour of safety helmet and safety jacket, instead of just using yellow colour, 

other colour can be added since it also gives benefit to the PPE classifier as it can 

recognizes a lot more variations of PPE.  
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APPENDIX A 

Coding for Training in 5 classes.  
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APPENDIX B 

Coding for Training Binary Class, Combination 2 Face Mask.  
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APPENDIX C 

Coding for Training Binary Class, Combination 3 Face Shield. 

 



91 

  



92 

 



93 

 

 



94 

 

 

 

 

 



95 

 

 

 

 

 

 

 

 

 

 



96 

APPENDIX D 

Coding for Training Binary Class, Combination 2 Safety Goggle. 
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APPENDIX E 

Coding for Training Binary Class, Combination 3 Safety Helmet. 
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APPENDIX F 

Coding for Training Binary Class, Combination 3 Safety Jacket. 
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APPENDIX G 

Coding for Testing 12 new images for Binary Class. 
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