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Abstract: The XENONnT detector uses the latest and largest liquid xenon-based time projection

chamber (TPC) operated by the XENON Collaboration, aimed at detecting Weakly Interacting

Massive Particles and conducting other rare event searches. The XENONnT data acquisition (DAQ)

system constitutes an upgraded and expanded version of the XENON1T DAQ system. For its
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operation, it relies predominantly on commercially available hardware accompanied by open-source

and custom-developed software. The three constituent subsystems of the XENONnT detector, the

TPC (main detector), muon veto, and the newly introduced neutron veto, are integrated into a single

DAQ, and can be operated both independently and as a unified system. In total, the DAQ digitizes the

signals of 698 photomultiplier tubes (PMTs), of which 253 from the top PMT array of the TPC are

digitized twice, at ×10 and ×0.5 gain. The DAQ for the most part is a triggerless system, reading out

and storing every signal that exceeds the digitization thresholds. Custom-developed software is used

to process the acquired data, making it available within ∼ 30 s for live data quality monitoring and

online analyses. The entire system with all the three subsystems was successfully commissioned and

has been operating continuously, comfortably withstanding readout rates that exceed ∼ 500 MB/s

during calibration. Livetime during normal operation exceeds 99% and is ∼ 90% during most

high-rate calibrations. The combined DAQ system has collected more than 2 PB of both calibration

and science data during the commissioning of XENONnT and the first science run.

Keywords: Dark Matter detectors (WIMPs, axions, etc.); Data acquisition concepts; Data processing

methods; Front-end electronics for detector readout
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1 Introduction

A variety of experiments use time projection chambers (TPCs) filled with liquid noble elements

(usually xenon or argon) in the search for Weakly Interacting Massive Particle (WIMP) dark matter

and rare radioactive decays [1–5]. While the details of each detector differ, common design features

include arrays of photosensors at the ends of the drift region and accompanying readout systems.

Interactions in the TPC are observed via two processes: scintillation and ionization. When

a particle interacts with either the electrons or nucleus of a target atom, prompt scintillation

light and ionization electrons are produced, resulting in two signals. Two arrays of photosensors,

photomultiplier tubes (PMTs) in XENONnT, are located above and below the cylindrical drift region

of the TPC to capture these signals. The detected prompt scintillation light is referred to as the “S1”

signal, while the electrons are drifted under an external electric field towards the liquid-gas interface.

When the electrons reach this interface, a much stronger electric field extracts them from the liquid

and causes electroluminescence in the gas, producing additional proportional scintillation that is

detected and referred to as the “S2” signal. The time between the S1 and S2 signals, which is the

drift time of electrons in the liquid phase, as well as the pattern of illumination on the top PMT array

caused by the S2, are used to reconstruct the interaction vertex in the detector. The S2 is typically

much larger than the S1, and the relative sizes of these two signals are used to discriminate between

electronic recoil (ER) and nuclear recoil (NR) interactions.

The XENON collaboration has operated a series of increasingly larger dual-phase xenon TPCs

at the INFN Laboratori Nazionali del Gran Sasso (LNGS) in central Italy for nearly two decades,

probing WIMP-nucleon cross-sections down to 4.1 × 10−47 cm2 (for a 30 GeV/c2 WIMP) [6]. The

latest is the TPC of the XENONnT detector, containing 5.9 t in its active target mass and is expected

to be sensitive to spin-independent WIMP-nucleon cross-sections down to 1.4 × 10−48 cm2 (for a

50 GeV/c2 WIMP) [7].

2 From XENON1T to XENONnT

The upgrade from XENON1T to XENONnT saw the TPC increase in size from ∼1 m in diameter

and length to ∼1.3 m and ∼1.5 m, respectively, to accommodate a larger target mass. This increase

in TPC size was accompanied by a corresponding increase in the number of PMTs to 494, 253 in the

top array in the gas phase and 241 in the bottom array in the liquid below the target. This constitutes

a two-fold increase from XENON1T where the TPC was instrumented with 248 PMTs.

As detectors continue to grow in size, the maximum drift time (the drift length) of electrons

in the TPC grows in accordance. A lower drift field of 23 V/cm in the first science run (SR0) of

XENONnT [8] compared to 81 V/cm–120 V/cm in XENON1T [6] means a further increase in

the drift length. The need to store and read out one continuous drift length of data, which can

exceed 2 ms, is alleviated by the firmware used by most of the readout hardware. This digital

pulse processing with dynamic acquisition windows (DPP-DAW) firmware [9] was developed in

collaboration with CAEN [10] for XENON1T [11] (first released in v4.17_137.7), and an updated

version (v4.25_137.9) was used for XENONnT [12]. The DPP-DAW firmware affords many useful

techniques such as baseline suppression or zero length encoding (ZLE), dynamically-sized acquisition

windows that automatically extend as long as the input is above the digitization threshold, and the

– 1 –
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independent and continuous readout of each channel. The digitization thresholds are set relative

to dynamically-calculated baselines. However, increased drift time leads to an increased temporal

width of S2 signals as the freed electrons diffuse over a larger amount of time. This increased

temporal width directly increases data rates as signals remain above threshold for longer. Thus, new

challenges arise as drift times increase and S2s become longer.

A new active neutron veto sub-detector was built to suppress the NR background from radiogenic

neutrons generated through spontaneous fission and alpha-neutron reactions, as these mimic WIMP-

induced signatures. It is made of an octagonal structure (3 m-high and 4 m-wide) placed inside the

water tank around the cryostat that houses the TPC and is optically separated from the existing muon

veto [7]. To improve the neutron detection efficiency, the water will be loaded with gadolinium (Gd).

A total of 120 Hamamatsu 8” high quantum efficiency PMTs with low-radioactivity windows are

placed along the lateral walls. Neutrons that leave the TPC volume are moderated by the water

around the cryostat before being captured by Gd or H. A gamma-ray cascade with total energy of

about 8 MeV is generated for capture on Gd and a single 2.2 MeV gamma is emitted in the case

of capture on H. The gammas in water, mainly through Compton scattering, are converted into

electrons and ultimately into Cherenkov photons. Monte Carlo studies indicate that the neutron

veto is expected to reduce the total NR background by a factor of six [7]. Dedicated hardware was

implemented to manage the neutron veto data readout. The water Cherenkov muon veto surrounding

the cryostat, instrumented with 84 PMTs, is otherwise largely unchanged from XENON1T [11, 13].

2.1 General DAQ upgrades

The XENONnT data acquisition (DAQ) system is an evolution of that which was successfully used

for XENON1T [11]. Many aspects of the system have received modifications and improvements

based on the XENON1T system and the experience of operating it. An overview of the new system

design is shown in figure 1.

One challenge of the general DAQ design is the range of sizes and shapes of signals the system

must handle. The muon veto and neutron veto are Cherenkov detectors, registering photon signals

over an interval of at most ∼1 µs. The TPC, in contrast, must record both S1 and S2 signals. S1s can

be very small, down to a single photon, and are very fast, lasting up to ∼100 ns. S2s are much larger,

potentially millions of photons, and can have temporal widths exceeding 100 µs. Representative

signals in all three subsystems are shown in figure 2.

While XENON1T used the Phillips Scientific 776 amplifiers with dual ×10-gain outputs,

XENONnT uses custom dual-gain (×10 and ×0.5) amplifiers developed at the University of

Zurich [14]. The low-gain signals from the top PMT array are digitized separately from the high-gain

signals to try to improve energy and position reconstruction involving large signals that otherwise

saturate the input stage of the digitizers. The low-gain signals from the bottom array are summed

together and used by the high-energy veto, discussed in section 3.3. This results in the XENONnT

TPC effectively having three times the number of PMT readout channels of the XENON1T TPC

(747 compared to 248), as the number of PMTs is doubled and half are read out twice.

2.2 Triggerless data streams

The XENON1T TPC utilized a triggerless readout and a central buffer built from a MongoDB

database [15]. Triggering software ran live over this database and determined “events” which were

– 2 –
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Figure 1. The XENONnT DAQ layout at several stages. The TPC PMT signals are amplified before being

digitized by CAEN V1724 modules. The neutron veto (NV) and muon veto (MV) PMT signals are digitized

by the associated V1730S and V1724 digitizers, with a sampling rate of 500 MHz and 100 MHz, respectively.

The top array is digitized twice at ×10 and ×0.5 gain, the signals from the latter constitute the high-energy

system. The ×0.5 gain signals of the bottom array are fed into the sum-signal fan cascade (Σ-fan cascade).

The busy (V1495) and acquisition monitor (V1724) modules handle the busy logic and monitor the system

performance. The reader servers read out the digitizers and write the data to a common (Ceph) storage disk.

The eventbuilder servers do the processing of the reader data which get written to local storage where it can

be distributed to other storage sites. Two MongoDB databases (section 5.1) are used for bookkeeping and

inter-process communication, store their data long and short term, and are called the Runs and DAQ database,

respectively. A portion of the processed data is also written to the Runs database where it can be accessed for

online data monitoring. The control of the DAQ is achieved through the website that communicates commands

(run control) to the readers/eventbuilders.

written to disk for later analysis, the remainder of the data was deleted. While this paradigm was

successful at realizing a very low effective trigger threshold, the estimation of some backgrounds

was complicated by the forced truncation of events after a certain maximum duration. Despite the

very low effective trigger threshold for the WIMP search, several other searches were complicated

or less sensitive by the enforced event trigger definition [16–18]. Additionally, the buffer database

would not scale effectively to match the increased load foreseen by the demands of a larger system.

The solution is to forego the software trigger, saving all the data and leaving the determination of

events to much later in the data processing pipeline. This novel flexible triggerless framework was

implemented in the XENONnT DAQ, facilitating a wide range of scientific searches, calibration

options and detailed background studies. A versatile DAQ that omits any fixed event triggering logic

– 3 –
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enables the science channels of liquid xenon TPC’s to continue to diversify [19, 20], allowing each

scientific search channel to rely on customizable and revertible event concepts.

The removal of all triggers except the per-channel digitization threshold does not lead to

significantly increased storage requirements. The primary driver of data rate is not PMT dark counts

or other small signals seen by only a few channels, rather it is large S2 signals that can remain above

threshold for ∼ 10 − 100 µs, and are seen by a large number of channels. For instance, in typical

conditions during SR0, S2s from single electrons account for 30% of all reconstructed signals but

only 2% of the data volume. In contrast, for very large S2s these values are reversed, accounting for

2% of the reconstructed signals but 30% of the data volume. Any trigger would be configured to save

the large S2s, so additionally saving everything else (mostly S2s) does not represent a significant

increase on the requirements of long-term storage. To support this, work was done studying data

formatting and data compression, and a storage format was chosen that compresses more efficiently

than the XENON1T storage format. Further, the removal of the software trigger eliminates the

requirement for a database that can act as a base for fast triggering software, so the readout processes

write data directly to high-speed disks in a continuous stream.

2.3 Fast data processing & immediate data availability

In addition to the hardware upgrades from XENON1T to XENONnT, the readout and processing

software was also upgraded. To handle the continuous data stream of roughly three times the

number of channels, the processing framework PAX [21] was replaced by the generic framework

strax [22] and implemented for XENONnT in straxen [23]. Strax and straxen are referred to as

strax for simplicity. Strax is written in python and was initially based on a re-write of PAX with a

different memory model. It uses packages from the scipy stack [24, 25], just-in-time compilation

(numba) [26], and a tabular data format to allow for fast processing by exploiting autovectorization.

While PAX achieved processing speeds of ∼100 kB/s/core, strax can process data at rates of

∼ 10 − 100 MB/s/core. Strax achieves its highest per core processing speeds when running on only

a few cores but also allows parallelization to tens of cores, albeit at lower per core performance. For

the data rates observed during SR0, including the associated calibration periods where a higher

rate was expected, the processing time was much lower than the data collection time. The strax

framework will be further elaborated on in section 4.

Strax does complete online reconstruction of all the data within ∼30 s after the PMTs detect

light. This allows the detector performance and stability to be monitored with high-level data without

the need for selections or triggers. To enable remote, online access to the data while it is being

processed at the DAQ, several types of data are uploaded to the MongoDB database in a dedicated

collection. This database is accessible from outside LNGS, such that it can be retrieved from

anywhere. During normal operation, these data are available online within ∼30 s. With online data

access the performance can be monitored using fully reconstructed data. This is especially useful for

stability checks, as well as detailed feedback on operations with rapidly changing conditions such

as calibrations or changing field configurations. The fully reconstructed events are blinded below

20 keV, and only when purposely unblinded and reprocessed, the science results [8] are obtained.

All properties of the reconstructed events are set to unphysical values for the blinded data.
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2.4 Neutron veto DAQ

The goal of the neutron veto in XENONnT is to detect the capture process of those neutrons

responsible for NR background events, which can mimic the interaction of a WIMP. A neutron

detection tagging efficiency greater than 85% is desired [7]. Since the expected Cherenkov signal in

the case of neutron capture by H is of about 20 PE in total, it is important to have a high detection

efficiency for each photon. To achieve such a high efficiency in a trigger-based DAQ architecture it

would have been necessary to reduce the number of coincident PMTs that form the trigger. This, in

turn, would have lead to an increased number of triggers and acquired data, making it challenging

for the DAQ readout.

Therefore, the neutron veto DAQ is designed around a triggerless data collection scheme like

the TPC. Its ability to provide both the pulse shape and the timestamp of each PMT signal supports

data collection with fully independent channels without the use of a global trigger, typically based

on channel multiplicity. As will be described in section 4, the event building is done in software

after data acquisition, where timestamps and coincidences between PMT signals are used to define

events. This architecture based on a readout system of independent channels allows the acquisition

of all the PMT signals above the digitization threshold and the lowering of the energy threshold.

PMT characteristics such as dark rate, afterpulsing and timing resolution are essential for the

choice of front-end electronics. In particular, the dark rate puts a limit on the detection of very

small signals, and can be used to estimate the accidental coincidence rate with a defined number

of PMTs within a specific time window. Operating with a threshold of 0.5 photoelectrons (PE),

the measured PMT dark rate during detector commissioning was about 0.96 kHz, generating an

accidental coincidence rate that exceeded 4 kHz for a 2-fold coincidence between two random

neutron veto PMTs. In addition, the materials in the sub-detector itself (PMTs and stainless steel

structure) induce events from radioactivity that mimic NR signals in the neutron veto of ∼100 Hz.

To efficiently tag neutron events, the electronics must be able to acquire signals ranging between

0.5 PE and ∼100 PE, requiring a wide dynamic range. The small signals last about 100−200 ns,

resulting mainly from the dark rate, and define the lower limit for the neutron veto data throughput. In

contrast, gamma and beta particles from materials radioactive decays with a typical rate of ∼100 Hz

exhibit waveforms that last up to 10 µs (considering signals and associated afterpulses) in many

channels, requiring a much higher data collection rate. Therefore, the readout electronics must be

able to handle extremely different time acquisition windows with the presence of sharp peaks of

data rate.

In addition, the fast response (few ns) of PMTs used by the neutron veto to acquire single

photoelectrons requires a fast waveform digitizer for signal sampling. This high time resolution is

necessary to efficiently separate neutrons produced close to and far from the TPC cryostat, where the

former are the primary target.

2.5 Three integrated DAQ subsystems

One requirement for the XENONnT DAQ system was that the three DAQ subsystems (TPC, muon

veto, and neutron veto) should be able to operate both independently and as one combined system.

While both the TPC and muon veto in XENON1T used the same 50 MHz clock signal, there was no

synchronization of the start signals issued to the two readout systems, so there was some variation
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Figure 2. An illustration of the variety of signals read out by the XENONnT DAQ in ADC counts (ADCc).

The left and middle panels showcase raw signals from a selection of two TPC PMTs in a single event. The

inset in the left panel zooms in on the S1 to emphasize its narrow width and short risetime, contrasting with

the wide S2 in the middle panel. An inset in the middle panel zooms in on minute signals in the leading

edge of the S2 waveform. In both panels, the black lines correspond to signals from a PMT in the top array,

and the blue from the bottom array. The red and purple dashed lines represent the baseline and digitizer

threshold, respectively. The rightmost panel shows signals that were recorded by individual channels in the

muon veto (green) and neutron veto (dark red) DAQ subsystems. These signals are not correlated with the

ones showcased for the TPC channels. Typical muon veto and neutron veto thresholds are depicted with

dashed lines of matching color. The higher sample rate of the digitizers employed by the triggerless neutron

veto subsystem is clearly visible in comparison to the triggered muon veto. In this case, a relative baseline is

shown in red for illustration purposes only. As explained in subsubsection 3.2.2, this muon veto signal is read

out, despite not being above threshold, because of the hardware coincidence trigger during this time interval.

in reconstructed timestamps between the two detectors, and data from the two subsystems were

analyzed separately. The trigger signal of the muon veto was recorded in one of the TPC’s digitizers,

but this did not provide the equivalent timestamp in the muon veto’s data stream, thus viewing the

corresponding event as observed in the muon veto required analysts to perform additional steps.

To ameliorate this, the XENONnT DAQ was designed to allow for the start signal from one

subsystem to be issued directly to one or both of the others, essentially combining them into one

and ensuring that timestamps recorded in one can be directly compared to those from another.

Subsystems can be combined or “linked” together as determined by the requirements of the data

being taken, or can operate independently. Subsystems operating in linked modes are controlled as a

single operational unit, and the data they record are combined at the readout level and processed

together to facilitate handling and analysis. Combining multiple detectors into a single system allows

XENONnT to explore novel ways of utilizing the veto systems in coincidence with the TPC, studying

low-energy phenomena such as the Migdal effect.
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3 Data acquisition & readout

The data acquisition is organized in two broad schemes following the system used in XENON1T. At

the greatest scope are so-called “science runs” which represent a period of months or even years

with a targeted science objective where the detector conditions are held constant. For the daily

operation of the experiment, the organizational unit called “runs” is used, where each run represents

a continuous period of a few minutes up to a few hours using a set of configuration options that

remain constant for the duration of the run.

The three DAQ subsystems rely predominantly on commercially-available analog front-end

electronic modules supported by custom hardware. The firmware and software include both custom

components and some provided by CAEN. All commercially available CAEN products are marked

with their model number throughout this work, the reader is referred to the company’s website for

more details and manuals [10]. All DAQ hardware is installed within eight racks located in the DAQ

room on the first floor of the XENON service building in Hall B of LNGS. An air conditioning

system provides cooling for the electronics, maintains a constant air temperature in the room, and

reduces the collection of dust.

3.1 Analog electronics

The 494 PMTs of the TPC employ separate signal and high-voltage (HV) lines and a dedicated

grounding scheme implemented via custom connectors and cables [27]. In the DAQ room, an array

of multi-channel CAEN A7030LN, A1536LN and A1535LN HV supplies provides the power for

the TPC PMTs via Radiall connectors, each hosting 24 distinct HV lines, 2 return lines and a distinct

shield line [28–30]. HV boards are known to produce high-frequency switching noise. Hence,

before being supplied to TPC PMTs the output from each HV board is passed through a custom

filter box. Within each filter box, every HV channel line goes through a low-pass filter, removing

electronic noise with frequencies greater than ∼250 kHz.

Before installation, all TPC signal cables were grouped based on the location of their cor-

responding PMTs in the arrays and assigned to specific hardware modules. The resulting cable

map ensures an equal distribution of the data load on readout electronics and was used as a guide

throughout the hardware installation process. Signals from both PMT arrays are passed through

custom amplifiers as mentioned in section 2.1. As illustrated in figure 1, both the high- and low-gain

signals from the top PMT array are propagated to dedicated groups of digitizers. However, only

high-gain signals from the bottom PMT array are passed to digitizers. The low-gain signals from the

bottom array are summed up using a cascade of linear fan-in/fan-out modules and are used by the

high-energy veto (HEV).

The 120 PMTs of the neutron veto are connected to the readout electronics and HV system

located in the DAQ room by means of 30 m coaxial cables with separate grounding for signal and

HV cable lines. A custom-made patch panel mounted on the back side of the neutron veto rack

gathers HV lines in one section and signal lines in another. Signal lines are directly connected to

the front-end electronics via a panel feedthrough. HV lines are low-pass filtered to reduce high

frequency noise and connected to five CAEN A7435SP HV boards [31]. The 84 PMTs of the muon

veto are powered by four CAEN A1535SP boards, and employ a similar signal and HV cabling

scheme to the one used by the neutron veto. However, as the noise requirements for the MV system
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are lower the HV to its PMTs is not low-pass filtered. The aforementioned HV boards are housed

in separate CAEN SY4527 Universal Multichannel Power Supply System crates [32]. Lastly, each

DAQ subsystem hosts a range of logic modules that are used for distributing initialization and

trigger signals.

3.2 Digital electronics

For time synchronization across its subsystems the XENONnT DAQ relies on a CAEN DT4700 clock

generator module [33]. Its 50 MHz low-voltage differential signaling (LVDS) outputs are propagated

via seven shielded custom-manufactured cables to the first digitizer in each VME crate. Shielding

the clock-carrying cables reduces the amount of external noise that can be injected into the cables,

improving the stability of the clock signal. The propagated signals are then distributed within each

VME crate by shorter clock cables from digitizer to digitizer, ensuring the temporal synchronization

of the entire DAQ system. Time offsets in these clock chains were manually calibrated out, securing

synchronization well below the digitizer temporal resolution.

Additionally, a GPS timing module [34] is used to distribute a 0.1 Hz trigger signal to dedicated

digitizers in each DAQ subsystem. Each trigger is associated with a GPS timestamp (accurate to

∼15 ns), providing another layer of time synchronization within the DAQ. The same signal can also

be used for absolute time synchronization with other experiments.

3.2.1 TPC

The core of the TPC readout is formed by 95 CAEN V1724 digitizers [35] running the DPP-DAW

firmware, an updated version of what was used in XENON1T [11]. The V1724 is an 8-channel

board featuring a sample rate of 100 MHz, a dynamic input range of 2250 mV (input impedance

50Ω) with 14-bits of resolution, and an input bandwidth of 40 MHz. Of these digitizers, 62 read the

494 high-gain signals from the top and bottom arrays, 32 read the 253 low-gain signals from the top

PMT array, and 1 acts as the TPC’s Acquisition Monitor detailed in section 3.4. The boards are

distributed across five VME crates and connected to readout servers via daisy-chained optical links.

Most optical links contain the maximum of 8 digitizers, while the acquisition monitor is read out via

its own dedicated optical link to ensure it never goes busy.

One CAEN V2718 crate control module [36] is used as a synchronizing module to produce

the sync/start/stop digital input (S-IN) signal that begins and ends the acquisition. This signal is

distributed to all digitizers via logic fans, with the signals all reaching their respective digitizers with

a spread of <4 ns. Additionally, this module provides gate logic signals that control the propagation

of the S-IN signal to the muon and neutron veto digitizers that are activated during linked-mode

operation. A periodic external trigger signal can be generated by this module, which is distributed

both to all digitizers and an external LED pulser used to calibrate the response of the PMTs. The

third type of module is a general-purpose CAEN V1495 board [37] running custom firmware, which

manages the busy subsystem detailed in section 3.3.

Finally, two NIM crates hold the logic fan modules used to distribute the S-IN and trigger/veto

signals to all TPC digitizers, as well as a gate module, a NIM-TTL level converter, and a delay

generator. These latter two are used to connect and synchronize the TPC DAQ with the LED

calibration system.
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3.2.2 Muon veto

The muon veto readout is unchanged from XENON1T as described in [11], though some additional

connections were made between this subsystem and those of the TPC and neutron veto. Eleven

V1724 digitizers with the default ZLE firmware form the readout system, although the zero length

encoding features are not used. Three optical fibers are used to read out these digitizers. A V2718

module provides the S-IN signal for these digitizers during unlinked operation. A CAEN V976

unit [38] serves as a logic fan to distribute both this S-IN signal and that of the TPC during linked

operation to all muon veto digitizers. A V1495 board acts as a programmable trigger unit, allowing

the user to specify both the number of participating channels and the coincidence window necessary

to generate a hardware trigger.

3.2.3 Neutron veto

To take advantage of the fast response of the 120 PMTs and to efficiently reconstruct the fast

component of Cherenkov photons in the neutron veto sub-detector, eight CAEN V1730S new

generation digitizers [39] are used to acquire PMT signals. Each V1730S board is a VME 6U

module housing a 16-channel 14-bit 500 MHz flash ADC. The input dynamic range can be set to

either 2 V or 0.5 V on single ended MCX coaxial connectors. During commissioning and SR0,

the 2 V dynamic range was used. The input section is 50Ω-coupled and feeds a programmable

gain amplifier to select the suitable analog range. In case all the buffer memory is filled, a busy

condition occurs and a logic module inhibits the data acquisition for all the boards (as described

in section 3.3). The V1730S digitizers are operated with the DPP-DAW firmware like the TPC

digitizers. An exemplary neutron veto waveform is shown in figure 2.

The V1730S module is also able to work with a common global trigger, either coming from the

digital input external trigger (TRG-IN) input or a coincidence trigger. In particular, the external

trigger mode is used by the neutron veto system during calibration. A V2718 board hosted in the

VME crate generates several control signals (mainly the start-of-acquisition and calibration signals)

that are subsequently distributed to the digitizers via logic fan-in/fan-out modules. Two additional

boards are hosted in the neutron veto crate: a V1495 to manage the V1730S busy signals and provide

the veto signal, and a V1724 digitizer that serves as an acquisition monitor.

The neutron veto digitizers are connected to a readout server via two optical links; one daisy-

chains the V1730S digitizers while the second is for the V1724 acquisition monitor. In order to

synchronize all the digitizers in the neutron veto DAQ and limit the clock uncertainties to below

∼1 ns, an external common clock reference feeds all the modules. The V1724 digitizer receives

the common 50 MHz clock signal (see section 3.2), which is then upconverted to 62.5 MHz via

a phase locked loop device and propagated through the V1730S boards. Lastly, several auxiliary

electronic modules are hosted in a NIM crate, managing the distribution of calibration triggers and

run start signals.

3.3 Busy & high-energy veto

The V1724 and V1730S digitizers have a limited on-board memory buffer for storing data between

digitizing and readout, amounting to 1 MB/channel and 10.24 MB/channel, respectively. If incoming

data accumulates in the digitizer’s memory buffer faster than it is read out, the buffer will become
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full and the digitizer will no longer be able to acquire new signals, rendering it busy. To ensure

the integrity of individual events the triggerless TPC and neutron veto DAQ subsystems employ a

hardware-based busy veto. Each subsystem hosts a general-purpose V1495 board, equipped with

field-programmable gate array (FPGA) firmware developed in-house. When a digitizer enters the

busy state it emits an LVDS signal via a pair of connectors on its front panel. These signals are

propagated via ribbon cables from each digitizer in each subsystem to its respective V1495 module.

Whenever the V1495 recognizes that any of the digitizers emits an LVDS busy signal, it outputs

a veto NIM signal for a fixed duration. This veto signal is distributed to all the digitizers within the

subsystem, inhibiting data acquisition for 1 ms or until none of the digitizers are busy. Within the

FPGA firmware, busy intervals are assigned with start and stop NIM signals. These are also output

from the V1495 board and propagated to the relevant acquisition monitor digitizer, as explained in

section 3.4. The TPC V1495 board has a more advanced version of this firmware. Besides being

responsible for the busy veto, it is also capable of generating an artificial periodic veto, with user

controlled duration and frequency. During detector commissioning, the water tank was empty and

the detector was not shielded from radiation in the experiment hall. This periodic hardware-induced

veto allowed the TPC DAQ to handle high background rates in addition to taking 83mKr calibration

data. Additionally, the V1495 module performs several other important functions. In the TPC DAQ

it collects and propagates the HEV signal, and assigns it with start and stop NIM signals that are

read by the TPC acquisition monitor. In both the neutron veto and TPC subsystems the V1495 board

is also responsible for the propagation of the LED trigger to the digitizers during LED calibration.

The TPC DAQ also employs a hardware veto to reduce the load on the system during acquisition of

high-rate calibration data. This HEV was developed based on a commercially-available multipurpose

digital pulse processor DDC-10 from SkuTek [40]. It hosts a variety of chips and daughter cards

on a BlackVME S6 motherboard, including a Spartan-6 FPGA and a 100 MHz, 10-channel, 14-bit

ADC. Mounted on the FPGA is custom-developed firmware whose main goal is to identify and veto

high-energy S2 signals. The HEV digitizes the analog sum signal from the low-gain TPC channels

of the bottom array, determining the risetime, width and integral of signals that surpass a threshold

of 200 ADCc (ADC counts) above the baseline. If any identified S2 exceeds predefined parameter

threshold settings, the HEV issues a 3 ms veto NIM signal. The thresholds set on the parameters

vary depending on the utilized calibration source and the data rate induced by it in the TPC. For

example, during 220Rn calibrations thresholds of 350 ns, 200 ns and 40 000 ADCc were set on the

width, risetime and integral parameters, respectively. To provide the HEV module with enough time

to make the veto decision, data readout is delayed within the TPC digitizers by 10 µs. The veto

signal generated by the HEV is propagated to the TPC V1495 module, from where it is distributed

to each TPC digitizer.

Drift field conditions in the TPC during SR0 produced broad S2 signals with widths greater than

∼10 µs, which were found to have the largest contribution to the DAQ rate. It is difficult to identify

and characterize the shape parameters of such signals within the 10 µs time limit. Hence, the HEV

firmware has an additional operation mode, whose purpose is to veto low-amplitude high-width S2

signals that might last for ∼10 µs. In this mode, if the HEV is not able to determine the width and

the risetime of the signal within ∼5 µs and the signal’s amplitude is still above the HEV threshold

it will consider the signal to be a high-width S2, and will issue a veto. The aforementioned HEV

operation modes can be utilized separately or run in parallel.
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It should be noted that similar hardware veto implementations were employed by the XENON1T

DAQ [11], yet, for XENONnT both systems were expanded and their firmware was refurbished.

A schematic view of the hardware-based veto systems described above is shown in figure 1. The

operation of the HEV results in raw data reduction at the readout stage of up to 40%, depending

on the utilized HEV settings. Throughout SR0 the HEV was utilized during AmBe and 220Rn

calibration data taking.

3.4 Acquisition monitors

The TPC and the neutron veto DAQ subsystems each host a dedicated V1724 digitizer, whose aim

is to collect information about the status of the DAQ itself and the operation of its hardware veto

modules. Both the TPC and neutron veto acquisition monitors receive the start and stop NIM signals

from their respective V1495 veto modules, which indicate the boundaries of busy veto intervals.

Additionally, these digitizers also acquire the 0.1 Hz NIM synchronization signal from the GPS

module [34]. Uniquely for the TPC, its acquisition monitor also digitizes the same analog sum

waveform signal that is seen by the HEV module. To prevent the TPC acquisition monitor from ever

going busy a relatively high threshold of 100 ADCc or 14 mV is set on this channel. Furthermore,

acquisition monitors are also excluded from the busy veto distribution scheme.

Acquisition monitor data are read out identically to the rest of the digitizers and incorporated

into the overall data processing chain. These data are then used to diagnose the performance of the

busy and HEV systems, and to determine the deadtime they induce. The measured deadtime under

several operational modes is discussed in section 6.2. Moreover, the same data are used as a basis

for a data quality cut. The cut removes any events that could be misreconstructed due to missing

information as a result of their proximity to a busy or a HEV veto interval. The cut decreases the

livetime and is accounted for in the exposure rather than the cut acceptance [8].

3.5 Servers & software

Five server computers are responsible for the readout of all the digitizers, three for the TPC and

one each for the muon veto and neutron veto. Two additional servers provide backup capacity. The

TPC readout servers each have four 960 GB write-intensive solid state drives which are configured

together as a Ceph cluster [41] to form a single high-speed buffer disk with approximately 10 TB of

capacity that is accessible from all servers within the DAQ network. While replication is possible

using Ceph, it is not necessary for a short-term buffer disk, so the configuration is equivalent to

RAID0 (data striping) to provide the highest access speeds. This buffer disk can sustain simultaneous

read and write operations from multiple sources at rates exceeding 1 GB/s. Data are stored on

the Ceph buffer from the start of acquisition until the live processing for that run has successfully

concluded, which is typically one or two hours, so very little data are lost in the event of disk failure.

The combined data rate from the three subsystems during science data taking is approximately

40 MB/s, so the disk can potentially buffer data for a considerable amount of time in case of issues

in the live processing.

Each readout server is equipped with at least one CAEN A3818 PCIe interface card [42]. Each

A3818 supports up to 4 optical fibers, with each fiber capable of daisy-chaining up to 8 digitizers

and supporting a maximum data throughput of 80 MB/s–90 MB/s. Digitizers and optical links are

distributed to approximately balance the load on each of the readout servers.
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The readout servers all run the redax software package [43], which copies data from the

digitizers and transforms it from the digitizer-native format into one compatible with the strax data

processing package [22, 23]. Data are read from digitizers in block transfers via the CAENVMElib

C++ library, where each optical fiber is read out exclusively by a dedicated readout thread. A

round-robin technique is used, where each board on an optical fiber is successively polled. When

a digitizer has data available for readout, block transfers are performed until all data stored on

that digitizer have been read into the server’s memory. The readout threads then transfer data

asynchronously to processing threads, where the binary format transformation is performed. Each

processing thread periodically compresses its buffered output data and writes it to the Ceph buffer in

fixed-time intervals called chunks following the chunking paradigm in strax as described in section 4.

Chunks are labeled with the name of the readout process, the chunk number, and also the ID of the

thread that wrote that chunk, which acts as a unique identifier. Additionally, redax is responsible for

programming the digitizers in preparation for each run via configurations it obtains from a central

database. Redax also writes status snapshots to this database once per second, including quantities

such as the current state of that instance of redax, the amount of data currently buffered in memory,

and the data rate for each channel of each digitizer being read out.

Six additional servers, called the eventbuilders, are responsible for the live processing. In

case of high data rates or unlinked operation, when the three DAQ subsystems run independently,

multiple hosts can process data simultaneously. For low data rates only a single host is required

for the processing. Three eventbuilders are PRIMERGY RX2540 M4 Fujitsu servers with two

Intel® Xeon® Gold 6128 CPUs at 3.40 GHz and 202 GB of RAM each. Additionally, there are

three backup PRIMERGY RX2540 M1 Fujitsu servers with two Intel® Xeon® E5-2660 v3 CPUs at

2.60 GHz and 135 GB of RAM each. These backup servers were also used in XENON1T. Two of

these three mainly serve as extra redundancy, while the third acts as a general purpose machine with

access to the latest data. This machine, for example, automatically produces online monitor plots

and handles requests for making and retrieving said plots (as explained in section 4.4).

4 Live processing

The data stream of raw data from the digitizers is fully processed onsite at LNGS. The triggerless

data stream is handled by the data stream processor, strax [22, 23]. Using live processing and online

data storage, data can be accessed while their collection is still ongoing.

4.1 Data stream versus discrete events

The triggerless design of the XENONnT DAQ results in a continuous data stream. For processing as

well as storage purposes, handling discrete time intervals of data is advantageous as it allows for

parallelization. To this end, the digitizer data which are read out by redax [43] are partitioned in

5 s–20 s time intervals called chunks. Each chunk is accompanied with an overlap region of ∼0.5 s

to the previous and following chunk. As such, the overlap region is being saved twice, once with the

previous chunk and once with the following. These overlap regions, called the pre- and post-chunk,

are processed together with a chunk to ensure that each process has access to sufficient data to do

the reconstruction. This is important for reconstructing S1/S2 signals (peaks) whose data might

otherwise be split into consecutive chunks. Strax searches for time regions where there are no data
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for 1 µs within the pre- and post-chunk and discards the data before (pre-chunk) or after (post-chunk)

this time region. This discarded time region will instead be processed together with the previous or

next chunk. If no time interval of 1 µs is found within the overlap region, artificial deadtime would

be inserted, which was never required for the entire SR0 dataset including calibration data. Due to

this temporal separation between chunks, single chunks of low-level data are handled independently,

allowing for processing in parallel. For high level data, such as events, the processing is based on

stateful algorithms which are therefore single threaded and may rearrange chunk boundaries.

4.2 Strax(en) data format

The processing at LNGS is handled by the eventbuilders and uses the publicly-available strax

framework [22, 23]. Strax is a purely python-based streaming processor. Autovectorization, just-in-

time compilation, and a tabular data format make the processing fast. The tabular data format is

achieved by fixing the shape of the data fields in software. At the level of PMT traces (figure 2),

this is achieved by splitting one variable-length PMT trace into a sufficient number of fixed-length

intervals. The data are organized in a hierarchical structure of “datatypes”. At higher level datatypes,

like S1/S2-peaks, the summed waveform of all PMTs is down-sampled to a fixed number of samples.

There are several steps in the processing, from PMT-traces as in figure 2 at the lowest level, to

a fully reconstructed S1 and S2 pair originating from one physical interaction within the TPC at

high level. The PMT-traces are stored as raw-records as they are the lowest level (raw) datatype

that is stored long term. The S1s and S2s are saved as peaks level data which can be grouped in

time to form events. Peaks primarily store the sum waveform from all PMTs, as well as per-PMT

information like the area per channel, and shape parameters from the sum waveform [44]. Events

store the information on the largest two S1s and largest two S2s. Additional properties of peaks and

events can be added through the modular plugin system described below. The time scales of the

typical objects in raw-records, peaks and events differ by orders of magnitude. For example, figure 2

shows that raw-records can be of ∼1 µs and an S2 peak of ∼30 µs. The duration of an event is set to

be at least as long as the drift length (2.2 ms). Correspondingly, for higher level data, the number of

items and the data size decreases by orders of magnitude. For instance, an hour of data may amount

to 250 GB of raw-records, 5 GB of peaks, and only 30 MB of events.

The different levels of data processing are organized in software modules called plugins, each

producing one or more datatypes which can serve as the input data for subsequent (higher level)

plugins. This structure allows for a modular design and a flexible processing framework. When a

chunk of data is processed, it is transferred between processing threads to any higher level plugins

requiring it as input. Using this structure, the versioning of the data is handled per datatype by

tracking the dependency chain. This has the benefit for reprocessing that, for example, a new or

modified plugin at event level can only require event level input data to (re)compute and does not

affect any lower level datatypes. During processing, auxiliary information on several quantities

required for data processing, like PMT gains, are queried from a dedicated collection within the

MongoDB database. This collection is frequently updated with the latest values to ensure the data

are processed with as up to date corrections and detector variables as possible.
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4.3 Online processing

The processing by strax includes several stages, a full description of all its aspects is beyond the

scope of this paper. Instead, some of the aspects are briefly discussed to illustrate that the full

reconstruction of all the data is done live. The lowest level data, the raw-records, are all written

to disk without further processing, allowing to always go back to the unprocessed data. After

the raw-records level, PMT-traces are baseline-subtracted, inverted and integrated. For the TPC,

time intervals are obtained wherein photon hits are extracted from the PMT traces to build peak

sub-clusters, peaklets. The peaklets are classified and re-clustered according to their type to obtain

peaks; S1-peaks are assumed to consist of only one peaklet, while S2-peaks can consist of many.

Using this two-step clustering, strax is able to deal with the very short S1 signals while also being

able to reconstruct the longer S2 signals as single peaks. Three different neural networks are applied

on the peak level data for xy-position reconstruction based on the PMT hit pattern, which allows

for cross-validation of their results. Due to the lack of a global triggering scheme, a reconfigurable

“software trigger” defines the concept of events. Events are built on the basis of a large S2 peak

(the “triggering” peak). The triggering peak should be >100 PE and there should be fewer than 8

other peaks with at most 50% of the area of the triggering peak in a ±10 ms window around the

triggering peak, to prevent building or extending events based on too small S2 peaks. An event is the

time region from 2.45 ms before and 0.25 ms after the triggering peak. This time region is set to be

longer than the drift length of 2.2 ms (in SR0) and all peaks within the time region are considered

part of the event. Multiple triggering peaks within the event window extend the event duration to

capture multi-scatters. This is effectively the event trigger, which is set as a high-level configuration

in the processing chain, in stark contrast to XENON1T [11], where an event window was fixed once

at the DAQ and all other data was discarded. As a result, the event trigger is easily re-optimized in a

high-level analysis.

Processing of muon veto and neutron veto data is also performed within strax using dedicated

veto plugins which are applied similarly to both types of veto data. These plugins reconstruct

veto-events based on the number of PMT hits. Additionally, a software coincidence trigger for the

neutron veto reduces the data stream at a low data level. This software trigger is not used for the

muon veto because it has a hardware coincidence trigger.

The program bootstrax is responsible for processing on the eventbuilders and is optimized per

host machine to provide the maximum performance under a wide variety of data rates. As soon as a

new run is issued by the dedicated program (the dispatcher, see section 5.3), bootstrax looks for

newly written chunks on the Ceph buffer disk. Bootstrax marks a set of data ready for uploading

into long-term storage after completing the processing.

4.4 Online monitoring

The live processing on the eventbuilders is able to keep up with the data rates observed during SR0,

including all the calibration periods. This opens up possibilities to use fully reconstructed data to

monitor the state of the detector while data collection is ongoing. To this end, several datatypes

are uploaded while data are being collected. This includes acquisition monitor data, all the fully

reconstructed events and selections of data from the muon veto, neutron veto, and a selection of the

peaks data from the TPC.
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Figure 3. Online monitor plot for monitoring the detector status. Panel A shows the per PMT lone-hit rate,

which are pulses that are seen in one PMT without any pulses in other PMTs within a short time interval.

PMT313 (blue) just “flashed” [45], and is slowly returning to a rate comparable to the other PMTs. Panel B

shows the area of peaks versus the range of 50 percent decile (known as the width) of the sum-waveform of

a peak. This parameter space is useful for identifying peak populations, e.g., the peaks from 83mKr S1 are

visible in the range 80-800 PE at roughly 100 ns width. Panel C shows the evolution of reconstructed events,

which are roughly selected on their S1 and S2 area as shown in figure panel D. Since this was the start of a

calibration period with 83mKr following an 37Ar calibration, the event rate of 83mKr is increasing in panel C

while the 37Ar remnants are being removed via online distillation to a negligible level [46]. Panel E shows

the evolution of the number of veto events in the veto-systems over time. Panel F shows the reconstructed

event positions throughout the TPC, where at larger drift times (deeper into the detector), the events are

reconstructed inward due to an inhomogeneous drift field inside the detector [47]. The drops in the rate to

0 Hz (panels A and E) mark the periods where the DAQ is switching from one run to another. As the data in

panel C are re-binned, the run transitions manifest in ∼ 10% drops in the rate.

Redax buffers at least two chunks in memory, which first have to be written to the Ceph buffer

disk before that data can be processed. Several chunks are usually combined in memory during

processing before writing it to disk to reduce the number of small files in long-term storage. However,

when chunks of processed data are uploaded to the MongoDB database, there is no such limitation

and a chunk of processed data is therefore immediately uploaded after processing. This usually

results in the data being available in the database ∼30 s after light has been detected by PMTs.

Status overview plots to monitor the detector conditions and data quality are made with the

open-source infrastructure [22, 23] and additional XENONnT software. As an example, figure 3
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shows two unrelated changes in detector conditions close in time: a period of intermittent light

emission (“flash”) of PMT313 [45] (apparent from panel A) and the start of a calibration period

with 83mKr (most clearly visible in panel C). This figure can be produced continuously to see

changing detector conditions live. Additionally, each hour a plot is automatically produced and

sent to the XENONnT-Slack [48] workspace which is used as the common chat room for the entire

experiment. On Slack, one can also easily request periods of time to make this plot for, which is

handled automatically by one of the backup eventbuilders. Alternatively, the data can be directly

retrieved from the MongoDB database or via strax to do custom analysis, for example to create

SuperNova Early Warning System (SNEWS) [49] warnings.

4.5 Data storage infrastructure

During the commissioning of XENONnT and the first science run (SR0), the DAQ collected >2 PB

of uncompressed data. To reduce the required amount of long term storage, aggressive compression

algorithms like bz2 (in case of low data rates ≲65 MB/s) and zstd (in case of higher data rates)

are used to compress the low-level data. The bz2 and zstd algorithms compress the raw data by

factors of 4.7 and 3.5, respectively. While this increases CPU usage on the eventbuilders compared

to the faster compression algorithms used for high level data, such as blosc, CPU usage is usually

not the constraining factor for the eventbuilders. The XENON1T compression format, that used a

combination of zlib and pickle compressed the data by a factor of 3.4.

The eventbuilders write to their own hard disks configured in a RAID5 configuration for

performance and redundancy resulting in 22 TB of storage per eventbuilder. These hard disks, shown

as local storage in figure 1, can be accessed by other hosts within the LNGS network. The data are

uploaded from these disks into long-term storage as soon as bootstrax marks them ready for upload

in the MongoDB database.

5 System control & oversight

Control and oversight of the DAQ and its associated subsystems are handled via databases, a

user-interface website, and a software controller that coordinates the readout processes. Two

additional servers are used in these roles, one in the LNGS surface server room and one underground

with the other DAQ servers in the DAQ room. The surface server hosts the necessary databases for

the DAQ, and also acts as a secure gateway through which experts can remotely access the DAQ

subnet underground. The underground server hosts the DAQ website and the software controller.

5.1 Databases

Two databases are used for system control, monitoring, and interprocess communication, both

implemented in the NoSQL-based MongoDB [15]. These are referred to as the “DAQ” and

“Runs” databases. Each database is subdivided into “collections”, analogous to tables in an SQL-

based database, each containing “documents” which are analogous to rows. Unlike SQL-based

databases, documents in one collection are not required to have the same schema, which allows for

considerable flexibility.

The Runs database is a three-node replica set of servers located in LNGS, University of Chicago,

and Rice University, the latter two being the primary XENONnT analysis facilities. This ensures that
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analysts have access to the database in the event of transient network disruption and protects against

data loss due to hardware failure. One collection in this database contains metadata for each discrete

run, which includes quantities such as the run start and end times, which of the three detectors were

assigned to this run, the full readout configuration of each detector, and a listing of all datatypes for

this run and their storage locations. Another collection contains data produced for online monitoring

as described in section 4.4.

The DAQ database, in contrast, is expressly for the operation of the readout and not required for

analysis. All data in this database are either only stored temporarily, or change very infrequently and

can be restored from periodic backups in the event of data loss. This database, therefore, is neither

replicated nor directly accessible outside of LNGS. Several collections in this database contain the

regular status snapshots used to monitor the various components of the DAQ. These collections

include the status snapshots of the redax readout processes, the health and performance of all the

servers and NIM/VME crates in the DAQ system, and the status of the live processing. These

collections are configured with time to live (TTL) indexes to only store data for 3 days, primarily to

ensure that queries against these collections remain fast, and also because the information contained

can either be reconstructed from the processed data or is additionally written to disk for long-term

availability. Other collections store all available readout configurations, the system operational goal

state set by the website, commands being issued to the readout processes, and important logging

messages from the various DAQ processes.

5.2 User interface website

To facilitate easy use of the DAQ for the day-to-day operation of the experiment, a front-end website

was developed using NodeJS [50]. A variety of pages allows users to view the current readout

performance, set the system’s operation goal state, and monitor the data rates from each readout

channel to identify potential problems in the detector, such as localized regions of sustained electron

emission, also known as “hotspots”. The status page displays instantaneous data rates for each

readout process in the entire DAQ system, information about the current activity of each eventbuilder,

and the current status of the Ceph high-speed buffer disk. Additionally, a plot displays the recent

data rate for each readout process, which allows a user to identify transient behavior in the system

that may not be clear from the instantaneous rates alone. This page is shown in figure 4. The control

page allows users to specify the operational goal state of all three subsystems, such as selecting an

operational mode and a desired run duration. The monitor page displays the instantaneous data

rate for each channel in the TPC in a convenient layout mirroring that of the physical locations of

PMTs in the TPC (shown as the inset in figure 4). In this view, a hotspot will appear as a localized

region, typically three adjacent PMTs, with a data rate significantly higher than other nearby PMTs.

Additionally, a plotting function is provided to allow for a direct comparison of recent rates between

different channels. Another page provides a user interface to the Runs database, where metadata

about each run can be viewed. Other pages allow experts to modify and create preset operational

modes and configurations, monitor the status of all the servers in the DAQ network, and interface

with the dispatcher (described below).

Finally, an application programming interface (API) is provided to enable programmatic control

of the DAQ and access to part of the DAQ database. This is used, for instance, by Slow Control to

perform the periodic automatic calibration of the PMTs via a pulsed LED. Slow Control continuously
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Figure 4. The Status page on the DAQ interface website. The plot shows the data rates for the past 12 hours,

and the status cards show the instantaneous statuses of all readout and live processing elements in the DAQ

system. An increase in the rate due to the start of regular detector calibration with 83mKr is clearly visible. A

navigation bar on the left provides convenient links to other pages in the website. The inset in the bottom right

shows the per-channel rate as displayed on the monitor page.

queries the API, and notifies experts if any aspects of the performance of the system deviate from

what is expected, if disks are full, or a hotspot is suspected based on the per channel data rate.

5.3 Readout coordination software

To oversee and coordinate the readout processes, a program called the dispatcher was developed. The

primary responsibility of the dispatcher is to convert the desired operational goal state as specified on

the website into direct commands issued to the various readout processes. To do this, the dispatcher

retrieves the most recent status snapshot of each readout process. These are aggregated together

to determine an overall status for each subsystem, such as if the subsystem is idle, running, in a

transitional state, or if processes are not responding. This aggregated status is then compared to the

desired operational goal state of each subsystem, and commands are issued to the readout processes

to make the former match the latter. For example, if a user wants the readout to begin with a certain

operational mode, the dispatcher will ensure that the necessary processes are capable of starting,

issue commands to begin the digitizer-programming sequence, wait until all necessary processes

report the successful completion of this sequence, and then issue the start command. When an

active run reaches the desired length as specified by the website, the readout is stopped, and the

cycle is repeated. In rare cases where a readout process or digitizer stops responding properly, the

dispatcher will automatically kill and restart delinquent readout processes and power-cycle VME

crates as necessary to restore normal behavior. Additionally, if such action is necessary during

linked-mode operation and restarting a process or VME crate fails to rectify the situation, the

dispatcher will unlink the detectors so the readout of the detectors that are responding normally can
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continue. Experts receive notifications whenever automatic actions such as these are taken. At the

start of every run, the dispatcher creates an entry in the Runs database containing a copy of the

readout configuration and other metadata necessary for the live processing. At the end of a run, the

corresponding entry is updated with additional quantities such as the end time of the run and the

average data rates for all contributing detectors.

6 Performance

In the first two years of operation, the TPC subsystem collected more than 1280 TB of data, while

the muon veto and neutron veto collected 28 TB and 680 TB, respectively. The performance of the

overall DAQ system can be measured in several ways. Most obvious are the maximum data rate

the system can maintain and the livetime with which the system operates, but other criteria such as

inter-detector synchronization and noise levels are also important. An additional key performance

metric is the speed of the live processing, as it is crucial that the data are made available for transfer

off-site at least as fast as it is recorded.

6.1 Noise levels

Externally triggered, short runs were taken weekly throughout SR0 to assess the noise levels in all

TPC channels, using fixed windows of approximately 1 ms duration. The mean RMS noise level was

found to be stable for each PMT array with values of 0.23 mV (∼0.01 PE) and 0.34 mV (∼0.02 PE)

for the high-gain channels in the top and bottom arrays, respectively, and 0.16 mV for the low-gain

channels in the top array. The installed filter boxes are effective in suppressing electronic noise

>250 kHz, which is related to HV power supplies. However, as expected, the filter boxes have a

negligible effect on the low-frequency noise peak at 24.41 kHz, which is correlated with intrinsic

noise produced by CAEN digitizers. Channels from the bottom PMT array on average exhibited an

RMS noise level which was ∼1 ADCc higher when compared to top PMT array channels. This effect

could be attributed to either a different resistor type and assembly procedure that was employed for

filter boxes used for the bottom PMT array, or different and noisier HV power supplies. These low

levels of noise support low digitization thresholds for the PMTs. Over 98% of TPC channels have

thresholds set at 2 mV (∼ 0.13 PE) and only 1 PMT has a threshold higher than 3.4 mV (∼ 0.3 PE),

giving an average acceptance to single PE > 90%. For the neutron veto, 109 PMTs (91%) have

thresholds set at 1.8 mV (∼ 0.3 PE) and the other 11 at 2.4 mV (∼ 0.4 PE). The average noise for

the neutron veto PMTs is 0.3 mV (∼0.05 PE). Lastly, for the muon veto the average RMS noise is

0.18 mV, the thresholds are set for all channels at 3 mV (∼ 1 PE). All above voltages were estimated

for an input impedance of 50Ω.

6.2 Livetime

Throughout SR0 and the commissioning of XENONnT all three DAQ subsystems operated stably,

collecting in total more than 200 days of commissioning and science data, and close to 100 days of

various calibration data. The deadtime fraction induced by the operation of the busy veto is 2× 10−5

for the majority of SR0 science data (which is typically ≲25 MB/s), as illustrated in figure 5. The

average deadtime fraction for all SR0 science data is 3 × 10−4. Muons traversing the TPC cause

short periods in time with high a higher data rate (≳25 MB/s during science data taking) and a
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Figure 5. Mean total deadtime per chunk (top panel), and relative frequency of chunks (bottom panel) as a

function of data rate per chunk for several run modes. Each chunk is a time interval of 5 s to 20 s. AmBe

calibrations are performed by keeping the source at several positions with respect to the TPC, leading to

distinct populations in the bottom panel. The High-Energy Veto (HEV) run modes (AmBe HEV and 220Rn

HEV) have higher deadtime fractions as a result of the inserted deadtime by the HEV, see section 3.3. For

typical (98%) science data (≲25 MB/s) the deadtime fraction is 2 × 10−5. In science data, higher rate data

points are caused by short periods in time following a muon traversing the TPC, leading to high data rates and

deadtime fractions of ∼ 1%. 220Rn has a lower deadtime fraction for ≳25 MB/s than science data, since these

higher rates are caused by a higher S2 rate, rather than muons. Above ∼250 MB/s the data quality deteriorates

due to the onset of pileup.

higher deadtime. During high-rate 220Rn and AmBe calibration periods the deadtime resulting from

the combined operation of the busy and HEV on average amounts to ∼ 10%. The above deadtime

values describe only the intrinsic deadtime produced by the operation of the busy and HEV modules,

and not the data reduction caused by the analysis cut described in section 3.4. Lastly, it should be

noted that the busy veto-induced deadtime of the NV was found to be negligible.

The highest sustained data rate in SR0 was ∼500 MB/s during an AmBe calibration (population

near 500 MB/s in the bottom panel of figure 5). The DAQ was designed to withstand higher data

rates, but performing high rate calibrations in SR0 was inhibited by the long event duration which
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leads to pileup of events where they start overlapping. A few chunks were digitized with data rates

of up to 600 MB/s.

6.3 Time synchronization

Throughout SR0 data-taking the three DAQ subsystems operated in linked mode with full temporal

synchronization. However, as was described above, to facilitate the operation of the HEV the TPC

data are delayed within the V1724 digitizers by 10 µs, as compared to the TPC acquisition monitor

and the other sub-detectors. The time synchronization across all sub-detectors was verified using the

0.1 Hz signal generated by the GPS. It was supplied to a dedicated TPC digitizer channel, as well as

to its acquisition monitor. Additionally, this signal was acquired by the acquisition monitor of the

neutron veto and a digitizer in the muon veto. A comparison between the timestamps of these signals

recorded on a time period of about three months was used to measure with high precision (<0.1 ns)

the average temporal difference between sub-detectors. The average time difference between the

TPC and neutron veto was measured to be 10 157 ns, while the time difference between the TPC

and muon veto was found to be 5283 ns. The variation in the measured delay time is related to the

trigger formation time used by the muon veto. After SR0 these constant offsets are subtracted out

during readout, resulting in time synchronization with a precision of ∼10 ns, which is comparable to

the sampling time of the digitizers.

To illustrate the inter-detector synchronization a muon event passing through all XENONnT

sub-detectors is presented in figure 6. The signals obtained in each detector are aligned by accounting

in software for the time differences described above. In addition to the sub-detector signals, also the

analog sum waveform that is acquired by the acquisition monitor of the TPC is shown in the top

panel. As seen in the inset of the top panel of figure 6, the prompt S1 from the relativistic muon’s

interactions is followed by a sustained S2, which lasts for the full drift time of the detector. This

extended S2 indicates a vertically traversing muon interacting along most of the drift column to

produce ionization electrons. The subsequent long tail is formed from photoionization electrons that

follow the S2 for multiple milliseconds. The drop in the digital sum waveform at ∼1400 µs is caused

by a baseline fluctuation. Such baseline fluctuations were observed only after violent muon events

and the exact cause is still under investigation, but they may be potentially caused by effects such

as PMT base saturation. Monitoring digitizer thresholds and conducting weekly LED calibrations

ensures the stability of the DAQ and PMTs, as well as the quality of acquired data. Additionally,

any data in close proximity to muons is excluded from scientific analysis by dedicated cuts. The

muon track in the muon veto and neutron veto sub-detectors corresponds to the Cherenkov photons

detected by the PMTs of these detectors, followed by PMT afterpulses lasting up to ∼10 µs. The

general shape of the waveform in all three panels is the same, indicating clearly that the same event

is shown. Lastly, the GPS synchronization signal was also used to evaluate the clock drift of the

DT4700 clock module, yielding approximately 2 µs over a period of 10 s, or 0.2 ppm.

6.4 Live processing performance

The DAQ and its software were designed to run under high data rates during detector calibrations

using a combination of internal and external radioactive sources to quantify the detector performance.

However, due to a limited voltage on the TPC cathode during SR0 compared to the design value,

high rate calibrations could not be performed as events quickly piled up because of the long drift
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Figure 6. An illustration of a muon event recorded by all three DAQ subsystems. The top panel shows a

zoomed-in view of the beginning of the muon waveform that was recorded by the TPC digitizers (black). An

analog sum waveform of the bottom PMT array that was recorded by the TPC’s acquisition monitor digitizer is

also shown in the same panel (magenta). The inset in the top panel showcases the digital sum waveform from

data acquired by all TPC PMTs and recorded by the digitizers. The waveform is composed of downsampled

data with different time resolution, resulting in the apparent amplitude fluctuation in its tail. The drop at

∼1400 µs is caused by a baseline fluctuation. The middle panel shows the same muon event recorded by the

muon veto, while the bottom panel shows the data recorded by the neutron veto. Insets in both middle and

bottom panels show a zoomed-in view of the respective waveforms. All three waveforms were aligned based

on the TPC signal (black).

time of 2.2 ms. As a consequence, the system did not have to work under persistent high data rates

and live processing was always able to process the data faster than it could be collected. During SR0,

the data rate never exceeded ∼50 MB/s for extended periods of time. To quantify the performance of

the eventbuilders in high data rate conditions, pre-SR0 commissioning data that were taken during a

high rate 83mKr calibration are used.

Figure 7 shows bootstrax cumulative processing time for different datatypes. Here, raw-records

is the lowest level datatype, followed by peaks and finally events. The results for higher level

datatypes include the time to compute the lower level datatypes as well. There are some additional

datatypes of intermediate data in between, which one can find in the straxen documentation [44],

several of which were briefly discussed in section 4. The total processing time comprises the time

of starting bootstrax for a given run, decompressing the redax data, processing the data until the

specified datatypes, compressing and writing all of the processed data to disk.
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Figure 7. Live processing time as a function of the raw data rate for several target datatypes. The raw-records

datatype is the lowest level datatype, followed by peaks and finally events (for simplicity this is called events,

even though the benchmarks were obtained for the event-basics datatype [44]). When a higher level datatype

is computed, all the lower level datatypes are also produced, so processing event also includes raw-records

and peaks. All SR0 science data in this figure are 50 MB/s (gray band). Pre-SR0 commissioning data were

used for the high rate data points where the DAQ was operated with a fractional livetime mode (discussed in

section 3.3) during a high rate 83mKr-calibration. For data rates ≲250 MB/s the live processing keeps up with

one eventbuilder (EB) server as the processing time is lower than the acquisition time for any datatype. For

any data rate in this plot the points are below the break-even line of the three eventbuilders, meaning that live

processing at the DAQ could keep up with the readout.

Figure 7 shows that for data rates below 250 MB/s, the processing time is shorter than the

collection time and a single eventbuilder can manage the entire data stream regardless of the datatype

considered. For higher rates, the processing up to the events or peaks datatype is not fast enough to

keep the processing live as each chunk would be processed slightly later than it is acquired. At these

data rates, the finite RAM of the servers and increased disk read/write operations prevent processing

at the same rate as at lower data rates, since processing each new chunk on a separate core starts

requiring more memory than available on the host. The break-even line for one eventbuilder in

figure 7 lies around ∼250 MB/s for events, ∼400 MB/s for peaks, and ∼550 MB/s for raw-records.

Additionally, the work is divided among three eventbuilders (with two additional as backup) and the

combined eventbuilders can keep up with much higher data rates.

The total rate of the neutron veto and muon veto subsystems was found to be relatively constant

and amounts to 10 MB/s–20 MB/s and ∼1 MB/s, respectively. It takes about 80 s to process a

1800 s run for the neutron veto data, and ≲40 s for a 1800 s run of muon veto data.
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7 Conclusion

The XENON collaboration has designed and commissioned the triggerless XENONnT DAQ. By

forgoing a trigger and relying instead on fast software to handle the continuous data stream, all

data exceeding the digitization threshold is written to disk. The TPC, muon veto and neutron veto

subsystems that constitute the DAQ can be operated independently, or as one linked system sharing

the same 50 MHz clock signal. The increased number of PMTs and the double digitization of the

top PMT array leads to roughly three times the number of channels with respect to XENON1T

for the TPC. While the triggered muon veto-subsystem remains virtually unchanged, the new

neutron veto-subsystem was successfully built to enable tagging of neutron events, one of the main

backgrounds for the XENONnT WIMP search. A 500 MHz sampling rate enables the required

characterization of neutron signals.

The DAQ is able to operate at the highest data rates observed during the first science run of

XENONnT (SR0) of ∼500 MB/s with the potential to go higher. The deadtime fraction is as low as

3 × 10−4 for science data and ≲ 10% for calibration data at high rates of <350 MB/s.

Using online processing, high level data are directly made available to monitor the detector. This

enables analysts to have immediate feedback on changing detector conditions with fully processed

data. The online processing is able to handle all data rates observed during SR0, where each of the

three dedicated servers is able to process the data with a rate of up to ∼250 MB/s. The maximum

observed data rates during SR0 were limited by the low drift-field conditions. However, the DAQ

was designed and is capable of dealing with data throughput rates greater than 750 MB/s.

During commissioning and SR0, the XENONnT DAQ has collected more than 2 PB of both

science and calibration data, and it will continue to operate in subsequent science runs. The

successful operation of the XENONnT DAQ and the implementation of the triggerless readout

paradigm provides a solid basis for the development of DAQ systems for the next generation of liquid

xenon dark matter experiments [19, 20].
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