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ARTICLE INFO ABSTRACT

Keywords: Cancer disease is one of the most important pathologies in the world, as it causes the death of millions of
Deep learning people, and the cure of this disease is limited in most cases. Rapid spread is one of the most important
Artificial intelligence features of this disease, so many efforts are focused on its early-stage detection and localization. Medicine

Medical imaging
Convolutional neural networks
Whole slide imaging

has made numerous advances in the recent decades with the help of artificial intelligence (AI), reducing costs
and saving time. In this paper, deep learning models (DL) are used to present a novel method for detecting
and localizing cancerous zones in WSI images, using tissue patch overlay to improve performance results.
A novel overlapping methodology is proposed and discussed, together with different alternatives to evaluate
the labels of the patches overlapping in the same zone to improve detection performance. The goal is to
strengthen the labeling of different areas of an image with multiple overlapping patch testing. The results
show that the proposed method improves the traditional framework and provides a different approach to
cancer detection. The proposed method, based on applying 3x3 step 2 average pooling filters on overlapping
patch labels, provides a better result with a 12.9% correction percentage for misclassified patches on the HUP
dataset and 15.8% on the CINIJ dataset. In addition, a filter is implemented to correct isolated patches that
were also misclassified. Finally, a CNN decision threshold study is performed to analyze the impact of the
threshold value on the accuracy of the model. The alteration of the threshold decision along with the filter for
isolated patches and the proposed method for overlapping patches, corrects about 20% of the patches that are
mislabeled in the traditional method. As a whole, the proposed method achieves an accuracy rate of 94.6%.
The code is available at https://github.com/sergioortiz26/Cancer_overlapping filter WSI_images.

1. Introduction the estimated number of new breast cancer cases in the United States
in 2023 is 297790, being breast cancer the most common cancer

Cancer disease is one of the most tricky pathologies in the world of diagnosed in women (31% of all cancer cases in women diagnosed in
medicine [1,2]. Cancer is a disease in which the cells of a certain part

of the body grow uncontrollably and move to invade another part of
the body. The normal cells grow and reproduce through the process of
cell division to give new cells to the body [3].

In 2020, 19.3 million cases of cancer have been estimated, of which

the USA). In spite of this, among females is the leading cause of cancer
death (43170 estimated cases in the United States in 2023 [6]), and the
incidence rates greatly exceed the limit concerning his followers [6,7].

Cancer is a disease that can quickly spread to other parts of the

almost 10 million have ended in death. Breast cancer has become the body. For this reason, the first step in cancer detection by a pathologist
greatest impact cancer ahead of lung cancer. The five main cancers is to examine the cells in the histological section and identify the
are breast cancer (11.7%), lung cancer (11.4%), followed by colorectal tumor cells. The problem with delineating the tumor tissue on the
(10.0%), liver (8.3%), and stomach cancer (7.7%) [4]. Nevertheless, images is mainly the time consuming and monotonous nature of the

breast cancer is not the cancer with the highest mortality, but lung
cancer with approximately 1.8 million deaths (18%) [5]. Breast cancer
is one of the most malignant cancers in women, being the most im-
portant in terms of the new cases worldwide [4]. As presented in [6],

procedure. For this reason histological imaging in conjunction with
Deep Learning (DL) is a powerful tool to detect cancer cells and localize
them throughout the image [8-10]. Whole Slide Imaging (WSI) offers
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promising insight into tissue information collection, promising now and
in the future, [11,12].

Early detection of cancer offers great advantages for patient therapy
and treatment [13-15]. However, such early detection requires efficient
and rapid techniques to analyze both healthy patients and possible
new cases to obtain a timely diagnosis using the least invasive tech-
niques [16]. For this purpose, histopathological examinations are an
appropriate method to establish a diagnosis [17-20]. Many research
efforts have focused on the detection of cancer in the early phase, just
as the detection of the zone where the cancer is located [21-24].

Image analysis (currently using intelligent systems on advanced
computer platforms [25,26]) can be used to examine tissue samples
previously obtained through a chemical-biological process of extraction
and staining of the same, in order to improve contrasts and contribute
to appropriate medical diagnosis in some cases and analysis of bio-
logical processes in others. With the help of digital microscopes, it is
possible to obtain digital images of tissue samples that can then be
analyzed on a computer, which was previously done manually by a
radiologist. These decision support systems, often based on artificial
intelligence (Computer-Aided Diagnosis, CAD) [27-29], do not replace
the human expert (in our case the pathologist, oncologist or medical
specialist), but they are a powerful aid tool in diagnosis automatic,
characterization and knowledge of medical images [30].

Accurate detection of the histopathological image area containing
cancer cells is of great help to medical experts in the field of cancer
diagnosis. The technology makes it possible to detect and locate can-
cerous areas and bring them to the attention of specialists using CAD
systems.

This paper presents a method for detecting breast cancer disease
and localizing the area in a tissue image. The method used is based on
detecting cancer in small patches of tissue, and by a process of patch
overlay localizing where the regions of disease are located in the whole
images (on hematoxylin and eosin-stained whole-slide images).

2. Related work

Due to the important and powerful role of deep learning and ma-
chine learning in recent years, computer-aided diagnostic systems are
essential in the fight against various health pathologies, including
cancer [42-44]. Numerous professionals have therefore put all their
efforts into research with these methodologies, to improve the disease,
translating these advances into scientific publications. The studies of
the different authors are based on the detection of cancer and the
localization of the area where it is located.

Angel Cruz-Roa et al. [31] realized research about invasive breast
cancer detection in WSI, identifying automatically cancer and achieving
a Dice coefficient of 75.86%, a positive predictive value of 71.62%,
and a negative predictive value of 96.77% in terms of pixel-by-pixel.
Dayong Wang et al. [32] realized a deep learning algorithm to iden-
tify metastatic breast cancer and achieved an AUC of 0.925 in WSI
classification and a tumor location score of 0.733. Besides this, the
result of his investigation combined with the human pathologist’s
diagnoses increased the pathologist’s AUC to 0.995. Sumaiya Dabeer
et al. [33] proposed the training of a convolutional neural network to
detect malignant or benign images, and achieved a prediction accuracy
of 93.45%, precision of 93%, and recall of 93%. Kun fa et al. [34]
proposed a deep learning method for the detection of cancer metastases
in WSI which achieved an AUC score of 90.23%. Erkan Deniz et al. [35]
do use transfer learning to detect breast cancer. The method is based
on obtained features of histopathologic images through to AlexNet and
Vggl6 models and then classified by support vector machines (SVM).
The accuracy result obtained for different magnification factors are
90.96% for 40x, 90.58% for 100x, 91% for 200x and 91.30% for
400x. Shallu Sharma et al. [36] realized a Multi-classification of breast
cancer histopathology images using existing networks (VGG16, VGG19,
and ResNet50) as feature extractors and SVM as end classifier. The
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accuracies for patch detection were 93.97% for 40x, 92.92% for 100x,
91.23% for 200x, and 91.79% for 400x. Noorul Wahab et al. [37]
proposed a Multifaceted fused-CNN with the finality of selecting the
region of interest (ROI) due to the very large sizes of WSIs, getting a
result of 0.582 in terms of Cohen’s Kappa. Table 1 shows a summary
of different methodologies presented in the bibliography.

A popular dataset in the field of public histopathological breast can-
cer imaging is the data presented in [45], called BreaKHis. It consists
of 7909 histopathological images of breast cancer, 2480 benign and
5429 malignant specimens, from 82 patients at different magnification
factors. In the study conducted by [38] on the BreaKHis dataset,
a new deep learning model based on a convolutional neural network
is presented. The classification success was increased by using the
model called BreastNet. The general structure of the BreastNet model
is a residual architecture built on attention modules.All image data is
processed using augmentation techniques before being used as input to
the model. With the augmentation techniques, each image is processed
individually and transferred to BreastNet. Gour et al. [39] presented a
novel 152-layer convolutional neural network based on residual learn-
ing, called ResHist, for the classification of histopathological images of
breast cancer, using the BreaKHis dataset. The ResHist model learns
rich and discriminative features from histopathological images and
classifies them into benign and malignant, performing superior to other
Deep Learning frameworks presented in the literature (such as AlexNet,
GoogleNet, VGG16 or VGG19). The authors, however, point out the
need to consolidate the results with more and larger datasets.

The authors of the paper [40] presented a fine-grained classifi-
cation and grading model. The improved fine-grained pathological
image classification model was based on the standard deep learning
framework called Xception network. In order to further improve the
classification accuracy, the multi-class recognition task and the image
pair verification task are combined in the process of representation
learning.

Both the BreaKHis, VLAD [46] and LSC [47] datasets were used.
The authors of the paper [41] propose a hybrid methodology, that
combines different machine learning tools, such as weighted feature
selection, bio-inspired genetic algorithms and a Convolutional Neural
Network. The feature selection method was used to select a combina-
tion of the best textural, graphical and morphological features. The ge-
netic algorithm was responsible for optimizing the whole classification
system, resulting in a high computational cost.

Alruwaili and Gouda [48] presented two alternatives for breast
cancer diagnosis, in a binary problem, using the MIAS database. MIAS
is an organization of scientific groups in the UK concerned with mam-
mogram perception. A database of mammographic images collected
through London’s Royal Marsden Hospital, which includes 322 digi-
tized films, and 2.3 GB of 8 mm are available [49].

To improve the intensity of the mammogram image and eliminate
any noise, the proposed system employs image enhancement tech-
niques. Two alternative DL approaches, Nasnet-Mobile and MOD-RES,
were trained on preprocessed mammography images to avoid overfit-
ting and increase the overall capabilities of the proposed DL systems.
The proposed method outperforms professional radiologists with an
overall accuracy of 89.5%, an accuracy of 89.5% and an F1-Score of
89.5% using MOD-RES + oversampling.

In this paper, we proposed a novel method of overlap patches to
improve the performance results. This process of overlapping patches
is implemented with different alternatives to make a decision about the
output label. More specifically, for the localization of the disease in a
region, all overlapping patches are considered using different filtering
methods that assign different weights to the labels of each examined
patch. In this way, we have different labels for the same place because
this zone is shared for some patches that overlap. The differentiation
weights assigned to the various patches containing part of a particular
zone are relative to the amount of area in common with the zone under
study. More details are explained in section 5. In addition, a filter
that corrects isolated patches and modification of the CNN decision
threshold is studied to improve performance.
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Table 1
Comparative summary of different methodologies presented in the bibliography.
Author, year Objective Method Metrics
Angel Cruz-Roa et al. [31] Invasive breast cancer detection ConvNet DC = 75.86%
TPV = 71.62%
TNV = 96.77%
Dayong Wang et al. [32] Identifying Metastatic Breast Cancer GoogleNet AUC = 92.5%
AlexNet Tumor location score = 0.733
VGG16
FaceNet
Sumaiya Dabeer et al. Detect malignant or benign images tissue CNN Accuracy = 93.45%
2021 [33] Precision = 93%
Recall = 93%
Kun fa et al. [34] Detection of cancer metastases InceptionV3 AUC = 90.23%
Erkan Deniz et al. [35] Transfer learning for breast cancer AlexNet Accuracy(40x) = 90.96%
detection (study of magnification factor) VGG16 Accuracy(100x) = 90.58%

SVM (deep feature extraction and
SVM classification)

Accuracy(200x) = 91%
Accuracy(400x) = 91.30%

Shallu Sharma et al. [36]

Multi-Classification of Breast Cancer
Histopathology Images

VGG16, VGG19, ResNet50 and
SVM

Accuracy(40x) = 93.97%

Accuracy(100x) = 92.92%
Accuracy(200x) = 91.23%
Accuracy(400x) = 91.79%

Noorul Wahab et al. [37]

Selecting region of interest (ROI) in WSI
images

Multifaceted fused-CNN

Cohen’s Kappa = 0.582

Togacar et al. [38]

Improving the classification accuracy on
the BreakHis data, using the proposed
(fast) model called BreastNet

Deep Learning, BreastNet, Binary
classification

Accuracy(40x) = 97.99%

Accuracy(100x) = 97.84%
Accuracy(200x) = 98.51%
Accuracy(400x) = 95.88%

Gour et al. [39]

Classification of BreakHis data, using
ResHist

Residual Deep Learning model
with 152-layer convolutional
neural network

Accuracy(40x) = 90.69%

Accuracy(100x) = 91.12%
Accuracy(200x) = 95.36%
Accuracy(400x) = 90.24%

Li et al. [40]

Classification and grading model for
pathological images

Multi-task CNN. BreaKHis, VLAD
and LSC dataset

Accuracy(40x) = 95.13%

Accuracy(100x) = 95.21%
Accuracy(200x) = 94.09%
Accuracy(400x) = 91.42%

Reshma et al. [41]

Hybrid methodology, combining
different machine learning tools

Relief, Genetic Algorithm and
CNN, for BreaKHis

Accuracy = 89.13%
F1S = 85.38%

Alruwaili and Gouda [16]

Image enhancement techniques and

Two alternative: Nasnet-Mobile

Accuracy = 89.5%

Deep Learning Models and MOD-RES F1S = 90%
AUC = 89.5%
Our novel overlapping Detect and located malignant or benign Densenet CNN Accuracy:

method

cancer tissue

HUP dataset = 94.6%

CNILJ dataset = 91.8%

3. Material and methods
3.1. Dataset

In this project, two datasets are used from different sources [31].

+ The first dataset is from The Hospital of The University of Penn-
sylvania (HUP). In this dataset, each image has zones with cancer
and zones of normal tissue. The number of images is 235 for
this source. Patients in the HUP cohort ranged in age from 20
to 79 years and had invasive breast cancer.

The second dataset used is the invasive breast cancer patients
from the Cancer Institute of New Jersey (CINJ). The dataset was
composed of two distinct classes, positive and negative tissue
respectively. The number of cohorts is 40 for this dataset, and
each cohort was labeled manually by specialized pathologists.

An extensive repository of histopathological images frequently used
in the literature can be found in the Dryad [50], linked to the following
page: https://datadryad.org/stash/dataset/doi:10.5061/dryad.1g2nt41

Each image in the dataset HUP and CINJ has a size of 3002 x 2384.
These images (HUP and CINJ) were digitized using Aperio scanners.
Aperio Digital Pathology Slide Scanners are very commonly used in
histopathological imaging [51]. There are others in the literature, such

as the Case Western Reserve University (CWRU) images, where the
images are digitized with Ventana scanners. In our case, in the two
datasets used (HUP and CINJ), the images used are manually annotated
by pathologists and the cancerous regions delineated at 2x magnifica-
tion using again highly professional software, such as Aperio’s Image
scope v11.2 (see Fig. 1).

3.2. Data augmentation

In this work, several techniques are used for active data enrichment.
These techniques aim to make small changes to the images in order to
augment the class that has fewer patches. The augmentation techniques
are as follows:

» Rotation: allows applying random rotation to images. In this
function the range rotation is fixed, being in our case 20 degrees
as the maximum rotation.

» Horizontal flip: allows to turn the images over the x-axis.

» Vertical flip: allows to turn the images over the y-axis.

» Zoom range: is used to generate images with several zoom levels.

3.2.1. CNN
In the literature, the main CNNs used to detect cancer are VGG16,
ResNet, ConvNet, Inception V3, and Densenet among others. In this
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Fig. 1. Data augmentation techniques applied to a patch to visualize the change it
produces in the input. The original patch is which appears in Fig. 4.

paper we have performed experiments with Densenet-121, Inception-
V3, and VGG16 networks, although the best results were obtained with
Densenet CNN, detailing the structure of this one below.

-Densenet

DenseNet (Dense Convolutional Network) is a CNN that uses dense
connections between the different layers, via Dense Blocks, that di-
rectly connect the layers (with matching feature map sizes) [52]. An
important feature is that the layer receives additional inputs from all
previous layers and transmits its own feature maps to all subsequent
layers. This has the effect of making the model denser and less prone
to overfitting [53].

The cross-entropy is the loss function used in the CNNs of this
project, whose aim is to minimize the distance between the predicted
label and the truth label. The loss function is necessary to estimate the
loss of the model to set the weights and to update it to improve the
estimate [54].

Traditional metrics such as accuracy, precision, recall, specificity,
specificity, and F1 score are used. In addition to these metrics, the main
evaluation of the proposed methods is done by assessing the number
of misclassified patches that will be able to be corrected by using the
overlapping process together with the proposed filters in each case.

4. Process description

The process that has been carried out can be summarized in Fig. 2.
This work can be divided into two stages mainly:

Stage (1): the first stage is to create a dataset of patches with two
classes ‘normal’ and ‘tumor’ (breast cancer). In addition, a CNN is
trained to detect cancer in these patches. In the training phase different
CNN parameters, are alternated to investigate their influence on the
results and to select those that provide the best predictive results.

Stage (2): the second stage is based on the location of the cancer
zone in the whole image. In this phase, the CNN trained in stage 1 is
used as a basis and implements different methods of overlap patches to
improve the predictions of the CNN. In this stage different filters are
applied on the label patches overlap, to assign the correct label. The
process is based on reinforcing the prediction of a patch by using the
surrounding overlapping patches.

As stated above, the first step consists of making the patches dataset,
a process that can be described in the Fig. 3.
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We start from a database with images that are examined by experts
in this type of disease, who with their knowledge are able to isolate the
tissue affected by cancer. These expert examinations of the images are
recorded in mask images, where different colors select the normal and
tumor zone. Once we have both the original images and their mask,
positioning the mask over the images allows us to locate the areas with
or without cancer.

This paper has used patches of 100 x 100 of the whole image,
labeling the path concerning the mask. The mask shows where the areas
containing cancer are, areas with white color, and the areas where the
tissue is normal, with black color. To label a patch we detect in the
mask area whether it has white or not, meaning that the patch belongs
to the class normal or tumor. Once we have a dataset with different
categories of patches, we endeavour to train a CNN to provide us with
the ability to detect new patches with breast cancer and label them
for new images. In the training phase, there is no overlap between
patches, but individual patches are performed in a continuous process.
A total of 47 292 patches were obtained from all the images, of which
32351 were normal tissue and 14941 were cancer tissue. To avoid
this imbalance in the training, the same number of normal and cancer
class patches were chosen, collecting a total of 29 882 patches in the
dataset.Thus, all cancerous patches were taken and the same number
of normal patches were randomly selected from the normal patches.

It is important to highlight that in our research we only consider
a tumor patch if the percentage of cancer in this region is higher
than 15% of the total area. We do this because if one patch has for
example a 3% of this patch could confuse the training of the CNN.
In this way, we facilitate the learning process of the network without
neglecting these patches with small proportions of cancer because our
developed overlapping process is subsequently applied to them. By
doing so, we manage to detect that patch as cancer if it is part of a
larger adjacent cancerous area, i.e. if this cancerous zone is part of an
adjacent cancerous area of the surrounding patches that share at least
1/4 of tissue with the patch in question . In addition, it is necessary
to remove the patches belonging to the background, a process that is
described in 4.1.

In stage 1 the CNN learns the characteristics of the different cat-
egories in order to predict the label for the future patch. The aim of
this learning is to locate the place with cancer in the patient images.
Once the CNN weights have been defined, the patches of each complete
image are tested in stage 2 to locate the cancer zone. To improve the
performance of this phase, a novel method for overlapping patches with
different alternatives is proposed. This process is explained in 4.2 and
4.3. In addition, a filter is applied to correct isolated patches, and the
decision threshold of the CNN is changed to achieve better results in
cancer localization (Sections 4.4 and 4.5).

It should be emphasized that the most novel part of the work
is in Stage 2 where we improve the performance of labeling and
localization of patches by the proposed novel method. However, Stage
1 completes the previous work of patch dataset generation and CNN
characterization through the training and validation stages.

4.1. Pre-processing

In deep learning, it is important to reduce both time and computa-
tional overhead and to complete the application as quickly as possible.
Since WSI images of cancer diseases have a large resolution, it is
relevant to focus the analysis on areas that contain tissue and exclude
the background which is usually the white zone around this. To achieve
this, we use a method that calculates the channel of RGB representation
color, checking the individual three channels in this representation.

A threshold is set to check if the average of each RGB channel of the
patch is greater than 230, a value selected considering the RGB color
palette. The value of 230 is the best result of the multiple experiments
because the background of this type of image is grayish and 230 is
a grayish tone in the RGB palette.. In this way, if the three-channel
individuals are higher than this value, the color breaks away from the
main stream that we want to detect (tissue), this detection color being
white or close (background color). See this in Fig. 4.
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Fig. 2. Diagram detailing the description of the process. The first stage is to create the patch dataset and train and validate the CNN. The second stage is to test new images and

predict which patches and areas have cancer disease.
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Fig. 3. Process of patches creation and label concerning the mask. The mask remark two different zones in the tissue, the normal tissue (zone black) and the tumor tissue (zone

white).

4.2. A novel proposed method for overlapping patches

The testing phase is a fundamental part of the process, as it is
where the unlabeled images are verified to check whether they con-
tain cancerous areas or not. For this reason, in this phase, a novel
methodology based on confirming the label assigned to each patch
using the surrounding overlapping patch labels is proposed (Fig. 5).
The mechanism is based on avoiding that the label of a zone being
defined only by a single patch containing that zone, but each tissue
zone is defined in several patches that overlap here. In this way, several

labels of the different patches are present in one area. To corroborate
this methodology, a comparison is made between testing these images
without overlapping patches or applying an overlap to strengthen the
label provided by the network.

In this process for each patch 100 x 100, the surrounding patches
are selected that at least share 1/4 of the original patch. In this way, the
area to be analyzed contained in the central patch, shares information
with 8 patches, see in Fig. 5. If the CNN assigns a label to the zone in
question (central patch) this is not considered a good prediction until
the process checks the labels of the surrounding patches, and makes a
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Fig. 4. Tissue region detection by applying the mean of each RGB channel as a
threshold. For each patch, the mean of its channels is calculated and decisions are
made based on whether the mean of each is greater than 230 or not.

Fig. 5. Overlapping process. For each patch that is in test disposition, not only this
patch is evaluated but also the surrounding eight patches that share cells with the
parent patch are also evaluated.

decision. In this form, we will try to improve label prediction errors by
CNN. In this section, we propose several label assignment alternatives
that use this method 4.3.

4.3. Alternatives proffered for label assignment

It is important to explain the process whereby the label is assigned
in the test phase. One way to label each zone is by the CNN output
of the associated patch [31,33,35,37]. Another alternative is to label
each zone not only with the predicted label of the patch itself but also
with the labels of neighboring patches that overlap in this zone. For this
phase, several alternatives are analyzed in this paper. The alternatives
depend on the filters that are applied on the overlapping patches and
are as follows:

(a) Filters average-pooling 3 x 3 with stride 2: when this filter is
applied, the average labels of the patch in question and the
surrounding patches are formed. As the labels are 0 to normal
patches and 1 to tumor patches, if the average is equal or higher
than 5/9 the patch in question is considered as a patch with
tumor tissue, in the contrary case the patch is labeled as normal
tissue. For this reason, if 5 of the 9 patches analyzed have a
“tumor label”, the label on the center patch will be “tumor
label”. In this alternative, all surrounding patches are considered
with the same importance.

(b) Convolutional layer with filter 3 x 3 and stride 2: the convolu-
tions are performed between the predicted labels and the filters.
The filters have different weights that you can set depending on
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Fig. 6. 3 x 3 filter weights of the convolutional layers.

the results that you want to get. In this case, the weights of the
filters change depending on the positions, i.e., they are set the
higher weight to labels of those patches that share more area
with the central patch, this can be appreciated in Fig. 6. The
filter weights are as follows:

1/16 2/16 1/16
2/16 4/16 2/16 )]
1/16 2/16 1/16

In this case, the criterion is the same as above but the influence
of the filter weight is taken into account. If the mean is greater
than 8/16, the patch in question is considered a patch with
tumor tissue. Thus, when applying the filter weights, the impor-
tance of the central patch is greater than that of the surrounding
patches.

(c) Filters average-pooling 2 x 2 with stride 1 plus filters average-
pooling 2 x 2 with stride 2: In this case, we evaluate each corner
of the central patch separately. First, average-pooling 2 x 2 is
applied between the predicted labels of the central patch and the
three surrounding patches that are located in each corner. Then,
another average-pooling 2 x 2 is applied but with stride 2, being
this the filter that calculates the mean of the four corners of a
question patch. In this way, the final decision on the label of a
patch is made on the basis of the labels of the four corners that
were previously evaluated independently. In the first filter, if the
mean is greater than 0.5, i.e., more than 2 of the 4 analyzed
patches are labeled as a tumor, then the final patch is labeled
as a tumor. In the second filter, the threshold is set equal to or
higher than 2/4, considering the final patch as a tumor if at least
2 corners have a tumor. Fig. 7 summarizes the complete process
where two average-pooling filters are used.

(d) Convolutional layer with filter 2 x 2 and stride 1 plus filters
average-pooling 2 x 2 with stride 2: In this case, we evaluate
each corner of the central patch individually. First, convolutions
are applied between the predicted labels of the central patch and
the three surrounding patches at each corner. In this application,
the filter weights are as follows in each corner:

1792/ + 2/9_1/9

2/9 479 | 479 279

2/9 14/9 | 4/9 1 2/9

179 "2/9 ]L 2/9 179

Each corner is assigned different weights because the label of
each surrounding patch is considered to have different impor-
tance depending on its position in the corner. The threshold for
determining whether a corner has a tumor is set to 5/9, i.e. if
the convolution output between the filter and the 4 labels is 5/9
or more, it is labeled as a tumour. Next, once each corner is
labeled, we apply the average-pooling filter to decide the final
patch label. In this last step, the threshold is set to more than
1/4, as we consider the final patch as a tumor if at least 2 corners
have a tumor.
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Fig. 7. Process of convolutional layer with filter 2 x 2 and stride 1 plus filters average-pooling 2 x 2 with stride 2.

For this, different alternatives can be studied in this step:

» Non-overlapping method: Normal testing method without the
proposed overlap alternative.
+ Proposed method:

— Alternative 1: Testing with overlapping patches, using the
filter average-pooling 3 x 3 with stride 2 (alternative (a)).

— Alternative 2: Testing with overlapping patches, using Con-
volutional layer with filter 3 x 3 and stride 2 (alternative
(b)).

— Alternative 3: Testing with overlapping patches, using the
filter average-pooling 2 x 2 with stride 1 followed by a filter
average-pooling 2 x 2 with stride 2 (alternative (c)).

— Alternative 4: Testing with overlapping patches, using Con-
volutional layer with filter 2 x 2 and stride 1 plus filters
average-pooling 2 x 2 with stride 2 (alternative (d)) (see
Table 2).

4.4. Filter to isolation patches

In some cases the prediction of a patch in an area is wrong and
this patch is completely surrounded by patches belonging to other
classes. On these occasions, it is essential to locate this error and
correct the misclassified patch. For this purpose, we use a filter that
changes the label of a patch that is surrounded by patches of the other
classes, considering that the patch has a classification error. With this
technique, we manage to avoid isolated patches in opposite areas where
they should be found. This filter indicated above, checks for each patch
in question all patches on its sides and changes the label only if all
patches are labeled with the opposite label.

4.5. Alteration of CNN threshold

To assign a value to a binary category, a classification threshold
(also called a decision threshold) must be established. A value above
this threshold means “class 1”, and a value below means “class 2”. It
is tempting to assume that the classification threshold must always be
0.5, but the thresholds depend on the problem and are therefore values
that must be adjusted. In our application, we start from a threshold of
0.5, but it is interesting to study how raising this value influence in
the final performance. Having into account that the normal zone in the
images is larger than the tumor zone in most cases, a high threshold is
more interesting to make sure that a patch with a tumor is most likely
a tumor. In this research, we study 0.5, 0.6 and 0.7 (50%, 60% and
70%) as values of decision threshold.

Table 2
Different alternatives in label assignment.

Method Filter

Non-overlapping method -

Alternative 1 (a)
Proposed Alternative 2 (b)
P Alternative 3 (©
Alternative 4 (d)

5. Results

Note that cross-validation (K-fold) is used in the results, which
allows us to make predictions on all our data. The HUP dataset is used
for the training, validation, and testing phases. The CINIJ dataset is
used for the testing phase only. The HUP dataset is divided into k equal
subsets of which k-2 sets are used for training the classifier, and the
other 2 are used for the evaluation and testing process (k = 5). Cross-
validation is performed for the images and not for the patches since we
want to detect for each individual image the location of cancer. For this
purpose, it is necessary that the patches of an image that are used in the
training phase are not repeated in the validation and training phase, as
this would lead to inconsistent results. Therefore, the 5 data splits have
the same number of images but not exactly the same number of patches,
depending on the size of the images in each split. In the training phase,
the CNN is supposed to learn the features of both classes, but in this
phase, it is not necessary to use all the patches of each selected image.
The methodology used was to avoid class imbalance in the training by
choosing the same number of normal class and cancer class patches.
In this way, and considering that we had more normal patches, all
cancer patches were taken and the same number of normal patches
were randomly selected. In the evaluation and testing phases, all the
patches of each image belonging to these groups are selected, since
it is necessary to evaluate the whole area of the images to locate the
areas affected by cancer. The process of selecting the sets is repeated
k times, where in each iteration a different set for classifier testing, for
evaluation, and the remaining k-2 sets for training. The pre-processing
comment in the previous section is applied to the patches obtained.

5.1. Results of patch overlapping
In this phase, the goal is to identify and localize the tumor tissue

in Whole images. The parameters examined for the training phase are
CNN (Densenet-121, InceptionV3, and VGG16), the optimizers (Adam
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Classification results for the different methods discussed above (method non-overlapping method and proposed method with overlapping ‘alternatives 1-2-3-4’). It shows the
misclassified patches (Misl_patc) for both classes, the corrected patches (Corr_patc) with respect to the standard method, and the percentage of correction obtained between the

different alternatives and the traditional method.

HUP dataset

Methods: Normal tissue Tumor tissue Correction %
Misclassified Patches Corrected patches Misclassified Patches Corrected patches
Non-overlapping 5040 - 2182 -
Alt 1 4159 881 2132 50 129
Pro Alt 2 4251 789 2153 29 11.3
P Alt 3 4058 982 2268 -86 12.4
Alt 4 4288 752 2271 -89 9.2

CINIJ dataset

Methods: Normal tissue Tumor tissue Correction %
Misclassified Patches Corrected patches Misclassified Patches Corrected patches
Non-overlapping 1199 - 739 -
Alt 1 940 259 691 48 15.8
Prop Alt 2 963 236 710 29 13.7
Alt 3 917 282 721 18 15.5
Alt 4 975 224 763 -24 10.3
or SGD), and the number of layers that are trained in the CNN (3 end . IMAGE . MASK
layers, 30% of layers, and 70% of layers). ' :
At this point, the traditional testing methods are compared with an 500 A ' 500
innovative idea of patch overlapping to improve the prediction labels 1000 v ‘g 1000
of each path, using the surrounding patches. As discussed earlier in this Wb
report, the combination of parameters that has been best studied is the 1500 . 1500
Densenet-121 architecture with ADAM optimizers and 70% of the total i -
CNN layers trained. :
To check the influence of the different alternatives stated above, for 200 3 T,J S| B0
the two different datasets, the number of corrected patches is shown 0L 5007 11000: 150012000 52500; 3000 0 500 1000 1500 2000 2500 3000
compared to the non-overlapping method. The percentage of patches 3 b)
correction of each method is represented in Table 3. The first method MASK OF PATCHES

refers to the use of the pre-trained CNN to predict the labeling of the
different patches in the image, without applying overlaps and filters.
The results of this first method are used as a reference to see if the
proposed methods improve the traditional prediction result. As can
be seen, the table shows the number of corrected patches for each
alternative over the proposed method with no overlapping. It can be
seen the proposed method, from alternative 1 to alternative 4, improves
the number of correct patches. The percentage of correctness, it ranges
from 9.2% to 15.8% in the different datasets and proposed alternatives.
As can be appreciated in Table 3 the best result is given by alternative
1 of the proposed method.

Fig. 8 shows the summary of cancer prediction in a complete image,
from patch selection to determination of the color of the prediction
map indicating the area with cancer. As can be seen, the colors range
from yellow to red, representing the different cancer probabilities
determined by the CNN. Yellow color refers to those patches with a
probability greater than 50% and red color refers to those patches with
a probability of 100%.

Fig. 11 shows the results of the confusion matrices (CMs) for the
different methods introduced in the patch overlapping process. These
CMs highlight what has already been mentioned in the tables above,
namely that applying the overlap with different filters improves the
performance for the classification of the patches in the two classes
defined.

Moreover, a comparison between the non-overlapping method and
alternative 1 in the proposed method is presented in Fig. 9. This
figure shows the prediction map, which indicates well-labeled or poorly
labeled patches, and its confusion matrix, where TP, TN, FP, and FN,
are located in the image 12935_idx5 of the HUP dataset. Finally, the
confusion matrices of the method without overlapping and alternative
1 (test with overlapping patches, using the 3 x 3 average-pooling
filter with stride 2) are shown by this image, showing how the results
improve as expected after the results discussed above. Alternative 1 is

PREDICTION OF PATCHES CANCER (>50%)
0

1000

1500

2000

2500

0 500 1000 1500 2000 2500 X100

c) d)

Fig. 8. (a) Image section predicting cancer. (b) Mask associated with the normal
and cancer zones. (c) Mask associated with the patches containing tumor cells. (d)
Prediction of the zone with tumor by the CNN represented in color according to the
percentage of prediction (image 12894 _idx5 of the HUP dataset).

the one shown because, as mentioned above, it provides better results
for both classes.

As can be seen in Fig. 9, some mislabeled patches are surrounded
by patches of another class. To avoid this, another filter can be applied
that changes the label of a patch that is located in an area where all
surrounding patches belong to a different class. In this way, we take
into account the estimation error for the isolated patches. Therefore,
for each patch, the applied filter checks the surrounding patches and
changes the label only if all surrounding patches belong to a different
class. The effect can be appreciated in Fig. 10 where the isolated patch
marked with a black circle is corrected with this alternative. This filter
improves the correction of all mislabeled patches around the additional
2%.

Another situation we have observed is the disproportion between
the size of the cancerous area and the normal area in the images. Usu-
ally, the cancerous area of the tumor is smaller than the normal tissue,
which leads to an imbalance in the data and thus the performance
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Fig. 9. (a) Confusion matrix for the method without overlapping. (b) Prediction maps
of the image in the function of TP(yellow), FN(red), TN(blue), and FP(light blue)
for the method without overlapping. (¢) Confusion matrix for the proposed method
with alternative 1. (d) Prediction maps of the image in the function of TP(yellow),
FN(red), TN(blue) and FP(light blue) for the proposed method with alternative 1.
(image 12935_idx5 of the HUP dataset).
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Fig. 10. Correction of isolated patches using a filter that detects when a patch is
surrounded by patches of another class.
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Table 4
Different alternatives of threshold in method 2.
Filter Filter (isolated) Threshold

Non-overlapping method - No 50%
Alternative 1 (a) No 50%
Alternative 1.1 @ Si 50%
Alternative 1.2 (a) No 60%
Alternative 1.3 (a) Si 60%
Alternative 1.4 @ No 70%
Alternative 1.5 @ Si 70%

scores. This imbalance between the two tissue classes in the images
may result in a small percentage of mislabeled normal areas but a large
impact on the tumor area. To address this, a proposed alternative is
to increase the CNN decision threshold to have more confidence in
patches labeled as tumors, in exchange for detecting fewer patches.
This proposed alternative in conjunction with filters in the overlapping
process, allows us to explore new options in the process of detecting
cancerous areas in new images. In our application, it is more important
to ensure that the patches labeled as tumors are real, in exchange for
detecting fewer patches. Therefore, we study the influence of raising
the threshold concerning the error in labeling a patch as cancer. This
alteration equalizes the number of FN and FP approximately.

In this context, we have investigated increasing the decision thresh-
old from 50% to 60% and 70%, and using the proposed methods and
filter to correct for isolated patches. These combinations are compared
with previous analyzes using a decision threshold of 50%, their influ-
ence on the final performance is investigated. To study the influence
of all the above parameters, the proposed method of overlapping with
alternative 1 is used, since it gives the best result in the previous
analysis. Table 4 summarizes the possible combination that is studied
and compared.

The result is presented based on the corrected patches versus the
non-overlapping method. These results are represented in the Table 5,
which also shows the effect of increasing the threshold on the change
in the number of patches in both classes. As explained above, a high
threshold results in a lower number of normal patches that are falsely
detected as tumors, while the number of tumor patches that are de-
tected as tumors increases. This effect is seen in the table, increasing
the erroneous normal patches and decreasing the erroneous tumor
patches. For this, can be appreciated some negative values in corrected
patches regarding method without overlapping with threshold 50%,
being due to changing the number of patches in both classes for a
higher threshold.

The final results show that increasing the threshold leads to better
results in the evaluation of WSI images. The number of false positives
(FPs-misclassified normal patches) decreases, indicating more accuracy
in detecting tumor patches, in exchange for sacrificing recall. In other
words, we improve performance because, by having more normal
patches, we increase the decision threshold for erring on fewer patches
of this class in exchange for slightly worse detection of tumor patches.
The final results show that using this metric together with the proposed
alternative 1 and the filter for isolated patches we were able to correct
20% of the patches that were mislabeled in the alternative without
overlapping, increasing the final accuracy of the environment to 2%.

6. Conclusion

In this paper, a new approach for cancer zone detection in whole
images is presented. For this purpose, the whole slide image (WSI) and
the tumor mask associated with each of these images are used.

The study begins by creating a patch dataset with two classes
‘tumor’ and ‘normal’ by using the mask to differentiate the different
zones in the images. The patch dataset is then used in the training
phase, to obtain the decision of CNN about the different label patches.
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Fig. 11. Confusion matrixes about the different methods treaties during this research for HUP dataset.
Table 5

Classification results using different thresholds in the alternative 1 of the method proposed. It shows the mislabeled patches for both classes (Misl_patc), the corrected patches
(Corr_patc), the total corrected patches (T_Corr_patc), and the percentage of correction obtained (Correction %) between the variation of alternative 1 of the method proposed and

the traditional method).

HUP dataset

Methods: Normal patches (92101) Tumor patches (16212) TOTAL
Misl_patc Corr_patc Misl_patc Corr_patc T_Corr_patc Correction % Accuracy
Non-overlapping method 5040 - 2182 - - - 93.3
Alt 1 4159 881 2132 50 931 12.9 94.2
Proposed overlapping method Alt 1.1 4063 977 2139 43 1200 16.6 94.3
P pping Alt 1.2 3404 1636 2598 —416 1220 16.9 94.4
Alt 1.3 3327 1713 2611 —429 1284 17.8 94.5
Alt 1.4 2443 2597 3432 —-1250 1347 18.6 94.6
Alt 1.5 2385 2655 3444 -1262 1393 19.3 94.6
CINIJ dataset
Methods: Normal patches (13 894) Tumor patches (4684) TOTAL
Misl_patc Corr_patc Misl_patc Corr_patc T_Corr_patc Correction % Accuracy
Non-overlapping method 1199 - 739 - - - 89.6
Alt 1 940 259 691 48 307 15.8 91.2
Proposed overlapping method Alt 1.1 918 281 688 51 332 17.1 91.4
P pping Alt 1.2 718 481 818 -79 402 20.7 91.7
Alt 1.3 700 499 817 -78 421 21.7 91.8
Alt 1.4 468 731 1095 -356 375 19.3 91.5
Alt 1.5 466 733 1090 -351 382 19.7 91.6

Then, to improve the prediction of cancer zones, a novel patch
overlap approach is proposed. In this method, several alternatives are
proposed using different filters to determine the final label of a studied
area. Four alternatives are compared again to the method without
overlapping to label a zone, improving the result in each case. A filter
is also applied to correct the isolated mislabeled patches, achieving a
correction of about 2% of the total mislabeled patches. In addition,
it is found that varying the CNN decision threshold can be beneficial
in reducing false labels in tumor prediction. In this way, due to class

10

imbalance in the images, the precision and recall markers are equal-
ized. These CNN decision thresholds are investigated in alternative 1
which provides the best results. Comparing the correction results of the
patches concerning the non-overlapping method, we reach about 20%
correction concerning the method without overlapping.

It can be concluded that the new method proposed in this study,
based on overlapping of the patches, with the appropriate filters and
adjusting the decision threshold to determine the cancer area, sig-
nificantly improves the prediction results of the conventional non-
overlapping method.
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