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1 Introduction

1.1 Background

Let Ω ⊂ ℝn be a boundeddomain. The aimof this paper is twofold. First, we discuss existence anduniqueness
of continuous solutions of the Dirichlet problem in Ω associated to certain nonlinear mean value properties
in balls of variable radius B(x, ρ(x)) ⊂ Ω. Then we study the convergence of such functions to the solution of
the p-harmonic Dirichlet problem in Ω.

A primary motivation of our work is the mean value property for harmonic functions, saying that a con-
tinuous function u in a domain Ω ⊂ ℝn is harmonic if and only if

u(x) = −∫
B(x,ρ) u(y) dy (1.1)

for each x ∈ Ω and each ρ > 0 such that 0 < ρ < dist(x, ∂Ω). The mean value property plays a relevant role
in geometric function theory and is indeed the fundamental tool of the interplay between classical potential
theory, probability and Brownian motion.

A theorem due to Volterra (for regular domains) and Kellogg (in the general case) says that if Ω ⊂ ℝn is
bounded, u ∈ C(Ω) and for each x ∈ Ω there is a radius ρ = ρ(x)with 0 < ρ ⩽ dist(x, ∂Ω) such that (1.1) holds,
then u is harmonic in Ω (see [13, 23]). Therefore, under appropriate hypotheses, the mean value property for
a single radius (depending on the point) implies harmonicity.
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In the recent decades, substantial efforts have been devoted to determine the stochastic structure of cer-
tain nonlinear PDEs, a crucial step being the identification of the corresponding (nonlinear)mean value prop-
erties. In this paper, we will focus on the p-laplacian, which for 1 < p < ∞ is the divergence-form differential
operator given by

∆pu := div(|∇u|p−2∇u).
Weak solutions u ∈ W1,p

loc (Ω) of ∆pu = 0 are said to be p-harmonic functions. Observe that the theory is non-
linear unless p = 2, in which case we recover harmonic functions. We refer to [16] for background and basic
properties of p-harmonic functions.

Unfortunately, the nature of the connections between p-harmonic functions and mean value properties
is more delicate when p ̸= 2. We start with some basic facts in the smooth case. If u ∈ C2 and ∇u ̸= 0, then
a direct computation gives

∆pu = |∇u|p−2(∆u + (p − 2) ∆∞u|∇u|2 ), (1.2)

where

∆∞u = n
∑
i,j=1 uxiuxjuxi ,xj (1.3)

is the so called ∞-laplacian in ℝn. Then (1.2) shows that, in the smooth case and away from the critical
points, the p-laplacian can be understood as a linear combination of the usual laplacian and the normalized
∞-laplacian.

By using the viscosity characterization of p-harmonic functions [12], Manfredi, Parviainen and Rossi
characterized p-harmonicity in terms of nonlinearmean value properties in [19]. Namely, a function u ∈ C(Ω)
is p-harmonic in Ω ⊂ ℝn if and only if u satisfies the asymptotic p-mean value property

u(x) = p − 2
n + p (

1
2 sup
B(x,ε) u + 12 inf

B(x,ε) u) + n + 2n + p
−∫

B(x,ε) u(y) dy + o(ε2) (1.4)

in a viscosity sense for each x ∈ Ω. If n = 2, then this characterization holds also in the classical sense [2, 17],
while for n ⩾ 3 the question of whether p-harmonic functions satisfy (1.4) in the classical sense is still open.
Note that if p = 2, then (1.4) is actually equivalent to u being harmonic.

From a probabilistic point of view, the influential work of Peres, Schramm, Sheffield and Wilson [21]
established a game-theoretic interpretation of the∞-laplacian, and the functional equation

uε(x) =
1
2 sup
B(x,ε) uε + 12 inf

B(x,ε) uε
appears as a dynamic programming principle of a two-player zero-sum tug-of-war game. A similar interpreta-
tion for the p-laplacian, p ∈ [2,∞], was considered in [22]. Manfredi, Parviainen and Rossi gave a systematic
twist to the theory, fromboth an analytic andprobabilistic point of view [19, 20]. In particular, in [20] the term
p-harmonious was introduced to denote (not necessarily continuous) solutions of the functional equation

uε(x) =
p − 2
n + p (

1
2 sup
B(x,ε) uε + 12 inf

B(x,ε) uε) + n + 2n + p
−∫

B(x,ε) uε(y) dy (1.5)

for each x ∈ Ω. Note, however, that (1.5) raises some technical problems, coming from the fact that the balls
B(x, ε) eventually escape the domain. Manfredi, Parviainen and Rossi [20] extended a given f ∈ C(∂Ω) to the
strip {x ∈ ℝn \ Ω : dist(x, ∂Ω) ⩽ ε} and proved that, if Ω ⊂ ℝn is bounded and satisfies a so called boundary
regularity condition, then there is a unique p-harmonious function uε having f as boundary values (in the
extended sense). Furthermore, uε → u uniformly in Ω as ε → 0, where u is the unique p-harmonic function
solving the Dirichlet problem in Ω with boundary data f . It should be remarked that domains satisfying a uni-
form exterior cone condition (see Definition 1.4 below) verify the boundary regularity condition, in the sense
of [20]; see also [1, 8, 18] for further approaches.
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1.2 Main results

In this paper, we deal with a modified version of (1.5) in which the balls B(x, ε) are replaced by balls of
variable radius B(x, ρ(x)),where 0 < ρ(x) < dist(x, ∂Ω).Wewant to emphasize that the variable radius setting
is natural for at least two reasons: it is closely related to the classical theory (remember the Volterra–Kellogg
theorem) and it is intrinsic, in the sense that no extension of the domain is needed (this explains the term
intrinsic in the title).

Theorem 1.5 below is an existence and uniqueness result for the Dirichlet problem associated to intrinsic
mean value properties. It extends the existence result in [20] to the variable radius setting, substantially
relaxes the geometrical restrictions of [3] and, as an additional feature, the solution is constructively obtained
via iteration of the averaging operators Tρ,p (see (1.6)).

Theorem 1.7 is an approximation result showing that, when properly normalized, solutions of intrin-
sic mean value properties with fixed continuous boundary data converge to the solution of the p-harmonic
Dirichlet problem with the same boundary data. The combination of Theorem 1.5 and Theorem 1.7 provides
therefore an intrinsic and constructivemethodof obtaining solutions of p-harmonicDirichlet problemswhich
might be of interest from a computational point of view.

The fundamental tool to prove Theorem1.5 andTheorem1.7 is the construction of explicit barrierswhich
neither depend on p nor on the admissible radius function ρ and work simultaneously for the operators Tρ,p
and the p-laplacian (Theorem1.9).Webelieve that this constructionhas an independent interestwhichmight
be useful in other situations.

Even though the motivation for studying such problems is partly probabilistic (namely the search of
“natural” stochastic processes associated to the p-laplacian), our arguments and techniques are entirely
analytic.

Before stating the main results, let us introduce some necessary definitions.

Definition 1.1. Let Ω ⊂ ℝn be a bounded domain. We say that a function ρ : Ω → (0,∞) is an admissible
radius function in Ω if the following conditions hold:
(i) 0 < ρ(x) < dist(x, ∂Ω) for every x ∈ Ω.
(ii) ρ(x) = 0 if and only if x ∈ ∂Ω.
Hereafter, we will write Bρ(x) := B(x, ρ(x)).

It is important to remark at this point that the main existence and convergence results (Theorems 1.5 and 1.7
below) of this paper require the admissible radius function to be continuous in Ω. However, this assumption,
in spite of its essential role in the proof of the local equicontinuity [3, 4], is not directly involved in the proofs
presented in this paper, which are focused on the behavior of the iterates near the boundary (see Section 3).

Definition 1.2. Let Ω ⊂ ℝn be a bounded domain and let ρ be an admissible radius function in Ω. Let Sρ
andMρ be the operators in L∞(Ω) defined by

Sρu(x) :=
{{
{{
{

1
2 sup
Bρ(x) u + 12 inf

Bρ(x) u if x ∈ Ω,

u(x) if x ∈ ∂Ω,

and

Mρu(x) :=
{{{
{{{
{

−∫
Bρ(x) u(y) dy if x ∈ Ω,

u(x) if x ∈ ∂Ω,

for every u ∈ L∞(Ω). In addition, for a fixed p ∈ [2,∞), we define the operator Tρ,p in L∞(Ω) as the following
linear combination of Sρ andMρ:

Tρ,p :=
p − 2
n + p

Sρ +
n + 2
n + p

Mρ . (1.6)

Note that Tρ,2 =Mρ and that, formally, Tρ,∞ = Sρ. As the following proposition says, Tρ,p preserves the
class C(Ω), provided the admissible radius function ρ is continuous.
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Proposition 1.3 ([4, Proposition 4.1]). If ρ ∈ C(Ω), then Tρ,p : C(Ω) → C(Ω) for each p ∈ [1,∞].

From now on, we will take C(Ω) as the natural function space where the operators Tρ,p are defined. In addi-
tion, Tρ,p satisfies the following properties:
(i) Affine invariance: if a, b ∈ ℝ and u ∈ C(Ω), then Tρ,p(au + b) = aTρ,pu + b.
(ii) Monotonicity: if u, v ∈ C(Ω) such that u ⩽ v, then Tρ,pu ⩽ Tρ,pv.
(iii) Non-expansiveness: if u, v ∈ C(Ω), then

‖Tρ,pu − Tρ,pv‖∞ ⩽ ‖u − v‖∞.
(iv) infBρ(x) u ⩽ Tρ,pu(x) ⩽ supBρ(x) u for every x ∈ Ω.
It is easy to check that the k-th iteration of Tρ,p, denoted by Tkρ,p, also satisfies the above four properties. We
point out that, in the constant radius case ρ(x) ≡ ε, an operator satisfying the conditions (i), (ii) and (iv) above
has been called an average in [8].

Let f ∈ C(∂Ω). In this paper, we are interested in existence and uniqueness of solutions of the Dirichlet
problem

{
Tρ,pu = u in Ω,

u = f on ∂Ω.
(1.7)

We will also discuss assumptions under which normalized solutions of (1.7) converge to the corresponding
solution of the Dirichlet problem for the p-laplacian.

Notice that (1.7) is equivalent to the problem of finding a fixed point of Tρ,p among all continuous func-
tions with prescribed continuous boundary data f . Given f ∈ C(∂Ω), we define Kf as the set of all norm-
preserving continuous extensions of f to Ω:

Kf := {u ∈ C(Ω) : u|∂Ω= f and ‖u‖∞,Ω = ‖f‖∞,∂Ω}. (1.8)

By Proposition 1.3 and the non-expansiveness of the operator, it follows that Tρ,p(Kf ) ⊂ Kf . Furthermore,
if u satisfies (1.7), then ‖u‖∞,Ω = ‖f‖∞,∂Ω by the comparison principle (Theorem 3.4). Therefore, the Dirichlet
problem (1.7) has a solution in C(Ω) if and only if Tρ,p has a fixed point inKf .

In order to state the main theorems of this work, we need to impose a certain geometrical condition on
the boundary of the domain.

Definition 1.4 (Uniform exterior cone condition). Let α ∈ (0, π2 ) and r > 0. We denote by Kα,r the truncated
circular cone

Kα,r = {x ∈ ℝn : x1 ⩽ −|x| cos α and |x| ⩽ r}.

We say that a domain Ω ⊂ ℝn satisfies the uniform exterior cone condition if there exist constants α ∈ (0, π2 )
and r > 0 such that for every ξ ∈ ∂Ω there is a rotation R ∈ SO(n) inℝn such that

ξ + R(Kα,r) ⊂ ℝn \ Ω.

Remark. Let Ω ⊂ ℝn be a bounded domain. Then Ω is Lipschitz if and only if both Ω and ℝn \ Ω satisfy the
uniform exterior cone condition (see [9]).

We now state the first main result of this paper (compare with [3], where the same result was proven under
the assumption that Ω is strictly convex and the admissible radius function is 1-Lipschitz); see [18, 20] for
previous versions in the constant radius case.

Theorem 1.5. Let Ω ⊂ ℝn be a domain satisfying the uniform exterior cone condition and let p ∈ [2,∞). Sup-
pose that ρ ∈ C(Ω) is a continuous admissible radius function in Ω satisfying

λ dist(x, ∂Ω)β ⩽ ρ(x) ⩽ Λ dist(x, ∂Ω)

for all x ∈ Ω, where
β ⩾ 1, 0 < Λ < 1 − (p − 2n + p )

1/β
, 0 < λ ⩽ Λ(diamΩ

2 )
1−β

. (1.9)
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Then, for any f ∈ C(∂Ω), there exists a unique solution uρ ∈ C(Ω) to the Dirichlet problem

{
Tρ,puρ = uρ in Ω,

uρ = f on ∂Ω,
(1.10)

where Tρ,p is the averaging operator defined in (1.6). Furthermore, for any norm-preserving continuous exten-
sion u ∈ C(Ω) of f , the sequence of iterates {Tkρ,pu}k converges uniformly to uρ in Ω.

By letting β = 1, we obtain the following corollary as an immediate consequence.

Corollary 1.6. Let Ω ⊂ ℝn be a domain satisfying the uniform exterior cone condition and let p ∈ [2,∞). Sup-
pose that ρ ∈ C(Ω) is a continuous admissible radius function in Ω satisfying

λ dist(x, ∂Ω) ⩽ ρ(x) ⩽ Λ dist(x, ∂Ω)

for all x ∈ Ω, where
0 < λ ⩽ Λ < n + 2

n + p
.

Then, for any f ∈ C(∂Ω), there exists a unique solution uρ ∈ C(Ω) to the Dirichlet problem (1.10). Further-
more, for any norm-preserving continuous extension u ∈ C(Ω) of f , the sequence of iterates {Tkρ,pu}k converges
uniformly to uρ in Ω.

The next theorem is our second main result of the paper. It says that, when considering a family of admissi-
ble radius functions going to zero in an appropriate way, the corresponding solutions given by Theorem 1.5
converge uniformly to the p-harmonic solution of the Dirichlet problem.

Theorem 1.7. Let Ω ⊂ ℝn be a domain satisfying the uniform exterior cone condition and let p ∈ [2,∞). Sup-
pose that {ρε}0<ε⩽1 is a collection of continuous admissible radius functions in Ω satisfying

λ dist(x, ∂Ω)β ⩽ ρε(x)
ε
⩽ Λ dist(x, ∂Ω)

for all x ∈ Ω and every 0 < ε ⩽ 1, where β, λ and Λ are as in (1.9). Given any continuous boundary data
f ∈ C(∂Ω), let uε be the solution of

{
Tρε ,puε = uε in Ω,

uε = f on ∂Ω.
Then uε → u0 uniformly in Ω, where u0 is the unique p-harmonic function in Ω solving

{
∆pu0 = 0 in Ω,
u0 = f on ∂Ω.

The fundamental tool for the proofs of Theorem 1.5 and Theorem 1.7 is provided by Theorem 1.9 below.

Definition 1.8. Let Ω ⊂ ℝn be a domain and let ξ ∈ ∂Ω.We say that a function wξ ∈ C(Ω) is a Tρ,p-barrier at ξ
if wξ > 0 in Ω \ {ξ}, wξ (ξ) = 0 and wξ ⩾ Tρ,pwξ in Ω. If a barrier exists, we say that ξ is a Tρ,p-regular point.
Moreover, a bounded domain Ω ⊂ ℝn is Tρ,p-regular if every point on ∂Ω is Tρ,p-regular.

Theorem 1.9. Let Ω ⊂ ℝn be a bounded domain satisfying the uniform exterior cone condition with constants
α ∈ (0, π2 ) and r > 0 as in Definition 1.4. Choose γ such that

0 < γ < 8(sin α)n−2
n(13π2 + 4π)

. (1.11)

Then, for each ξ ∈ ∂Ω, there exists a function wξ ∈ C(Ω) such that wξ (ξ) = 0, wξ > 0 in Ω \ {ξ},

wξ (x) ⩾ −∫
B(x,ϱ)wξ (y) dy, wξ (x) ⩾

1
2 sup
B(x,ϱ)wξ + 12 inf

B(x,ϱ)wξ (1.12)

for every ball B(x, ϱ) ⊂ Ω, and
L(|x − ξ|) ⩽ wξ (x) ⩽ γ−2|x − ξ|γ (1.13)

for every x ∈ Ω, whereL(t) := α2−nmin{t, r}γ. In addition, for each p ∈ [2,∞] and any admissible radius func-
tion ρ in Ω, wξ is, simultaneously, a Tρ,p-barrier and a barrier for the p-laplacian at ξ in Ω.
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1.3 Further remarks

It is worth recalling that the Dirichlet problem (1.7) for p = ∞was studied by Le Gruyer and Archer in [14] in
the context of metric spaces. There, functions satisfying Sρu = u were originally called harmonious and stud-
ied in connection to extension problems of continuous functions in metric spaces. It follows, as a particular
case of results in [14], that if Ω ⊂ ℝn is a bounded and convex domain and ρ is 1-Lipschitz, then the Dirichlet
problem

{
Sρu = u in Ω,
u = f on ∂Ω,

(1.14)

has a unique solution for each f ∈ C(Ω). One of the most important features of the operator Sρ (with
1-Lipschitz ρ) is that it preserves the concave modulus of continuity: if ω̂u is the lowest concave modu-
lus of continuity of u in Ω, then ω̂Sρu ⩽ ω̂u. This invariance property allows the use of Schauder’s fixed point
theorem to prove existence in (1.14). Unfortunately, the operators Tρ,p do not preserve in general the modu-
lus of continuity, and thus Schauder’s Theorem is no longer available and different strategies are required to
obtain fixed points.

The existence part in Theorem 1.5 is obtained from the equicontinuity and subsequent uniform conver-
gence in Ω of the iterates {Tkρ,pu}k for u ∈ C(Ω). When p = 2, the fact that the sequence {Mk

ρu}k converges
uniformly in Ω to the solution of the (harmonic) Dirichlet problem in Ω with boundary data f = u|∂Ω, was
already observed by Lebesgue, in the case that Ω is regular and ρ(x) = dist(x, ∂Ω) (see [15], and also [6]
for a more general approach in this direction). A significative difference between Lebesgue’s setting and the
methods of this paper is that in Lebesgue’s note existence is taken for granted and the convergence of the iter-
ates is obtained as a consequence, while we actually use the convergence of the iterates to prove existence. As
for equicontinuity, it is worth mentioning that boundary equicontinuity turns out to be amuchmore delicate
matter than interior equicontinuity. In [3], boundary equicontinuity was established under the assumption
that Ω is strictly convex and ρ is 1-Lipschitz. Our approach here is based on the construction of explicit bar-
riers for Tρ,p, having the additional advantage that they work for domains satisfying the uniform exterior
cone condition. We would like to point out that, since the operators Tρ,p are not local, some steps in Perron’s
method (like Poisson’s modification) do not work in our setting and we need ad hoc arguments to prove
existence. Our approach gives, in particular, a more constructive proof of the existence of solutions to the
Dirichlet problem for the p-laplacian in domains satisfying a uniform exterior cone condition.

We would also like to stress that the technical constraint for the admissible radius function expressed
in (1.9) restricts the validity of our main existence and convergence results (Theorems 1.5 and 1.7) to the
range p ∈ [2,∞). Moreover, these results are not uniform on p, in the sense that the relationship between p
and ρ established in (1.9) does not allow to pass to the limit as p →∞. This is independent of the fact that
the barriers constructed in Theorem 1.9 are uniform both in p ⩾ 2 and ρ. In addition to this, we must point
out that the definition of Tρ,p implies that there is no comparison principle as in Theorem 3.4 for p ∈ (1, 2),
which is one of the key steps in the proofs.

The rest of the paper is organized as follows: In Section 2 we show the existence of Tρ,p-barriers for
domains satisfying theuniformexterior cone condition (Theorem1.9). Then, in Sections3and4,weuse these
barriers to prove existence of fixed points of Tρ,p (Theorem 1.5) and their convergence to p-harmonic func-
tions (Theorem 1.7), respectively. For the sake of convenience and, whenever the role of p ∈ [2,∞) causes no
confusion, we will write Tρ instead of Tρ,p in what follows.

2 Barriers for Tρ

Our goal is to construct a Tρ-barrier at each boundary point and, consequently, to show that each point on
the boundary is Tρ-regular. Fix ξ ∈ ∂Ω. Recalling the definition of the uniform exterior cone condition, there
exist constants α ∈ (0, π2 ) and r > 0 and a rotation Rξ ∈ SO(n) such that

ξ + Rξ (Kα,r) ⊂ ℝn \ Ω,
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where
Kα,r = {x ∈ ℝn : x1 ⩽ −|x| cos α and |x| ⩽ r}. (2.1)

We observe that after a translation and a rotation we can assume that ξ = 0 and Rξ = Id, in which case we
define a bigger domain Ωα,r = ℝn \ Kα,r so that Ω ⊂ Ωα,r. Then our aim is to construct a function w in Ωα,r
such that its restriction to Ω, that is, w|Ω, verifies w ⩾ Tρw for every (not necessarily continuous) admissible
radius function ρ in Ω.

We split the construction of such function in two steps. First, we construct the barrier at 0 for the com-
plement of an unbounded cone along the negative x1-axis. Second, we adapt the argument to work for the
complement of a truncated cone.

2.1 Barrier for the complement of a whole cone

Let α ∈ (0, π2 ) and define
Ωα := {x ∈ ℝn : x1 > −|x| cos α}.

Wewill use polar coordinates with respect to the x1-axis, that is, we assign a pair (R, θ) to each x ∈ ℝn, where
R = |x| and θ = arccos( x1|x| ) ∈ [0, π) is the angle between x and the positive x1-axis. Then

Ωα = {x ∈ ℝn : 0 ⩽ θ < π − α}.

Before stating the main result of this section, we define an auxiliary function ϕ : (−π, π) → [0,∞) as the
solution of the differential equation

{
ϕ󸀠󸀠(θ) + (n − 2)ϕ󸀠(θ) cot θ = 1,

ϕ(0) = ϕ󸀠(0) = 0, (2.2)

which has the integral form

ϕ(θ) =
|θ|
∫
0

t

∫
0

(
sin s
sin t )

n−2
ds dt (2.3)

for every θ ∈ (−π, π) (see [10, Lemma 2.4]). We review some of the properties of the auxiliary function ϕ in
the following lemma.

Lemma 2.1. The function ϕ : (−π, π) → [0,∞) defined in (2.3) satisfies the following assertions:
(i) ϕ ∈ C2(−π, π).
(ii) ϕ is increasing in (0, π) and convex in (−π, π).
(iii) For every |θ| ⩽ π − α,

0 ⩽ ϕ(θ) ⩽ π
2

8 +
π

2(sin α)n−2 and ϕ󸀠(θ) ⩽ π
(sin α)n−2 . (2.4)

Proof. It is easy to check that ϕ ∈ C2(−π, π). Hereafter, we restrict the analysis to the interval [0, π). By
differentiation of (2.3), we obtain

ϕ󸀠(θ) = 1
(sin θ)n−2 θ

∫
0

(sin t)n−2 dt ⩾ 0,
so ϕ is increasing in (0, π). Next, since ϕ satisfies (2.2), we have

ϕ󸀠󸀠(θ) = (sin θ)n−1 − (n − 2) cos θ ∫θ0 (sin t)n−2 dt
(sin θ)n−1

for 0 < θ < π. Observe that if π2 ⩽ θ < π, then cos θ ⩽ 0, and so ϕ
󸀠󸀠 ⩾ 0 in [ π2 , π). For 0 ⩽ θ ⩽ π2 define

ψ(θ) = (sin θ)n−1 − (n − 2) cos θ θ

∫
0

(sin t)n−2 dt
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and observe that ψ(0) = 0 and

ψ󸀠(θ) = cos θ(sin θ)n−2 + (n − 2) sin θ θ

∫
0

(sin t)n−2 dt ⩾ 0
for 0 ⩽ θ ⩽ π2 . Therefore, ϕ is convex in (0, π).

To show (2.4), note first that
θ

∫
0

(sin t)n−2 dt ⩽ θ max
0⩽t⩽θ{(sin t)n−2}

for each 0 < θ < π, so

ϕ󸀠(θ) ⩽ {{{{{{
{

θ if 0 ⩽ θ ⩽ π2 ,

θ
(sin θ)n−2 if π2 ⩽ θ < π.

(2.5)

Since ϕ is convex in (0, π), we obtain that ϕ󸀠 is increasing in (0, π). Recalling that α ∈ (0, π2 ), we obtain that
ϕ󸀠(θ) ⩽ ϕ󸀠(π − α) ⩽ π

(sin α)n−2
for every 0 ⩽ θ ⩽ π − α, which is the second inequality in (2.4).

On the other hand, for π2 ⩽ θ < π we get
θ

∫
π
2

t
(sin t)n−2 dt ⩽ (θ − π2 ) max

π
2 ⩽t⩽θ{ 1
(sin t)n−2 } = θ − π2

(sin θ)n−2 .
Integrating (2.5), we obtain

0 ⩽ ϕ(θ) ⩽ π
2

8 +
θ − π2
(sin θ)n−2

for every π
2 ⩽ θ < π. In particular, since ϕ is increasing,

ϕ(θ) ⩽ ϕ(π − α) ⩽ π
2

8 +
π
2 − α

(sin(π − α))n−2 ⩽ π28 + π
2(sin α)n−2 ,

and the first inequality in (2.4) follows.

Lemma 2.2. For α ∈ (0, π2 ) let
Ωα := {x ∈ ℝn : x1 > −|x| cos α}

and let U : Ωα → ℝ be the function defined by

{{
{{
{

U(x) = |x|γ(A − ϕ(θ)),

θ = arccos( x1
|x| )

,
(2.6)

where ϕ : (−π, π) → [0,∞) is the auxiliary function defined in (2.3) and A > 0, γ ∈ (0, 12 ], are constants satis-
fying

π2

8 +
3π2 + π

2(sin α)n−2 ⩽ A ⩽ 1
γ(γ + n − 2) . (2.7)

Then U ∈ C2(Ωα) ∩ C(Ωα), U(0) = 0, U > 0 in Ωα \ {0},

U(x) ⩾ −∫
B(x,ϱ)U(y) dy, U(x) ⩾ 12 sup

B(x,ϱ)U + 12 inf
B(x,ϱ)U (2.8)

for every ball B(x, ϱ) ⊂ Ωα, and
α2−n|x|γ ⩽ U(x) ⩽ γ−2|x|γ (2.9)

for every x ∈ Ωα. In particular, for each p ∈ [2,∞] and any admissible radius function ρ in Ωα, U is, simultane-
ously, a Tρ,p-barrier and a barrier for the p-laplacian at 0 in Ωα.
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2.2 Proof of Theorem 2.2

The regularity of U is a direct consequence of its construction. To see (2.9), we recall (2.4) together with (2.7)
to get that, for every 0 ⩽ θ ⩽ π − α,

0 < 3π2
2(sin α)n−2 ⩽ A − ϕ(θ) ⩽ 1

γ(γ + n − 2) .

Then (2.9) follows.
In order to show (2.8), let us recall from [10, Lemma 2.4] the expression of the laplacian of U in the polar

coordinates x ↔ (R, θ):

∆U = Rγ−2[−ϕ󸀠󸀠(θ) − (n − 2)ϕ󸀠(θ) cot θ + γ(γ + n − 2)(A − ϕ(θ))],
which together with (2.2) gives

∆U = −Rγ−2[1 − γ(γ + n − 2)(A − ϕ(θ))]. (2.10)

Since ϕ ⩾ 0 and A and γ satisfy (2.7), it turns out that ∆U ⩽ 0. That is, U is superharmonic and the first
inequality in (2.8) follows by the mean value property for superharmonic functions.

Before proving the second inequality in (2.8), we first note that, since U is rotationally invariant with
respect to the x1-axis, the problem is actually bidimensional. Therefore, we replace x ∈ ℝn by the complex
number z = Reiϑ, where R = |x| and cos ϑ = x1|x| , and we assume that Ωα lies in the complex plane, so

Ωα = {z = Reiϑ : R > 0, |ϑ| < π − α}.

Then the second inequality in (2.8) is equivalent to

U(z0) ⩾
1
2 sup
B(z0 ,r)U + 12 inf

B(z0 ,r)U (2.11)

for each z0 = R0eiϑ0 and 0 < r < R0 such that B(z0, r) ⊂ Ωα. Here we assume, by symmetry, that

0 ⩽ ϑ0 < π − α.

Observe that B(z0, r) lies in the cone {Reiϑ : |ϑ − ϑ0| ⩽ tm}, where

tm = arcsin(
r
R0
).

Given |t| ⩽ tm, elementary computations show that the ray {Rei(ϑ0+t) : R > 0} intersects ∂B(z0, r) at two points
R+(t)ei(ϑ0+t) and R−(t)ei(ϑ0+t), where

R±(t) = R0(cos t ± √( rR0 )2 − sin2 t). (2.12)

By Lemma 2.1, ϕ is increasing and even, ϕ ⩾ 0 and ϕ(0) = 0. It follows that supB(z0 ,r) U must be of the
form Rγ+(t)(A − ϕ(ϑ0 − t)) for some 0 ⩽ t ⩽ tm. Then

sup
B(z0 ,r)U + inf

B(z0 ,r)U ⩽ Rγ+(t)(A − ϕ(ϑ0 − t)) + Rγ−(t)(A − ϕ(ϑ0 + t)),
and, since U(z0) = R

γ
0(A − ϕ(ϑ0)) by definition, the desired inequality (2.11)will follow from the next lemma.

Lemma 2.3. Let A > 0 and γ ∈ (0, 12 ] satisfy (2.7). For z0 = R0e
iϑ0 and 0 < r < R0 such that B(z0, r) ⊂ Ωα, the

inequality
R+(t)γ(A − ϕ(ϑ0 − t)) + R−(t)γ(A − ϕ(ϑ0 + t)) ⩽ 2Rγ0(A − ϕ(ϑ0)) (2.13)

holds for every |t| ⩽ arcsin( rR0 ), where R±(t) were defined in (2.12).
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Proof. Let us denote
λ± = λ±(t) = 12(R±(t)R0

)
γ

for simplicity. Then (2.13) is equivalent to

F(t) := ϕ(ϑ0) − (λ+ϕ(ϑ0 − t) + λ−ϕ(ϑ0 + t))1 − (λ+ + λ−) ⩽ A

for every 0 ⩽ t ⩽ arcsin( rR0 ). We show that the previous inequality holds true. Observe that after a rearrange-
ment of the terms we can write

F(t) = ϕ(ϑ0) +
λ+ + λ−

1 − (λ+ + λ−) [ϕ(ϑ0) − λ+
λ+ + λ−ϕ(ϑ0 − t) − λ−

λ+ + λ−ϕ(ϑ0 + t)].
Let us focus on the term in brackets. From the convexity of ϕ we can estimate the term in brackets as follows:

ϕ(ϑ0) −
λ+

λ+ + λ−ϕ(ϑ0 − t) − λ−
λ+ + λ−ϕ(ϑ0 + t) ⩽ ϕ(ϑ0) − ϕ(ϑ0 − λ+ − λ−λ+ + λ− t) ⩽ λ+ − λ−λ+ + λ− tϕ󸀠(ϑ0).

Thus,

F(t) ⩽ ϕ(θ0) +
λ+ − λ−

1 − (λ+ + λ−) tϕ󸀠(θ0).
Notice that, since the function ϕ is increasing in (0, π) and ϑ0 ⩾ 0 by assumption, we have ϕ󸀠(ϑ0) ⩾ 0. Next,
using Lemma A.1 (see Section A), we get

λ+ ± λ− = R+(t)γ + R−(t)γ
2Rγ0

⩽
1
2(1 +

r
R0
)
γ
±
1
2(1 −

r
R0
)
γ
,

which together with

t ⩽ arcsin( rR0
) ⩽

πr
2R0

yields

F(t) ⩽ ϕ(ϑ0) +
π
2 ⋅

r
2R0 [(1 +

r
R0 )

γ − (1 − r
R0 )

γ]

1 − 1
2 [(1 +

r
R0 )

γ + (1 − r
R0 )

γ]
ϕ󸀠(ϑ0).

By Lemma A.2 together with the fact that γ ∈ (0, 12 ], we get

F(t) ⩽ ϕ(ϑ0) + 2πϕ󸀠(ϑ0) ⩽ π28 + 3π2 + π
2(sin α)n−2 ,

where in the second inequality we have recalled estimates (2.4). Then the result follows from the choice of A
in (2.7).

Remark. Wewant to emphasize that, in the proof of Theorem 2.2, the definition of ϕ as solution of the differ-
ential equation (2.2) is used exclusively to show the first inequality in (2.8), while for the second inequality
we only need to require the convexity of ϕ in (−π, π) and the fact that ϕ is increasing in [0, π).

The following proposition says that the function U is also p-superharmonic for each p ∈ [2,∞].

Proposition 2.4. Let U be the function defined in (2.6)with A > 0 and γ ∈ (0, 12 ] as in (2.7). Then ∆pU ⩽ 0 inΩα
for each p ∈ [2,∞].

Proof. From the representation (1.2) and the fact that p ⩾ 2, it is enough to check that ∆U ⩽ 0 and ∆∞U ⩽ 0.
The choices of A and γ in the expression of ∆U in (2.10) easily give that ∆U ⩽ 0. We also need the

expression of ∆∞U in polar coordinates (see [7]):

∆∞U = −R3γ−4[γ3(1 − γ)(A − ϕ) + γ(1 − 2γ)(A − ϕ)(ϕ󸀠)2 + (ϕ󸀠)2ϕ󸀠󸀠].
Observe that, since γ ∈ (0, 12 ], A − ϕ > 0 and ϕ

󸀠󸀠 ⩾ 0, the term in brackets is positive, so ∆∞U ⩽ 0.
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2.3 Barrier for the complement of a truncated cone

Let α ∈ (0, π2 ), r > 0 and define
Ωα,r = ℝn \ Kα,r ,

where Kα,r is as in (2.1). Note that Ωα,r is the complement of a truncated cone and that Ωα,r ⊃ Ωα. Let
U : Ωα → ℝ be the function defined in (2.6) for A > 0 and γ ∈ (0, 12 ] as in (2.7). Then, from the first inequality
in (2.9), it follows that

m = inf{U(x) : x ∈ Ωα \ B(0, r)} ⩾ α2−nrγ > 0.
Lemma 2.5. Let U be as in (2.6) and define w : Ωα,r → ℝ by

w(x) = {
min{U(x),m} if x ∈ Ωα,r ∩ B(0, r),
m if x ∈ Ωα,r \ B(0, r).

(2.14)

Then w ∈ C(Ωα,r), w(0) = 0, w > 0 in Ωα,r \ {0},

w(x) ⩾ −∫
B(x,ϱ)w(y) dy, w(x) ⩾ 12 sup

B(x,ϱ)w + 12 inf
B(x,ϱ)w (2.15)

for every ball B(x, ϱ) ⊂ Ωα,r, and
L(|x|) ⩽ w(x) ⩽ γ−2|x|γ (2.16)

for every x ∈ Ωα,r, where
L(t) := α2−nmin{t, r}γ . (2.17)

In particular, for each p ∈ [2,∞] and any admissible radius function inΩα,r, w is, simultaneously, aTρ,p-barrier
and a barrier for the p-laplacian at 0 in Ωα,r.

Proof. Since U ∈ C(Ωα), the continuity of w only needs to be checked at Ωα ∩ ∂B(0, r). Fix x0 ∈ Ωα ∩ ∂B(0, r).
Then U(x0) ⩾ m. From the continuity of U it follows that

lim
x→x0 w(x) = min{U(x0),m} = m = w(x0).

The inequalities in (2.16) follow from the definition of w and from (2.9). To prove (2.15), choose any ball
B(x, ρ) ⊂ Ωα,r. We distinguish two cases:
(1) If w(x) < m, then observe that B(x, ϱ) ⊂ Ωα and that w ⩽ U in B(x, ϱ). It follows from Theorem 2.2 that−∫

B(x,ϱ)w(y) dy ⩽ −∫B(x,ϱ)U(y) dy ⩽ U(x) = w(x)
and 1

2 sup
B(x,ϱ)w + 12 inf

B(x,ϱ)w ⩽ 12 sup
B(x,ϱ)U + 12 inf

B(x,ϱ)U ⩽ U(x) = w(x).
(2) If w(x) = m, then (2.15) follows immediately since w ⩽ m.

From (2.15) it is immediate that Tρ,pw ⩽ w for every admissible radius function ρ in Ωα,r and each
p ∈ [2,∞]. Finally, the fact that w is p-superharmonic is a consequence of the p-superharmonicity of U, the
invariance of p-superharmonic functions by rotations and the pasting lemma [11, Lemma 7.9].

2.4 Proof of Theorem 1.9

Let Ω ⊂ ℝn be a bounded domain satisfying the uniform exterior cone condition with constants α ∈ (0, π2 )
and r > 0. From (1.11) it follows in particular that γ ∈ (0, 12 ] and

1
γ(γ + n − 2) >

1
γn
>
13π2 + 4π
8(sin α)n−2 ⩾ π28 + 3π2 + π

2(sin α)n−2 ,
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which allows to choose A > 0 so that (2.7) holds and, subsequently, to construct U and w as in (2.6)
and (2.14), respectively.

Recalling Definition 1.4, there exists, for every ξ ∈ ∂Ω, a rotation Rξ ∈ SO(n) inℝn such that

ξ + Rξ (Kα,r) ⊂ ℝn \ Ω

or, equivalently,
R⊤ξ (Ω − ξ) ⊂ Ωα,r .

Then we define wξ : Ω → ℝ by
wξ (x) = w(R⊤ξ (x − ξ)), (2.18)

where w is the barrier function given by (2.14). Recalling Lemma 2.5, we observe that wξ is non-negative in
Ω and wξ (x) = 0 if and only if x = ξ . On the other hand, if ρ is an admissible radius function in Ω, since

ξ + Rξ (Bρ(x)) = B(ξ + Rξ (x), ρ(x)) ⊂ Ωα,r ,

we obtain
Tρwξ (x) = Tρw(R⊤ξ (x − ξ)) ⩽ w(R⊤ξ (x − ξ)) = wξ (x).

Thus (1.12) follows from (2.15) and, in particular,wξ is aTρ-barrier at ξ ∈ ∂Ω. The fact thatwξ is also a barrier
for the p-laplacian follows in a similar way. Finally, from (2.16) we get (1.13) for every x ∈ Ω,whereL is given
by (2.17). This finishes the proof of the theorem.

3 Existence of solutions
We split the section in two parts. In the first part, we show the equicontinuity of the sequence {Tkρu} in Ω. In
the second part, we establish existence and uniqueness of the Dirichlet problem for Tρ.

3.1 Equicontinuity results

At this point, we refer to [4, Theorem 4.5] for the equicontinuity of the sequence {Tkρu}k at interior points
of Ω, where u ∈ Kf withKf being the set of continuous extensions of f defined in (1.8) (see also [3, Proposi-
tion 2.6]).

Theorem 3.1 ([4, Theorem 4.5]). Let Ω ⊂ ℝn be a bounded domain and let p ∈ [2,∞). Suppose that ρ ∈ C(Ω)
is a continuous admissible radius function in Ω satisfying

λ dist(x, ∂Ω)β ⩽ ρ(x) ⩽ Λ dist(x, ∂Ω)

for all x ∈ Ω, where
β ⩾ 1, 0 < Λ < 1 − (p − 2n + p )

1/β
, 0 < λ ⩽ (diamΩ)1−βΛ.

Then, for any u ∈ C(Ω), the sequence of iterates {Tkρu}k is locally uniformly equicontinuous in Ω.

Therefore, it only remains to show that, given a function u ∈ Kf , the sequence of iterates {Tkρu}k is equicon-
tinuous at each Tρ-regular point of the boundary.

Proposition 3.2. Let Ω ⊂ ℝn be a bounded domain and let f ∈ C(∂Ω). For any u ∈ Kf , the sequence of iter-
ates {Tkρu}k is equicontinuous at each Tρ-regular point of ∂Ω.

Proof. Since u ∈ Kf , we have that u is uniformly continuous in Ω, that is, for each η > 0 there exists δ > 0
small enough such that |u(x) − u(y)| < η for every x, y ∈ Ω satisfying |x − y| < δ. Fix C = Cu,η = 2‖u‖∞/L(δ),
where L is the non-decreasing continuous function defined in (2.17). Then

|u(x) − u(y)| ⩽ CL(|x − y|) + η
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for every x, y ∈ Ω. Therefore, if ξ ∈ ∂Ω is Tρ-regular, recalling (1.13), we obtain that

|u(x) − f(ξ)| ⩽ Cwξ (x) + η

for every x ∈ Ω, where wξ is a Tρ-barrier at ξ . Let k ∈ ℕ. By the affine invariance and the monotonicity of Tkρ ,
we have

|Tkρu(x) − f(ξ)| = |Tkρ(u − f(ξ))(x)| ⩽ Tkρ(Cwξ + η)(x) ⩽ Cwξ (x) + η

for every x ∈ Ω,where in the second inequalitywe have used thatwξ ⩾ Tρwξ . Finally, by taking limits, it turns
out that

0 ⩽ lim sup
x→ξ |Tkρu(x) − f(ξ)| ⩽ C lim sup

x→ξ wξ (x) + η = η

for each k ∈ ℕ and every η > 0. Thus the sequence of iterates {Tkρu}k is equicontinuous at ξ and the proof is
finished.

Remark. The proof of the above result only requires the affine invariance and the monotonicity of Tρ. On the
other hand, the proof does not require any further assumption on the admissible radius function, such as for
example the continuity. Thus, the equicontinuity estimates obtained in the previous result are independent
of the particular choice of ρ in the definition of the operator Tρ.

In view of Theorem 3.1 and Theorem 3.2, we have proved the following theorem.

Theorem 3.3. Under the assumptions in Theorem 3.1, assume in addition that Ω is Tρ-regular. If u ∈ Kf , then
the sequence of iterates {Tkρu}k is equicontinuous in Ω.

3.2 Existence and uniqueness

Westartwith the following comparisonprinciple that uses a standardargument (see also [3, Proposition4.1]).

Proposition 3.4. Let Ω ⊂ ℝn be a bounded domain and let ρ be an admissible radius function in Ω. Assume
that u, v ∈ C(Ω) satisfy u ⩽ Tρu, v ⩾ Tρv in Ω and u ⩽ v on ∂Ω. Then u ⩽ v in Ω.

Proof. Let m = maxΩ(u − v). We show that m ⩽ 0 by contradiction: suppose that m > 0 and let

A := {x ∈ Ω : u(x) − v(x) = m}.

Since u − v is upper semicontinuous in Ω and u − v ⩽ 0 on the boundary, A is a nonempty closed subset of Ω.
The contradiction will then follow by proving that A is also open, so A = Ω and u(x) − v(x) = m > 0 for every
x ∈ Ω.

To see that A is open, we choose any a ∈ A and we show that Bρ(a) ⊂ A. Recalling that u and v are sub-
and super-solutions of Tρ, we obtain that

Tρu(a) ⩾ u(a) = m + v(a) ⩾ m + Tρv(a).

By the definition of Tρ,
p − 2
n + p

Sρu(a) +
n + 2
n + p

Mρu(a) ⩾
p − 2
n + p
(m + Sρv(a)) +

n + 2
n + p
(m +Mρv(a)).

Hence, by the monotonicity of Sρ andMρ and since p ∈ [2,∞), it turns out that

Mρu(a) = m +Mρv(a).

Recalling the definition ofMρ, we obtain
m = −∫

Bρ(a)(u − v).
Sincem is defined as themaximum in Ω of u − v, we have u(x) − v(x) = m for every x ∈ Bρ(a). Then Bρ(a) ⊂ A,
and so A is an open set. Therefore, since Ω is connected, we obtain A = Ω and u − v ≡ m > 0 in Ω, which
contradicts the assumption u ⩽ v on ∂Ω.
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The uniqueness of fixed points follows immediately as a corollary.

Corollary 3.5. Let Ω ⊂ ℝn be a bounded domain and let f ∈ C(∂Ω). Suppose that u, v ∈ Kf are fixed points
of Tρ. Then u = v in Ω.

In order to show the existence of fixed points for Tρ inKf , we will make use of the following technical result,
which can be stated in the more general context of Banach spaces.

Lemma 3.6. Let (X, ‖ ⋅ ‖) be a Banach space, let 0 ̸= K ⊂ X be any closed subset and let T : K → K be a non-
expansive operator. Fix x ∈ K. If y ∈ K is any limit point of the sequence {Tkx}k, then

lim
k→∞‖Tk+1x − Tkx‖ = ‖Ty − y‖. (3.1)

Proof. Observe first that, since T is non-expansive, the sequence of non-negative real numbers

{‖Tk+1x − Tkx‖}k
is non-increasing, and thus every subsequence converges to the same limit. Next, take any convergent sub-
sequence {Tkj x}j and denote the limit by y ∈ K. The triangle inequality and the non-expansiveness of T
yield

|‖Tkj+1x − Tkj x‖ − ‖Ty − y‖| ⩽ ‖(Tkj+1x − Ty) − (Tkj x − y)‖ ⩽ 2‖Tkj x − y‖
for each j ∈ ℕ. Then (3.1) follows after taking limits as j →∞.

Now we are ready to prove Theorem 1.5.

Proof of Theorem 1.5. Since Ω isTρ-regular by assumption, the sequence of iterates {Tkρu}k is equicontinuous
at each point in Ω for any u ∈ Kf , by Theorem 3.3. Then the Arzelà–Ascoli theorem yields the existence of
at least one subsequence converging uniformly to a function v ∈ Kf . Furthermore, Tℓρv is also a limit point
of {Tkρu}k for each ℓ = 0, 1, 2, . . . . Therefore, since Kf is a closed subset of C(Ω) and T = Tρ : Kf → Kf is
non-expansive, Lemma 3.6 implies that

‖Tℓ+1v − Tℓv‖∞ = lim
k→∞‖Tk+1u − Tku‖∞ =: d ⩾ 0 (3.2)

for every ℓ = 0, 1, 2, . . . . In consequence, if d = 0, we have in particular that Tρv = v, so v is a fixed point
of Tρ.

In order to show that actually d = 0, let us assume on the contrary that d > 0 and argue by contradiction.
Let ℓ ∈ ℕ to be fixed later. Since Tℓ+1v − Tℓv is a continuous function vanishing on ∂Ω, we can choose an
interior point x0 ∈ Ω such that

|Tℓ+1v(x0) − Tℓv(x0)| = d.
We assume that Tℓ+1v(x0) − Tℓv(x0) = d since otherwise the proof goes in an analogous way. Recalling the
definition of T = Tρ andM =Mρ, it turns out that

d = p − 2
n + p [

S(Tℓv)(x0) − S(Tℓ−1v)(x0)] + n + 2n + p
M(Tℓv − Tℓ−1v)(x0). (3.3)

From (3.2) and the non-expansiveness of S andM, it follows that

S(Tℓv)(x0) − S(Tℓ−1v)(x0) ⩽ d and M(Tℓv − Tℓ−1v)(x0) ⩽ d,
which together with (3.3) implies thatM(Tℓv − Tℓ−1v)(x0) = d.

Equivalently, −∫
Bρ(x0)(Tℓv(y) − Tℓ−1v(y)) dy = d,

and by (3.2), the integrand must be equal to d in Bρ(x0). In particular, Tℓv(x0) − Tℓ−1v(x0) = d, so we can
repeat this argument iteratively until we finally get that

Tℓv(x0) = v(x0) + ℓd.
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Recalling (1.8) and the fact that T = Tρ : Kf → Kf , we get

‖f‖∞ ⩾ Tℓv(x0) = v(x0) + ℓd ⩾ −‖f‖∞ + ℓd.
Hence, choosing ℓ such that

ℓ >
2‖f‖∞
d

,

we obtain the desired contradiction.
Finally, to see that the sequence of iterates {Tkρu}k actually converges uniformly to the unique fixed point

v ∈ Kf , suppose on the contrary that there exist η > 0 and a subsequence {Tkjρ u}j such that ‖Tkjρ u − v‖∞ ⩾ η
for each j ∈ ℕ. We can assume that this subsequence converges uniformly to a function w ∈ Kf (otherwise,
by equicontinuity and the Arzelà–Ascoli theorem, we could take a further subsequence), which would be a
limit point of {Tkρu}k in Kf , and thus a fixed point of Tρ. Then the contradiction follows by uniqueness and
the fact that ‖w − v‖∞ ⩾ η.
4 Convergence to p-harmonic functions
In this section, we study the convergence of solutions uρ to (1.10) as the admissible radius function con-
verges to zero in Ω. Before moving into details, it is worth recalling that one of themain connections between
mean value properties and p-harmonic functions arises from the asymptotic expansion for the p-laplacian
of a twice-differentiable function ϕ at a non-critical point x. This expansion can be expressed in terms of the
average operator Tρ as follows:

Tρϕ(x) = ϕ(x) +
ρ(x)2

2(n + p)∆
N
p ϕ(x) + o(ρ(x)2) (ρ(x) → 0),

where ∆Np ϕ stands for the normalized p-laplacian of ϕ defined by

∆Np ϕ := ∆ϕ + (p − 2) ∆∞ϕ
|∇ϕ|2

.

Heuristically speaking, if the fixed points Tρuρ = uρ converge to a function u0 as ρ → 0, then it is reason-
able to expect that this function is p-harmonic. Indeed, this is one of the key ideas required in the proof of
Theorem 1.7.

To this end, first we need to impose appropriate conditions in order to ensure that ρ(x) converges to zero
in a uniform way. Given a bounded domain Ω ⊂ ℝn, let us consider a collection of continuous admissible
radius functions {ρε}0<ε⩽1 satisfying

λ dist(x, ∂Ω)β ⩽ ρε(x)
ε
⩽ Λ dist(x, ∂Ω) (4.1)

for all x ∈ Ω and every 0 < ε ⩽ 1, where β, λ and Λ are as in (1.9). Since Ω is bounded, ‖ρε‖∞ decreases as
fast as, at least, a constant multiple of ε. In consequence, ρε(x) = O(ε) uniformly for every x ∈ Ω, and the
asymptotic expansion for Tρε becomes

Tρεϕ(x) = ϕ(x) +
ε2

2(n + p)(
ρε(x)
ε )

2
∆Np ϕ(x) + o(ε2) (ε → 0) (4.2)

for every x ∈ Ω.
On the other hand, ρε is an admissible radius function satisfying the hypothesis of Theorem 1.5 for each

0 < ε ⩽ 1. Therefore, assuming that Ω satisfies the uniform exterior cone condition, Theorem 1.5 yields, for
any fixed f ∈ C(∂Ω), a function uε ∈ C(Ω) satisfying

{
Tεuε = uε in Ω,
uε = f on ∂Ω,

(4.3)

for each 0 < ε ⩽ 1, where Tε := Tρε .
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The strategy to prove Theorem 1.7 is inspired by the method for convergence of numerical schemes
established by Barles and Souganidis in the 90s [5] and in a more recent result by del Teso, Manfredi and
Parviainen on the convergence of dynamic programming principles for the p-laplacian [8]. The steps in the
proof can be split into two parts. First, by taking pointwise limits as ε → 0, we define semicontinuous func-
tions

u(x) := lim inf
y→x, ε→0 uε(y) ⩽ lim sup

y→x, ε→0 uε(y) =: u(x), (4.4)

and, using the asymptotic expansion (4.2), we show that u and u are p-superharmonic and p-subharmonic,
respectively. In the second part, we prove that u ⩽ u in Ω with the aid of the comparison principle for
p-subharmonic and p-superharmonic functions [12, Theorem 2.7], so both functions coincide with u0, the
unique p-harmonic function satisfying

{
∆pu0 = 0 in Ω,
u0 = f on ∂Ω.

We remind that, by [12, Theorem 2.5], the concepts of p-subharmonic function and viscosity p-subsolu-
tion coincide. Hence, for the sake of simplicity, hereafter we will use the viscosity characterization.

Definition 4.1. Let p ∈ [2,∞].
(i) We say that an upper semicontinuous function u in Ω is p-subharmonic if u ̸≡ −∞ and for every x ∈ Ω

and any ϕ ∈ C2(Ω) such that ∇ϕ(x) ̸= 0 and u − ϕ < u(x) − ϕ(x) = 0 in Ω \ {x}, we have that ∆pϕ(x) ⩾ 0.
(ii) We say that a lower semicontinuous function u in Ω is p-superharmonic if u ̸≡ ∞ and for every x ∈ Ω and

any ϕ ∈ C2(Ω) such that ∇ϕ(x) ̸= 0 and u − ϕ > u(x) − ϕ(x) = 0 in Ω \ {x}, we have that ∆pϕ(x) ⩽ 0.
(iii) u ∈ C(Ω) is p-harmonic if it is both p-subharmonic and p-superharmonic.

Proposition 4.2. Let p ∈ [2,∞), let Ω ⊂ ℝn be a bounded domain satisfying the uniform exterior cone condi-
tion, let f ∈ C(∂Ω) and let uε ∈ Kf be the unique solution of (4.3) provided by Theorem 1.5 for 0 < ε ⩽ 1. Let u
and u be the functions defined in (4.4). Then u is p-superharmonic and u is p-subharmonic in Ω.

Proof. We show that u is p-subharmonic. Fix any x ∈ Ω and ϕ ∈ C2(Ω) such that

∇ϕ(x) ̸= 0 and u − ϕ < u(x) − ϕ(x) = 0

in Ω \ {x}. That is, x is a strict global maximum of u − ϕ in Ω. We need to check that ∆pϕ(x) ⩾ 0.
From the definition of u, we pick sequences εj → 0 and zj → x such that uεj (zj) → u(x). For each j, let

yj ∈ Ω such that yj is a maximum of uεj − ϕwith∇ϕ(yj) ̸= 0.We claim that yj → x as j →∞. Otherwise, there
would be a further subsequence (still denoted by {yj}j) converging to x󸀠 ̸= x. Then

u(x󸀠) − ϕ(x󸀠) ⩾ lim sup
j→∞ (uεj (yj) − ϕ(yj)) ⩾ lim sup

j→∞ (uεj (zj) − ϕ(zj)) = u(x) − ϕ(x),
so we obtain a contradiction to the fact that x is a strict global maximum of u − ϕ. Then yj → x and
uεj − uεj (yj) ⩽ ϕ − ϕ(yj) in Ω. In consequence, by the monotonicity and the affine invariance of Tεj , we
obtain

0 = Tεjuεj (yj) − uεj (yj) ⩽ Tεjϕ(yj) − ϕ(yj)

for every j ∈ ℕ. Notice that the left-hand side of the inequality is equal to zero due to the fact that Tεuε = uε
for every 0 < ε ⩽ 1. Recall (4.2), rearrange terms and divide by ε2j to obtain

(
ρεj (yj)
εj
)
2
∆Np ϕ(yj) ⩾ o(1) (j →∞).

Assume for a moment that ∆Np ϕ(x) < 0. Then ∆Np ϕ(yj) < 0 for every j ∈ ℕ large enough. Recalling (4.1), we
get

(λ dist(yj , ∂Ω)β)2∆Np ϕ(yj) ⩾ o(1) (j →∞).

Hence, taking limits as j →∞, we obtain

(λ dist(x, ∂Ω)β)2∆Np ϕ(x) ⩾ 0,

and thus ∆Np ϕ(x) ⩾ 0.
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In the next proposition, we give a uniform boundary equicontinuity estimate for {uε}0<ε⩽1. This estimate is
crucial to prove that the functions u and u attach the right values near the boundary.

Proposition 4.3. Let p ∈ [2,∞), letΩ ⊂ ℝn beaboundeddomain satisfying the uniformexterior cone condition
(with constants α and r), let γ ∈ (0, 12 ] be as in (1.11), and let f ∈ C(∂Ω). Under the assumptions of Theorem1.7,
let uε ∈ Kf be the unique solution of (4.3) for each 0 < ε ⩽ 1. Then, for each η > 0, there exists a constant C > 0
depending only on Ω, f and η such that

|uε(x) − f(ξ)| ⩽ Cγ−2|x − ξ|γ + η (4.5)

for every x ∈ Ω and ξ ∈ ∂Ω.

Proof. By uniform continuity, there exists δ > 0 small enough such that |f(ζ) − f(ξ)| < η for every ξ, ζ ∈ ∂Ω
satisfying |ζ − ξ| < δ. Fix C = Cf,η = 2‖f‖∞/L(δ), where L is the function defined in (2.17). Then

|f(ζ) − f(ξ)| ⩽ CL(|ζ − ξ|) + η,

and from (1.13) it follows that

|f(ζ) − f(ξ)| ⩽ Cwξ (ζ) + η (4.6)

for every ξ, ζ ∈ ∂Ω, where wξ is the Tρ-barrier at ξ defined in (2.18). From the fact that wξ is a Tε-barrier at ξ
(Theorem 1.9) and from the comparison principle (Theorem 3.4), it follows that

|uε(x) − f(ξ)| ⩽ Cwξ (x) + η

for each x ∈ Ω, which together with (1.13) implies (4.5).

Remark. If u is the p-harmonic function in Ω with boundary data f , then (4.5) holds with uε replaced by u.
This follows from (4.6), the fact thatwξ is p-superharmonic and the comparison principle for the p-laplacian.

Proof of Theorem 1.7. We know that the semicontinuous functions u and u defined in (4.4) satisfy u ⩽ u by
construction. We claim that the theorem follows from the reverse inequality. Indeed, suppose that u and u
agree over the whole domain. This allows to define a continuous function u0 = u = u ∈ Kf as the pointwise
limit

u0(x) = limε→0 uε(x)
for each x ∈ Ω. Then, by Theorem 4.2, u0 is both p-subharmonic and p-superharmonic, so u0 is p-harmonic
in Ω and u0|∂Ω= f .

Our strategy to show that u ⩾ u relies on the uniform equicontinuity estimate from Theorem 4.3 to show
that u and u take the right values near the boundary. The desired inequalitywill then follow as a consequence
of the comparison principle for p-subharmonic and p-superharmonic functions.

Fix an arbitrary small η > 0 and choose C > 0 as in Theorem 4.3. By the definition of u, we have that

u(x) − f(ξ) = lim sup
y→x, ε→0(uε(y) − f(ξ)) ⩽ Cγ−2|x − ξ|γ + η

for x ∈ Ω, ξ ∈ ∂Ω and ε > 0, where in the inequality we have used estimate (4.5). Taking limits as x → ξ ,
we get

lim sup
x→ξ (u(x) − f(ξ)) ⩽ η

for arbitrary small η > 0. Repeating an analogous argument for u, we obtain

lim sup
x→ξ u(x) ⩽ f(ξ) ⩽ lim inf

x→ξ u(x)

for every ξ ∈ ∂Ω. Since u and u are p-superharmonic and p-subharmonic, respectively, by the comparison
principle [12, Theorem 2.7], we finally obtain that u ⩾ u in Ω.
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A Auxiliary lemmas
Lemma A.1. Let T ∈ [0, π2 ] and γ > 0. Then

(cos t + √sin2 T − sin2 t)γ ± (cos t − √sin2 T − sin2 t)γ ⩽ (1 + sin T)γ ± (1 − sin T)γ

whenever |t| ⩽ T.

Proof. Let a ∈ [0, 1] and define φ± : [a, 1] → ℝ by
φ±(x) = (x + √x2 − a2)γ ± (x − √x2 − a2)γ .

Direct computation shows that
φ󸀠±(x) = γ

√x2 − a2
φ∓(x) ⩾ 0.

Therefore, φ± is positive and increasing in [a, 1]. In particular, φ±(x) ⩽ φ±(1) for every x ∈ [a, 1]. Then the
result follows by letting a = cos T and performing the change of variables x = cos t.

Lemma A.2. Let γ ∈ (0, 1). Then x
2 [(1 + x)

γ − (1 − x)γ]
1 − 1

2 [(1 + x)γ + (1 − x)γ]
⩽

2
1 − γ (A.1)

for all x ∈ (0, 1].

Proof. Let us recall the Taylor series of f(x) = (1 + x)γ:

(1 + x)γ = 1 +
∞
∑
k=1(γk)xk (A.2)

for |x| ⩽ 1, where

(
γ
k)
= (−1)k−1 γ(1 − γ)(2 − γ) ⋅ ⋅ ⋅ (k − 1 − γ)

k!

for each k ∈ ℕ. Observe that, since γ ∈ (0, 1), we have that

(
γ

2k − 1) > 0 and ( γ2k) < 0 for each k ∈ ℕ.

We can rewrite the left-hand side in (A.1) by replacing (A.2):

x
2 [(1 + x)

γ − (1 − x)γ]
1 − 1

2 [(1 + x)γ + (1 − x)γ]
=
∑∞k=1 ( γ

2k−1)x2k
−∑∞k=1 ( γ2k)x2k .

Hence, (A.1) follows from the fact that∞
∑
k=1[( γ

2k − 1) +
2

1 − γ(
γ
2k)]x

2k ⩽ 0

for every x ∈ (0, 1). In fact, every coefficient in the above series is nonpositive, that is,

(
γ

2k − 1) +
2

1 − γ(
γ
2k) = (

γ
2k − 1)[1 +

2
1 − γ ⋅

γ − 2k + 1
2k ] ⩽ 0

for every k ∈ ℕ.
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